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A B S T R A C T  
 

 

Dealing with problematic soils is one of the most challenging parts of geotechnical engineers’ careers. 

Loose sand is one of them due to its low cohesion and can be found worldwide, specifically in coastal 
regions. Chemical stabilizers like cement are of the prevalent ones among engineers to deal with the 

weaknesses of loose sand. However, the substitution of these traditional stabilizers with pozzolanic 

materials like natural zeolite become approved since it helps reduce cement consumption and hence, 
lower CO2 emission. Despite all advantages, brittle behavior is an unwelcome consequence of these 

stabilizers. Therefore, the aim of this study is to reduce the brittleness of the cement-zeolite-stabilized 

sand employing natural kenaf fibers. To this end, two cement contents, four amounts of zeolite 
replacement of cement, and three fiber contents in three lengths were adapted in two relative compactions 

(RC) to investigate the compaction, 8-shape direct tensile strength (DTS), and indirect tensile strength 

(ITS) behaviors. Experimental efforts revealed that compaction behavior is sensitive to stabilizer 
contents and fiber content and length. The addition of the 8% cement, increase of the zeolite up to 50%, 

and fiber increment up to 1.5% led to the reduction of the compaction properties; however, optimum 

moisture content increased with the rise in kenaf fiber. A notable influence on the DTS and ITS behavior 
was observed while 30% zeolite replacement in 8%-cemented samples and reinforced with 1% kenaf 

fiber with 10mm length. Furthermore, a linear relationship was presented between DTS and ITS. In the 

end, the reinforced sample was analyzed using Scanning Electron Microscope (SEM) images. 

doi: 10.5829/ije.2024.37.05b.01 
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1. INTRODUCTION 
 

Due to population growth of many countries, suitable 

ground for construction is surprisingly decreasing. 

Therefore, every remaining local weak land may require 

to be prepared for constructional practices including 

building foundations, dams, pavements, excavations, and 

embankments. Loose sand is one of the problematic soils 

that, due to its poor cohesion, intensively challenges 

engineers in many regions, especially coastal areas (1, 2). 

Construction of various types of structures on these soils 

usually eventuates in different issues such as lack of shear 

strength, uneven settlements, foundation failures, internal 

and surface tunneling erosion, and liquefaction (2, 3). 

The stabilization of weak soils through the 

employment of various additives has been implemented 

for decades (4). The effect of materials such as cement, 

lime, fly ash, polymers, resins, acids, and ions has been 

investigated by researchers for years (2). As one of the 

conventional and most prevalent soil stabilizers, 

numerous geotechnical researchers have justified cement 

to hand over many advantages, including higher strength 

and stiffenss, liquefaction resistance, lifespan increment, 

and curbing deformations (2, 5, 6). 

Sariosseiri and Muhunthan (7) investigated the effect 

of cement on the engineering characteristics of several 

types of soils (sand, silt, and clay). They declared that 

addition of cement to the soil incremented the plasticity 

index (PI) at low cement content (about 2.5%); however, 

higher percentages of cement reduced that index leading 

to better workability than the base soil. The optimum 

water content increased by introducing cement to the 

soils while the maximum dry unit weight was reduced. 

Stabilization of these soil with cement highly enhanced 

the unconfined compression strength (UCS); however, 

leading to a more brittle failure than the base soils. 

Nguyen and Phan (8)reported that addition of the 8 to 

10% cement notably improved the compressive strength, 

splitting tensile strength, and elastic modulus of 

stabilized fine-grade soil. Ghanbari et al. (9) stated that 

introducing cement to the peat soil developed UCS 

values, diminished strain related to the peak stress, and 

induced brittle behavior in the amended samples with the 

increase in curing time. Eme et al. (10) demonstrated that 

adding 5.5% cement along with 12% water content to the 

sand enhanced the California Bearing Ratio (CBR) and 

UCS of the stabilized samples up to 200% and 2500kPa, 

respectively . 

Nevertheless, the cement production process is 

responsible for a massive amount of greenhouse gases 

released into the earth’s atmosphere, including mainly 

carbon dioxide (CO2), methane (CH4), and nitrous oxide 

(N2O) (11). Such an indication impelled the researchers 

to look for substitutions like supplementary cementitious 

materials (SCMs) that remained from industrial 

processes, agricultural practices or existed naturally (12-

16) with pozzolanic inherent. Natural resources 

preservation, reduction of the adverse environmental 

effects of cement production, energy conservation, and 

also helping waste management are instances of the 

advantages that the employment of SCMs for cement 

replacement renders (6). Among those, zeolite as a 

natural pozzolan notably improves the strength of the 

cemented soil, reduces undesirable expansion, and 

decreases the porosity (17). MolaAbasi et al. (18) 

evaluated the feasibility of employing zeolite as an 

influential replacement for cement in stabilizing sand. 

They stated that the replacement of cement with zeolite 

reduced the UCS of the treated samples in early curing 

time (7 days). But surprisingly, up to 30% zeolite 

replacement remarkably enhanced the UCS of the 

samples in 28 and 90 days of curing time. In another 

study, MolaAbasi et al. (19)expressed that while 30% 

zeolite replacement in cemented sand, chemical 

components of SiO2 and Al2O3 came into a balance with 

CaO, which resulted in the most desirable pozzolanic 

reaction, and consequently, the highest UCS and also the 

tensile strength at 28 days of curing. Kordnaeij et al. (20) 

evaluated the effect of water on cementitious materials 

(W/CM) and zeolite replacement on the UCS of the 

grouted loose sand. They perceived that in all W/CM, up 

to 30% zeolite replacement was the optimum amount. In 

an investigation of the cement-zeolite stabilized 

expansive clay, Ahmadi et al. (11) affirmed that an 

increase in zeolite replacement of cemented samples led 

to the decrement and increment of the maximum dry 

density (MDD) and optimum moisture content (OMC), 

respectively. They also revealed that raising zeolite 

replacement up to 30% induced the highest mechanical 

parameters such as UCS, stiffness (E50), and absorbed 

energy (AE) in treated samples. Khajeh et al. (21) stated 

that the incorporation of 30% zeolite replacement 

satisfyingly compensates the strength reduction caused 

by employing EPS beads in the cement treatment of loose 

sand. Another investigation of Khajeh et al. (22) 

disclosed that the substitution of lime by 25% zeolite 

resulted in attaining the highest UCS and unconsolidated 

undrained (UU) triaxial strength, and also the least PI of 

an amended clayey soil. 

Considering the remarkable effectiveness of these 

cementitious materials on soils’ geotechnical properties, 

they prompt abrupt strength reduction and hence, brittle 

failure under different types of loadings (23). To 

ameliorate the deficiencies of those additives, randomly 

distributed fibers have been investigated by researchers 

widely in the last several decades. It has been observed 

that syntactic or natural fiber-reinforced soils 

demonstrate more desirable engineering behavior like 

compressive, shear, tensile, strength, California Bearing 

Ratio (CBR), resistance against wet-dry and freeze-thaw 
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cycles, decreasing the swelling potential, and more 

importantly, failure strain and flexural performance than 

unreinforced soils (3, 24-26). Since the production of 

synthetic fibers induces unfavorable effects on the 

environment, a promising prospect for pollution 

decrement is achievable through the adoption of natural 

fibers (27). These fibers represent acceptable reinforcing 

influence in addition to their biodegradability and 

economic availability (26). 

Kenaf fiber, as one of the non-wood plant fibers, can 

be a possible choice for engineers as a reinforcement 

element of cemented mixtures giving out remarkable 

tensile strength, Young’s modulus, and economical cost. 

Several investigations have been implemented on the 

influence of kenaf fiber addition on the engineering 

properties of different types of soils. Shirvani et al. (28) 

investigated the influence of the kenaf fiber and clay 

addition on the mechanical characteristics of sandy soil. 

Direct shear tests were implemented on the sand samples 

reinforced with different fiber content and clay. The 

results showed that 0.75% fiber inclusion with no clay 

content in the reinforced sample increased the fraction 

angle by about 13%. In addition, the sample containing 

0.75% fiber and 15% clay additive showed a 15% 

cohesion improvement. Ghadakpour et al. (3) 

investigated the effect of kenaf fiber content and length 

on the geotechnical properties of cemented sand samples. 

The results evaluation indicated that the kenaf fiber 

reinforcement of cemented sand incremented the UCS, 

STS, absorbed energy, and reduced the brittle index, 

elasticity modulus, and ultrasonic pulse velocity . 

In the current investigation, the influence of randomly 

distributed kenaf fiber on the mechanical behavior of 

cement-zeolite-stabilized sand was evaluated. To that 

end, standard proctor compaction tests were 

implemented on designated mixtures of 0%, and 8% 

cement, replacing cement with 0, 10, 30, and 50% zeolite, 

the addition of the kenaf fiber in 0, 0.5, 1, and 1.5% with 

the length of 0.5, 1 and 1.5mm. After that, to analyze the 

effect of kenaf content and length in the reinforcement 

effort, 8-shape DTS and ITS experiments were conducted 

on the samples prepared due to the designed mixtures 

mentioned earlier and the two relative compaction of 

100% and 95%, cured for 28 days. 

 
 
2. MATERIALS METHOD  

 
2. 1. Materials              The base soil (BS) used in this 

investigation program was a poorly-graded sand (SP) 

according to the United Soil Classification System (29) 

collected from the southern coastal regain of the Caspian 

Sea, Iran. The soil’s physical characteristics were 

measured as presented in Table 1. The particle size 

distribution of the base sand can be seen in Figure 1. 

The base stabilizer of this research opted to be the  
 

TABLE 1. Specification of materials utilized in this study 

Soil 

Maximum Unit 

Weight 

1.58 

kN/m3 

Minimum unit 

weight 
1.27 kN/m3 

Uniformity 

Coefficient (CU) 
4.99 

Mean Effective 

Diameter (D60) 
2.18 mm 

GS 2.67 
Coefficient of 

Curvature (CC) 
0.99 

Cement 

GS 3.11 Blaine 
≥ 2800 

(cm2/g) 

Autoclave 

Expansion 
≤ 0.6 (%) 

Initial Setting 

Time 
≥ 120 min 

Final Setting Time 3:30 (hr)   

Zeolite 

GS 2.2   

Kenaf Fiber 

GS 1.32 Diameter 
0.1<d<0.1

4 mm 

Water Absorption 
≤ 2.2% by 

weight 
Tensile Strength 365 MPa 

Modulus of 

Elasticity 
17.6 GPa   

 

 

 
Figure 1. Particle size analysis of the base sand 

 

 

Portland cement type II. The cement’s physical 

properties were presented by its production factory as 

demonstrated in Table 1. 

The alternative stabilizer of this study was natural 

zeolite. The employed zeolite is a clinoptilolite type 

acquired from Semnan Province, Iran. It is a non-plastic 

material that in accordance with the Unified Soil 

Classification System (29), is classified as silt (ML) and 

its specific gravity (Gs) is presented in Table 1. Figure 1 

illustrates the particle size analysis results of all three 

materials utilized in this research. The graphs were 

obtained in accordance with ASTM D422 (30). 
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The reinforcement element of the soil-stabilizer 

mixtures was determined to be the kenaf fiber. The 

utilized kenaf fibers had physical properties as presented 

in Table 1. The fibers were cut in three lengths of 5, 10, 

and 15 mm to be used for sample preparation. 
 

2. 2. Sample Preparation                 To conduct 

experiments, 179 stabilized and reinforced cylindrical 

samples and 179 8-shaped ones were prepared for the 

DTS and ITS tests, respectively. The presented values are 

the average of two measurements. Two percentages of 

cement (C= 0 and 8%) were adopted as the base 

stabilizer, and four percentages of cement replacement 

with zeolite (Z= 0, 10, 30, and 50%) were employed as 

the pozzolanic alternative to substitute the cement. Kenaf 

fiber was randomly distributed to the samples in four 

percentages (F= 0, 0.5, 1, and 1.5%) with three lengths 

(L= 0.5, 1, and 1.5 mm). 

All samples were prepared using the maximum dry 

density (MDD) and the optimum moisture content 

(OMC) achieved from the standard proctor compaction 

test of each designated additive content. The soil and 

stabilizers were mixed homogeneously, and then the 

water was added to the soil-stabilizer matrix. After 

blending the fiber with the mixture, 8-shape DTS 

samples were cast in an 8-shape metal mold with a 

thickness of 2.8cm, widest width of 4cm at both sides, 

middle width of 3cm, and length of 9cm. The ITS 

samples were also prepared in cylindrical PVC mold with 

a height of 10 cm a diameter of 5 cm, compacted in three 

equal layers using a steel rod for the target relative 

compaction of 95 and 100%. The top of each layer was 

sacrificed in order to prepare sufficient interlock between 

the layers. Afterward, samples were cured in sealed 

plastic bags for 28 at room temperature (21-24ºC) to 

evaluate the effect of a long curing period on the 

pozzolanic reaction.  
 

2. 3. Experimental Procedure            A series of various 

tests were implemented to evaluate the effect of different 

dosages of stabilizers and reinforcement elements on the 

geotechnical properties of the sandy soil. Standard 

proctor compaction tests were conducted according to 

ASTM D698 (31) to obtain the MDD and OMC of the 

soil-additive mixtures. Afterward, DTS tests were 

implemented on 8-shape samples in accordance with the 

reported data by Yao et al. (25). Figure 2a illustrates the 

direct tensile loading device used in this study. The ITS 

tests were carried out following ASTM D3967 (32). To 

do so, the cylindrical samples were positioned 

horizontally between two hard metal plates, and the load 

was applied until failure. Both types of loads were 

applied to the samples at the rate of 0.1mm/min. 

According to the mentioned standard, the ITS can be 

calculated as presented below: 

𝑞𝑡 =
2𝑃

𝜋𝐿𝐷
  (1) 

where qt = ITS (kPa), P = applied load at failure (kN), L 

= height of the cylindrical sample (m), and D = diameter 

of the sample (m). Figure 2(b) demonstrates the loading 

instrument employed for ITS tests. 

Table 2 presented in the following demonstrates the 

nomenclature used in the figures of this article. 

 

 

3. RESULTS AND DISCUSSION 
 
3. 1. Compaction Tests              To achieve the 

compaction characteristics of the soil-stabilizer-fiber 

mixtures, 54 standard proctor compaction tests were 

implemented on each designed combination. Figures 3, 

4, and 5 demonstrate the alteration of MDD and OMC of 

the samples due to changes in several parameters such as 

fiber length, fiber content, cement content, and zeolite 

replacement. It can be deduced from all figures that fiber 

reinforcement of the base soil and the soil-stabilizer 

mixtures remarkably reduced the MDD and increased the 

OMC of the samples. 

Figure 3 shows the change in MDD and OMC with 

respect to the variation of the fiber length and content for 

base soil, 8% cement-treated sand, and 30% zeolite-

replaced-cemented sand as representatives. As shown, it 

can be perceived that the addition of fiber to the base soil 

notably decreased the MDD of the sample. Additionally, 

an increase in fiber content resulted in a severe reduction 

in MDD. Such an observation is consistent with the 

investigations of Santoni et al. (33), Tran et al. (34), and 

Mohamed (35). This behavior is due to the lower unit 

weight of the fiber than the soil when increment of fiber 

content reduces the number of soil particles. 

Nevertheless, such a fiber introduction and content 
 

 

  
(a) (b) 

Figure 2. Devices used for (a) DTS, and (b) ITS tests 

 

 

TABLE 2. The nomenclature used for additives of this study 

Parameter 

Percentage 

of Cement 

Content 

(%) 

Percentage of 

Zeolite 

Replacement 

(%) 

Percentage 

of Fiber 

Content 

(%) 

length of 

Fiber 

(mm) 

Abbreviation C (number) Z (number) F (number) F (number) 

Example C8 Z30 F1.5 F15 
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increment induced an opposite trend in the OMC of the 

samples, where it rose as the fiber content incremented. 

A similar trend is reported by Maity et al. (36) and Tran 

et al. (34) when reinforcing sand with natural fiber. It can 

be attributed to the water absorption of fibers. Figure 3 

also revealed that the more the fibers’ length increased, 

the more the MDD and OMC of the samples diminished. 

Prabakar and Sridhar (37) reported the same behavior of 

using sisal fiber as soil reinforcement. Analogous fashion 

was observed while adding different fiber percentages to 

the solely-cemented and also 30%-zeolite replaced 

samples. 

Figure 4 illustrates the variation of MDD and OMC 

of the samples containing 1% fiber due to the change in 

fiber length and cement content. Analyzing this figure 

indicated that introducing 8% cement to the base and 

enhanced the MDD of the sample while decreasing trend 

of the OMC was observed. Lopez-querol et al. (38) also 

declared the same trend. Noteworthily, diminishing 

trends of MDD and OMC were detected when 

incrementing fiber lengths in samples with 1% fiber 

content. Such behaviors also were noticed in samples 

containing 0.5 and 1.5% fiber. 

Figure 5 displays the alteration of the MDD and OMC 

of the 8%-cemented samples containing 1% fiber 

respecting the variation of zeolite replacement and fiber 

length. It can be perceived that in a specific fiber length, 

 

 

 

 

 

 

 

 
Figure 3. The alteration of MDD and OMC of the base soil, 

8% cement-treated sand, and 30% zeolite-replaced-

cemented sand due to the change in fiber length and content 
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(a) 

 
(b) 

Figure 4. The alteration of MDD and OMC of the samples 

containing 1% fiber due to the change in cement content and 

fiber length 

 

 

an increase in zeolite replacement led to the decrement of 

both MDD and OMC of the samples. Ahmadi et al. 

(11)observed analogous behavior in their research. The 

lower specific gravity of the zeolite than the cement 

prompted MDD reduction. In addition, larger particle 

size of the zeolite than cement decreased the OMC. 

Similar to what occurred earlier, in a specific zeolite 

replacement (in a single binder content), the increment of 

fiber length had a reducing effect on both the MDD and 

OMC of the samples.  

 

3. 2. Direct Tensile Strength (DTS)                  Tables 

3 and 4 present the conducted DTS test results of 8-shape 

samples with Rc=100% and Rc=95%, respectively, for 

28 days of curing. The strength of each sample specified 

with the designated cement and fiber contents, zeolite 

replacement, and fiber length can be found in these 

tables. To demonstrate the alteration of DTS concerning 

the aforementioned parameters, several figures have been 

presented as representatives of the whole. 
 

 
(a) 

 
(b) 

Figure 5. The alteration of MDD and OMC of the samples 

containing 1% fiber due to the change in zeolite replacement 

and fiber length 

 

 

Figure 6 shows the change of DTS in the samples 

containing 8% cement, different zeolite replacements, 

and 10mm fiber length due to the variation of fiber 

length. It is perceivable that the introduction of kenaf 

fiber to the cement-treated sand in any amount effectively 

enhanced the DTS of the samples. The increment of fiber 

content from 0.5% to 1% led to a striking rise in the DTS 

of reinforced samples. The addition of fiber further to 

1.5%, however, induced a deteriorating effect on the 

strength. Such trends were observed for added fibers with 

lengths of 5mm and 15mm. The behavior noticed at 1% 

fiber content could be ascribed to the optimum 

interaction of fibers, sand, and cementitious materials, 

which could not be achieved in the other fiber content 

statements. Yao et al. (25) reported 1% polyvinyl alcohol 

fiber content as the percentage resulting in the maximum 

DTS of silty soil. 

Figure 7(a) and (b) illustrate the DTS variation of the 

samples treated with 8% cement, 0%, and 30% zeolite 

replacements for different fiber contents due to the 

change in fiber length. As can be seen, an increase in fiber 
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Figure 6. The alteration DTS of the samples containing 8% 

cement and different zeolite replacement due to the change 

in fiber content  
 

 
TABLE 3. The UCS tests results of the samples with Rc=100% 

cured for 28 days 

28 curing days  DTS (kPa) 

F.C (%) F.L (mm) 
%C 0 8 

%Z 0 0 10 30 50 

0 0  23.4 368.2 441.8 504.3 466.2 

0.5 

5  27.6 430.2 486.5 630.7 513 

10  35.8 477.5 557.8 763 582.5 

15  34.2 449.2 519.1 711.8 563.9 

1 

5  36.7 508 605.6 828 654.2 

10  44.1 596.5 682.9 951.4 703.5 

15  40.4 530.3 636.3 860.4 680.1 

1.5 

5  31.5 485.7 548.1 695.2 582.1 

10  39.9 551.7 625.3 845.9 631.5 

15  35 513.9 550.8 770.1 590.4 

 
 

TABLE 4. The UCS tests results of the samples with Rc=95% 

cured for 28 days 

28 curing days   DTS (kPa) 

F.C (%) F.L (mm) 
%C 0 8 

%Z 0 0 10 30 50 

0 0   20.4 311.2 385.6 446.3 415.4 

0.5 

5 

 

24 353.9 431 532.8 446.1 

10 

 

32.8 404.2 515.8 662.7 522.8 

15 

 

28.5 382 451.2 602 450.4 

1 

5 

 

33.6 467.1 525.6 671.4 522.6 

10 

 

38.9 536.1 602.4 777.3 641 

15 

 

35.2 480.2 540.3 730.9 567.2 

1.5 

5 

 

28.7 406.4 495.1 621.4 484.3 

10 

 

35.1 503 561.4 736 570.9 

15   31.9 450.1 512.6 645.2 521.5 

length from 5mm to 10mm remarkably improved the 

DTS of the cement-treated samples and with 30% zeolite 

replacement ones. But a further increase from 10mm to 

15mm reduced the DTS of the samples. Nevertheless, 

samples containing 15mm fibers showed a higher DTS 

than the 5mm ones. Similar behavior was observed for 

zeolite replacements. Such an enhancement at reinforced 

samples with 10mm fibers can be attributed to the better 

distribution condition and hence, better interaction of the 

sand and cementitious materia along the body of the 

fiber. The fiber length of 10mm was also reported as 

optimum by Li et al. (39) while the addition of syntactic 

fiber for soil reinforcement.  

Figure 8 indicates the variation of DTS in the samples 

containing 8% cement and 1% fiber content at three 

specified fiber lengths concerning the change in zeolite 

replacement. As can be deduced, in each specific fiber 

length, zeolite replacement induced an enhancing effect 

on the DTS of the reinforced samples. The rise of zeolite 

replacement from 10% up to 30% prompted an increment 

in DTS to the highest level and any further increase of 

zeolite replacement up to 50% resulted in a detrimental 

effect on DTS compared with 30%. Cement triggers a 

chemical reaction called hydration, as the water is added 

to the mixture, which has two main products. The 

cementitious material that emerges when the hydration 

reaction is calcium-silicate-hydrate (C-S-H) gel and the 
 

 

 

 
Figure 7. The alteration DTS of the samples containing 8% 

cement due to the change in fiber length for (a) 0%, and (b) 

30% zeolite replacement 
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Figure 8. The alteration DTS of the samples containing 8% 

cement and 1% fiber content at different fiber lengths due to 

the change in zeolite replacement 

 

 

other by-product is calcium hydroxide (Ca(OH)2). When 

cement gets replaced by zeolite, SiO2 and Al2O3 offered 

by zeolite react with Ca(OH)2 (pozzolanic reaction) and 

produce more C-S-H gel (11). The reason that 30% 

zeolite replacement handed the best strength performance 

is that the amount of Ca(OH)2, SiO2, and Al2O3 came into 

a balanced situation, leading to the optimum pozzolanic 

reaction. 

 
3. 3. Indirect Tensile Strength (ITS)            Tables 5 

and 6 represent the ITS of the cement-zeolite-stabilized 

and also reinforced samples cured for 28 days and cast in 

two RC of 100% and 95%, respectively. Using these 

Tables, the exact value of each test according to the 

stabilizers’ dosages, kenaf fiber content, and fiber length 

can be determined. In the following, several graphs have 

been presented to elucidate the changing trend of the ITS 

values due to the existing variable.  

Figure 9 shows the ITS alteration of the samples 

containing 8% cement with different proportion of 

zeolite as cement replacement along with changes of 

fiber content. 

 

 

 
Figure 9. The alteration ITS of the samples containing 8% 

cement and different zeolite replacement due to the change 

in fiber content 

 
(a) 

 
(b) 

Figure 10. The alteration ITS of the samples containing 8% 

cement due to the change in fiber length for a) 0%, and b) 

30% zeolite replacement 

 

 

Figure 10 shows the ITS alteration of the samples 

containing 8% cement with different fiber length for  0% 

and 30% zeolite as cement. 

Figure 11 depicts the ITS alteration of the samples 

containing 8% cement and 1% fiber at different fiber 

lengths for the variation of zeolite as cement replacement. 

 

 

 
Figure 11. The alteration ITS of the samples containing 8% 

cement and 1% fiber content at different fiber lengths due 

to the change in zeolite replacement 
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TABLE 5. ITS tests results of the samples with Rc=100% cured 

for 28 days 

   ITS (kPa)  

F (%) L (mm) 
%C 0 8 

%Z 0 0 10 30 50 

0 0   13.2 202.2 233.7 278.6 241.2 

0.5 

5  15.6 217.7 258.7 329.4 267.4 

10  20.1 263 297.8 396.9 321.3 

15  18.9 245.8 279.3 366.1 303.2 

1 

5  21.1 260 298.4 412.6 327.5 

10  25.3 319.6 352.1 486.6 379.3 

15  22.8 293.4 335.6 452 359.9 

1.5 

5  17.7 248.1 272.9 348.3 310.8 

10  23.1 294.4 336.3 447.6 356.3 

15   21.7 276.8 300.6 409.6 326.2 

 

 

TABLE 6. ITS tests results of the samples with Rc=100% cured 

for 28 days 

   ITS (kPa)  

F (%) L (mm) 
%C 0 8 

%Z 0 0 10 30 50 

0 0   12.1 178.2 219.3 262.1 235.8 

0.5 

5  14.3 192.7 242.3 305.7 247.4 

10  18.5 239.9 293.2 373 301.5 

15  17.2 219.3 262.6 348.1 283 

1 

5  20.1 241.3 287.4 360.8 300.5 

10  24 310.2 347.2 460 364.3 

15  21 276.7 314.9 426.4 330.2 

1.5 

5  16.8 214.7 266.4 338.3 282.5 

10  21.1 288 321 415.9 334.1 

15   19.7 261.7 296.4 380.5 313.9 

 

 

Analyzing Figure 12 reveals that in a single fiber 

length, for example, 10mm, ITS enhanced remarkably 

with direct addition of fiber and incrementing it up to 1%. 

The reason is attributed to the better performance of 

fibers at this content, presenting the best distribution in 

the mixture, hence, the optimum interaction between 

cemented particles and fibers. Further increase in fiber 

content negatively affected the ITS of the reinforcement 

samples, which is a direct consequence of inappropriate 

distribution and flocculation of the fibers while mixing. 

Such behavior was observable in samples reinforced with 

other fiber contents. However, the effect of fibers on ITS 

was more pronounced in 1% fiber content. Analogous 

fashion has been reported by Rabab’ah et al. (40), 

reinforcing clay with glass fibers. 

Figure 13(a) and (b) demonstrate the change in ITS of 

the samples stabilized with 8% cement and also having 

30% of cement replaced with zeolite, respectively, for all 

fiber contents due to the variation of fiber length. These 

figures have been chosen as representatives of all 

samples since similar trends were observed for other 

series. It can be deduced from Figure 13(a) that in 8% of 

cemented samples, increasing the fiber length up to 

10mm induced an increasing behavior of the ITS 

resulting in the peak tensile strength in reinforced 

samples. For the addition of fibers longer than 10mm up 

to 15mm, a reduction of the ITS was noticed; however, 

the ITS values were still larger than the ones for samples 

reinforced with 5mm fibers. Such a trend was noticed by 

Yang et al. (41) when using polypropylene fiber to 

reinforce loess. 

Figure 14 demonstrates the alteration of ITS against 

the change in zeolite replacement considering samples 

reinforced with 1% fiber. It is transparent that conducting 

zeolite replacement and increases up to 30% improved 

 

 

 
Figure 12. The alteration ITS of the samples containing 8% 

cement and different zeolite replacement due to the change 

in fiber content  
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(b) 

Figure 13. The alteration ITS of the samples containing 8% 

cement due to the change in fiber length for a) 0%, and b) 

30% zeolite replacement 
 

 

 
Figure 14. The alteration ITS of the samples containing 8% 

cement and 1% fiber content at different fiber lengths due to 

the change in zeolite replacement 

 

 

the ITS substantially. For further zeolite replacement up 

to 50%, an STS-reducing fashion was distinguished. The 

improvement of ITS is attributed to the pozzolanic 

reaction intensified at 28 days of curing, resulting in more 

C-S-H gel rather than only-cemented samples (42). 

 

 

3. RELATIONSHIP BETWEEN DTS AND ITS  
 
3. 1. Linear Regression           A few relationships have 

yet to be presented by researchers correlating DTS to the 

ITS of the fiber-reinforced soils (43). In this section, the 

results of 80 DTS and 80 ITS tests conducted on samples 

stabilized with 8% cement, 0, 10, 30, and 50% zeolite 

replacement, and also the ones reinforced with 0.5, 1, and 

1.5% kenaf fiber in three lengths of 5, 10, and 15mm 

were considered. Half of the samples were cast with 

RC=100% and the other half with RC=95%, and all 

samples were cured for 28 days. Conducting linear 

regression, the results of these tests demonstrated that 

linear relationships with acceptable correlation 

coefficients equal to R2=0.9814, 0.9923, and 0.9923 for 

FL=5mm, FL=10mm, and FL=15mm, respectively, are 

definable for samples with RC=100% and to R2=0.9598, 

0.9895, and 0.985 for FL=5mm, FL=10mm, and 

FL=15mm, respectively, can be presented for RC=95%. 

The functions and the coefficient of correlations are 

presented in Figure 15. Evaluating these figures can 

reveal that the ITS alters with the same trend in which 

DTS changes irrelevant to the stabilizers and reinforcing 

elements. 
The significance of the ITS on changes in DTS values 

was investigated employing an ANOVA analysis of 

variance in Microsoft Excel area; the results are shown in  

 

 

 
(a) FL=5mm 

 
(b) FL=10mm 

 
(c) FL=15mm 
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(d) FL=5mm 

 
(e) FL=10mm 

 
(f) FL=15mm 

Figure 15. Correlation between DTS and ITS of the cement-

zeolite-stabilized samples reinforced with kenaf fiber at 

(a),(b), and (c) for Rc=100%, and (d), (e), and (f) for 

RC=95% 

 

 

Table 7. When the corresponding p-value is lower than 

5%, it can be stated with 95% confidence that the 

observed alteration is due to the different levels of the 

investigated factor and not just a random error that 

happens through the test’s implementations. This is when 

a factor's influence is typically accounted for 

significantly. According to the findings of this study as 

presented in Table 7, the alteration of investigated DTS 

values was significantly in relation to ITS values (with p-

values very much lower than 5%). Therefore, the  
 

TABLE 7. P-values of the equations presented in Figure 14-b 

Equation a b c d e f 

p-value 5.58E-10 1.64E-10 6.67E-12 2.61E-08 3.10E-11 1.91E-10 

 

 

presented relationships are statistically significant and it 

can be stated that the DTS alters in a definable 

relationship with ITS. 

 

 

4. MICROSTRUCTURAL ANALYSIS 
 

In this study, Scanning Electron Microscope (SEM) 

images were utilized to investigate the soil 

microstructure of stabilized samples, as well as stabilized 

fiber-reinforced samples at the optimal amount of binder 

and fiber content. Investigating the microstructural 

behavior of soil dominates in understanding the behavior 

of soil since the shear strength of soil mass is transferred 

from the contact surface of its solid elements. In fact, the 

weakest area in the limiting factors of soil resistance is 

the transition area (empty spaces between solid 

elements). 

According to the type of binders and reinforcing 

elements employed in soil stabilization, the resistance of 

the transition areas may be higher than the base soil mass. 

During the hydration reaction, at the beginning of the 

processing time, the size of the voids is large and the 

transfer areas have a larger volume, which causes the 

sample to show a lower resistance. However, with time, 

the hydration reaction products diminish the volume of 

these areas. Also, hydration reaction products are 

generally more resistant than the soil mass. Production of 

new binding materials in transition areas is from the 

reaction of the cement and zeolite, which leads to the 

formation of the calcium-silicate-hydrate gel. 

To demonstrate the alteration happening after soil 

stabilization and also reinforcement, a failed sample’s 

picture is illustrated in Figure 16, and the pure image of 

the solid constituents of the samples is depicted in Figure 

17. In addition, the microstructural view of the optimally-

stabilized samples without and with kenaf fiber is 

illustrated in Figure 18 considering the sand sample 

images in Figures 17 and 18. It is perceivable that adding 

cement and zeolite resulted in the formation of binding 

gel and the reduction of the transition areas.  

In the images of Figure 19, it is clearly displayed that 

the fiber is imbedded between sand and cementitious 

material and has a proper interaction with them on the 

failure surface. Due to having a relatively significant 

tensile strength, the fibers have been stretched but not 

torn, and this has a great contribution to the cohesion of 

the particles at the moment of rupture, keeping the 

particles interlocked and increasing the tensile and shear 

strength. As can be seen in Figure 20 (a), after the indirect  

y = 1.7552x + 16.733

R² = 0.9598

0

100

200

300

400

500

600

700

0 200 400 600

D
T

S
 (

k
P

a)

ITS (kPa)

y = 1.7374x + 0.0121

R² = 0.9895

0

100

200

300

400

500

600

700

800

900

0 100 200 300 400 500

D
T

S
 (

k
P

a)

IITS (kPa)

y = 1.7043x + 0.3566

R² = 0.985

0

100

200

300

400

500

600

700

800

0 100 200 300 400 500

D
T

S
 (

k
P

a)

ITS (kPa)



I. Mirzadeh et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   818-832                                        829 

 

 
Figure 16. A fractured 8-shaped sample tested in this 

investigation 

 

 

 
Sand 

 
Cement 

 
Zeolite 

 
Kenaf Fiber 

Figure 17. The SEM view of the materials used in this study 

 

 

tensile test, it was observed that the unreinforced samples 

have wider cracks from the fractured cross-section, 

which are caused by the force applied in the direction of 

sample failure and the joining of microcracks with each 

other. However, Figure 20 (b) demonstrates that the 

fibers help uniformity of the samples and fewer cracks 

appeared. 

Microcracks form at the transition zone of the aggregate- 

paste. Brittle materials, such as friable soil, fail through 

crack propagation, which ultimately joins together to 

create arrays of continuous fracture surfaces, and the 

deformation commences to intensify along with that. 

Loose particles may exist on the surface, and a fracture 

surface represents a weak plane through the cementitious 

paste rather than material failure. Additionally, the 

mobilized shear strength can be lower than the fully 

softened shear strength along the failure surface. 

Meanwhile, the bonding strength between cemented 

matrix and fiber constrains the occurrence and 

development of microcracks all over the matrix, curbing 

the creation of macrocracks, and the peak tensile strength 

happens at higher strain deformation. The occurrence of 

microcracks induces an abrupt breakage of unreinforced 

specimens, while the fiber addition in the specimen, on 

the other hand, has a significant influence on the post-

cracking behavior. 
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Figure 18. Microstructural view of the stabilized samples 

without and with kenaf fiber 
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(d) 1700X 

Figure 19. Microstructural view of the stabilized samples 

with kenaf fiber 

 

 

 
 

(a) 

 
(b) 

Figure 20. Micro-cracks created during failure, and (b) 

Kenaf fiber interaction with cementitious materials in the 

reinforced sample 

5. CONCLUSIONS 
 

The aim of this study is to investigate the effect of kenaf 

fiber on the mechanical behavior of sand, such as 

compaction, direct tensile strength (DTS), and indirect 

tensile strength (ITS). To this end, laboratory 

experiments were conducted on various mixtures of 

cement, zeolite, kenaf fiber, and sand, and their results 

are presented in the following: 

- Increasing the fiber content diminished the MDD; 

on the other hand, it raised the OMC of the mixture. 

- The increment in fiber length resulted in the 

reduction of the MDD and OMC of the mixtures. 

- Cement addition increased the MDD and decreased 

OMC of the mixtures. 

- Conducting zeolite replacement reduced the MDD 

and OMC of the reinforced mixtures. 

- Adding kenaf fiber up to 1% resulted in the highest 

DTS and ITS of the fiber-reinforced samples. 

Further fiber addition negatively influenced the 

mentioned parameters compared to the samples 

with 1% kenaf fiber content. 

- Fibers with a length of 10mm resulted in the highest 

DTS and ITS of the reinforced samples. 

- Zeolite replacement of up to 30% resulted in the 

best DTS and ITS performance of the reinforced 

samples in comparison with the only-cement-

stabilized fiber-reinforced samples. However, 

further zeolite replacement induced a weakening 

effect on the mentioned parameters.  

- A linear relationship was presented correlating DTS 

to ITS with acceptable accuracy. 

- Through SEM images, it was shown that kenaf 

fibers properly helped keeping the uniformity of the 

samples and diminished the transition areas. 
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Persian Abstract 

 چکیده 
  ژه یکم است و در سرتاسر جهان به و یچسبندگ ااز آنها ماسه سست ب ی کیاست.  کیمهندسان ژئوتکن  یشغل یهابخش ن یزتریبرانگاز چالش یکیدار  مشکل یمقابله با خاک ها

 ینیگزیحال، جانیمقابله با نقاط ضعف ماسه سست هستند. با ا  یامهندسان بر  انیدر م  جیاز جمله موارد را  مانیمانند س  ییایمیش  یها کنندهتیشود. تثبیم  افتی  یدر مناطق ساحل

  ا، یکند. با وجود تمام مزایکمک م  CO2کاهش انتشار    جهیو در نت  مانیبه کاهش مصرف س  رایشده است ز  دییتا  یع یطب   تیمانند زئول  یبا مواد پوزولان  یسنت  یهاکنندهتیتثب   نیا

است.    یع یکناف طب  افیبا استفاده از ال  تیزئول-مانیشده با ستیماسه تثب   یمطالعه کاهش شکنندگ  نیهدف از ا  ن،یها است. بنابراکنندهتیتثب  نی ا  ندیناخوشا  امدیرفتار شکننده پ

  ی کشش  اومتتراکم، مق  یبررس  ی( براRc)  ی خاکدر سه طول در دو تراکم نسب  افیال  مقدارو سه    ت،یزئول  شده بانیگزیجا  مانیچهار مقدار س  مان، یس  مقدارمنظور، دو    نیا  یبرا

و    بر یف  یو محتوا  دارکنندهیپا  ات ینشان داد که رفتار تراکم به محتو  یتجرب  یها( تلاشITS)  یقدرت  یداده شد. رفتارها  قیتطب   می مستقری( و کشش غDTSشکل )-8  میمستق

 ش یبا افزا  نهی حال، رطوبت به  ن یخواص تراکم شد. با ا  اهشدرصد منجر به ک  1.5تا   افیال  شیدرصد و افزا  50تا    ت یزئول  شیافزا مان،یدرصد س   8طول حساس است. افزودن  

کناف    افیدرصد ال  1شده با    تیدرصد و تقو  8  یمانیس  یهادر نمونه  تیزئول  ینیگزیدرصد جا  30که    یدر حال  ITSو    DTSبر رفتار    یتوجهقابل  ری. تأثافتی  شیکناف افزا  بریف

  ی روبش  ی الکترون  کروسکوپ یم   ریشده با استفاده از تصاو  تینمونه تقو  ان،یارائه شد. در پا  ITSو    DTS  نی ب  یرابطه خط   کی  ن،ی ا مشاهده شد. علاوه بر    متری ل یم  10با طول  

(SEMمورد تجز )قرار گرفت. لی و تحل هی 
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A B S T R A C T  
 

 

5G communication technology supports the Internet of Things, remote health care centers, and cloud 
computing by tuning their communication services over a very wide range of frequency bands with low-

cost, low-battery consumption, and low latency. However, the development of such wireless technology 

is highly dependent on radio frequency spectra. The Cognitive Radio Sensor Network (CRSN) is an 
excellent candidate to improve radio spectrum utilization and manage the heavy communication data 

traffic in 5G wireless networks. CRSN can sense the frequency channels, making it possible for 
secondary users (who are denied service) to use the free channels. Despite the outstanding features of 

CRSNs, some limitations overshadow their performance. The most critical limitation is energy and its 

optimal consumption to increase the network's lifetime. Recent research has shown that energy 
harvesting can be an effective way to increase the lifetime of CRSNs. However, the sensors should sense 

the frequency spectrum with a high success rate. In this paper, several optimal sensor nodes using energy 

harvesting with the approach of increasing the network's lifetime are proposed to solve the mentioned 
challenge. This way, the sensor nodes are divided into two independent groups for simultaneous 

spectrum sensing and energy harvesting in each time frame. We will solve this problem based on 

mathematical optimization and the use of proposed solutions for convex problems. Finally, simulations 
are developed to evaluate the ability of the proposed solution, assuming the systems use 

IEEE802.15.4/Zigbee and IEEE802.11af. 

doi: 10.5829/ije.2024.37.05b.02 
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1. INTRODUCTION 

 
Advances in wireless communication systems have led to 

challenges such as very high data rates and dense 

congestion of users, with higher requirements on end-to-

end performance and user experience. Challenges arising 

from new application areas are ultra-low latency, energy, 

and cost (1). 5G uses mmWave access technology where 

a spectrum above 6 GHz and networks should address 

emerging needs such as wide bandwidth, lower latency, 

and higher capacity (2). More capacity requires more 

spectrum, which leads to the integration of Cognitive 

Radio (CR) into 5G networks. CR focuses on enabling 

much more efficient use of the spectrum. CR can improve 

the utilization of dense spectrum in a wireless network 

because some parts of the spectrum allocated to a 

licensed user often need to be utilized, ultimately 

enabling more dynamic and flexible spectrum access (3). 

A Cognitive Radio Sensor Network (CRSN) consists 

of a large number of sensor nodes with various facilities 

to sense the frequency spectrum and detect the free 

channels. These scattered frequency sensors can process 

their sensing results and send them to a final node or data 

fusion center to cooperatively decide about the busy state 

of under-sensed frequency channels. The Secondary 

Users (SUs) can use the free detected channels (4, 5). 

Spectrum sensing, as the first and most crucial activity in 

CRSNs, requires the highest possible degree of accuracy 

and speed, and the limited energy of sensors must be used 

optimally in spectrum sensing. Therefore, it improves 

radio spectrum utilization and helps manage the heavy 

communication data traffic in 5G wireless networks (6). 

However, each node in a CRSN has limitations due to its 

small size and lightweight. The sensors' first and most 

important limitation is their limited power and battery. If 

the battery runs out, the sensor will not survive in the 

network, limiting the lifetime of the CRSN (7). Due to 

environmental and economic issues, reducing energy 

consumption and increasing energy efficiency in these 

systems have become particularly important. 

On the other hand, CRSNs often use batteries as a 

source of energy; hence, the amount of energy consumed 

and the battery life is significant in these networks. In 

addition, in some applications of CRSNs, such as 

spectrum sensing in military or remote areas, it is difficult 

or sometimes impossible to recharge the sensors (8). 

Therefore, network lifetime is a significant challenge in 

the design of CRSNs, and energy efficiency is one of the 

main goals of academic and industrial research centers. 

One of the methods to overcome this challenge in CRSNs 

is to recharge the battery of sensor nodes using energy 

harvesting (EH) techniques. The purpose of energy 

harvesting is to supply energy for the sensor networks. 

There are different types of EH, such as solar, wind, 

thermal, and mechanical (9).  

In this paper, to increase the lifetime of CRSNs, we 

present an electromagnetic energy harvesting method 

that divides the sensors into two categories: energy 

harvesters and spectrum sensors in a time frame. By this 

method, the sensors that do not sense the spectrum in 

each time frame harvest energy from the spectrum to 

extend its lifetime by increasing the total energy of the 

sensor network. The proposed method uses convex 

optimization to select the network nodes according to the 

measurement of the accurate spectrum sensing and the 

amount of remaining energy. Choosing the duty of each 

node according to these two parameters will increase the 

network's lifetime along with the network's efficiency 

and accurate spectrum sensing to an acceptable level. 

Because in the existing methods in other similar works, 

the optimization of the network is not done correctly 

according to the energy and brightness. On the other 

hand, relying on convex optimization, the proposed 

method can be used for other cognitive radio networks 

and significantly reduce the volume of calculations 

compared to other algorithms. 

The rest of the paper is as follows: Section 2 contains 

an overview of recent related works. In section 3, we 

have first introduced the proposed network model and 

then energy harvesting in it, and finally, we have 

formulated the proposed method for this model. The 

simulation results are included in section 4, and 

according to this section, we conclude in section 5. 

 
 
2. RELATED WORKS 

 

In the literature, the ability to harvest energy in the 

sensors of the CRSNs has been used to optimize various 

network parameters. For example, based on the Markov 

chain model introduced by Ercan et al. (10) for energy-

efficient and spectrum-efficient slot-synchronized IoT 

cellular networks, these networks perform RF energy 

harvest, transfers, and share their spectrum 

opportunistically among other cellular networks. 

However, this research uses energy harvesting for 

cellular network efficiency. Nevertheless, the selection of 

energy harvester nodes, which PU randomly selects, is 

modeled in the Markov chain. With this random 

selection, the maximum lifetime of the network cannot 

be achieved because the network's energy is not 

considered a critical parameter in the algorithm. In other 

words, to share the spectrum with other networks, energy 

harvesting will happen in a limited and random manner 

to balance the amount of energy in the network. 

Halima and Boujemâa (11) derived a new expression 

for Packet Error Probability (PEP) of several relay 

techniques when unlicensed users harvest licensed user 

RF signals and also presented the use of adaptive power 

to avoid interference. In this method, the proposed model 

adds several intermediary decision-making relays to the 

network; in each time frame of information transmission, 

one part of a slot is dedicated to harvesting energy and 

the other to sensing the network. With the increase in the 

number of nodes in the network, the number of 

intermediate relays also increases, and the problem of 

relay energy is also expressed as a challenging factor. 

The division of each time slot to harvest energy and sense 

the spectrum makes the energy harvesting and sensing of 

the network be done in a limited and constant manner in 
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each time frame. As a result, the probability of correct 

detection of the cooperative spectrum sensing, as well as 

the lifetime of the network, is optimized in a limited way. 

Alsharoa et al. (12) addressed the RF multi-band 

energy harvesting using a Support Vector Machine 

(SVM); using this method, the secondary user senses the 

spectrum to decide on harvest and communication 

geographical regions of primary users. In this approach, 

complexity increases with the training data set. Relying 

on a multi-class SVM in this method requires a large 

amount of training data to implement the method for each 

network. Also, in this method, the energy harvesting in 

each SU is limited to a specific region of the network, and 

the need to check the area by the SU causes additional 

energy consumption in the network, which can reduce the 

network's lifetime by transmitting additional packets to 

sense the region. 

Due to dynamic channel availability, limited node 

transmission range, and position-dependent energy 

arrival, an EH-based multi-hop clustering routing 

protocol (RFMCRP) was proposed by Wang and Ge (13). 

In this method, the main focus was on the routing and 

clustering of nodes so that the energy harvesting is 

limited to each cluster, and in the cases where the 

clustering becomes uneven, the energy consumption is 

out of the optimal state, and the network lifetime is 

reduced. 

Due to the uncertainty of the energy harvesting 

process and the behavior of the primary user (PU), 

allocating and managing limited network resources is a 

crucial problem. Deng et al. (14). proposed a Q-learning-

based channel selection method for energy harvesting 

and the randomness of the PU’s behavior in the sensor 

network. By continuously interacting and learning with 

the environment, the method guides the secondary user 

(SU) to select the better-quality channel. In this method, 

energy harvesting is implemented by optimizing channel 

selection to sense the radio network, and due to the 

uncertainty of energy harvesting in this method, the 

network's lifetime will not reach the maximum 

achievable level. 

Zheng et al. (15) proposed a hybrid active-passive 

communication scheme in which the SU adaptively 

makes channel selection and specific action decisions 

based on its knowledge of the channel availability and the 

amount of available energy. The decision to harvest 

energy or sense each node in this method has not been 

made for each time frame slot, and non-RF energy 

sources have been used to compensate for the amount of 

energy required in the problem of energy harvesting and 

in environments where energy sources are limited to RF 

sources, will lose its efficiency.  

Salehi et al. (16) introduced a new multilevel inverter 

configuration that can harvest the unused energies and 

return them to another output which leads to the harvest 

of the maximum input energy. The multilevel inverter  

 

with a focus on harvesting maximum energy (HME) 

comprises two terminals: one connected to an AC load 

and the other linked to a DC load or rechargeable 

batteries. Additionally, this inverter boasts a relativity 

low number of switches when compared to alternative 

configurations that do not harness unused energy. 

A wideband planar monopole antenna design was put 

forth (17). This design incorporates fractal geometry and 

integrates a slender slot on the radiation patch, intended 

for energy harvesting purposes. The optimization of the 

antenna occurs at multiple stages throughout its 

development. 

 

 

3. PROPOSED WORK 
 
In this section, we first introduce the desired system 

model and formulate the energy harvesting for this 

model, and at the end, we describe the proposed 

optimization method. 

 

3. 1. System Model       The single channel 5G CRSN 

consists of a Base Station (BS), N sensor nodes 

distributed randomly, and a primary user (PU) with a 

random position. Other assumptions considered are: 

• The PU and the sensors are distributed 

independently of each other and uniformly in a 

square environment with a length size of L. 

• The channel between the PU and the sensors is 

modelled considering path loss, lognormal 

shadowing, and multi-path Rayleigh fading. The 

channel being sensed is well known. 

• Due to the simplicity of calculations and the 

efficiency of the energy detector in signal 

synchronization detection, each sensor uses an 

energy detector for spectrum sensing purposes. 

• We assume a centralized cooperative spectrum 

sensing scheme, i.e., the sensors sense the channel 

and send the results to the centrally-located BS to 

fuse the sensors' results and make a global decision 

determining whether the channel is idle or busy. 

Figure 1 shows the overview of the introduced 

network model. The objective is to specify the 

cooperating nodes to sense the channel and the nodes that 

harvest energy in such a way that: 

, {1,2,..., }
h s

s h

h s

n n
n n N

n n n

 =
  

 =
 (1) 

where 
hn  is the set of energy harvester sensors, and 

sn is 

the set of channel sensing sensors. In other words, each 

sensor can be selected to perform one task at any time as 

shown in Figure 2, so the similarity of two sets of hn  and 

sn  must be  empty, and their sum must be the total set of 

sensors n .  
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3. 2. Energy Harvesting         CRSN may consume high 

energy due to sensing the spectrum. Hence, a CRSN with 

energy harvesting from a radio frequency (RF) PU signal 

is proposed to compensate for energy consumption. Here 

we assume each sensor node of the CRSN has both 

spectrum sensing and energy harvesting abilities, which 

can sense the PU channel or harvest the RF energy of the 

PU signal. The energy harvester model is specified in 

Figure 3.  

Here spectrum sensing by a sensor n is modeled as a 

test of a binary hypothesis in which 
0,nH  and 

1,nH  are the 

absence and presence of the PU signal in the under-

sensed channel, respectively. As a result, the channel can 

be used by SUs who are denied services when it appears. 

Therefore, we will have:  

1,

0,

; ( ) . ( ) ( )

; ( ) ( )

n n n

n n

H X k H S k V k

H X k V k

= +


=

 (2) 

where ( )nV k  is the 
th

k  sample of additive white Gaussian 

noise with zero mean and variance 2

v . ( )S k  is 

the 
thk  sample of the PU signal, a random process with 

zero mean and variance 2

s . It is assumed that ( )S k  and 

( )nV k  are independent. The random variable 
nH  denotes 

the channel gain between the PU and the sensor n . 

However, the channel is modeled considering path-loss 

attenuation, lognormal shadowing, and multi-path 

Rayleigh fading, which is assumed to be well-known 

 

 

 
Figure 1. The desired model of CSRN 

 

 

 
Figure 2. The frame structure of the proposed CSRN 

 

 

 
Figure 3. Energy harvesting model 

(18). Accordingly, ( )nX k  denotes the 
thk  sample of the 

received signal from the under-sense channel observed 

by the sensor n . 

The Energy Detector (ED) is used in the receiver of 

sensors due to its low complexity (19). Hence, the 

received signal energy is measured by the sensor n  as: 

2

1

1
( )

K

n n

k

RS X k
K =

=   (3) 

in which K  is the number of samples calculated by: 

sK f=  (4) 

where   and 
sf  are sensing time and sampling 

frequency, respectively. Then, the signal energy is 

compared with a threshold   to generate a decision bit 

nD . This bit shows the detected status of the channel by 

the sensor ,n as follows:  

; 1

; 0

n n

n n

if RS D

if RS D





 =


 =
 (5) 

Therefore, the probabilities of correct detection in 

spectrum sensing for each sensor n can be calculated as 

follows: 

( ) ( )1, 1, 1,

2
1

2 1

nd n n n n

s
n

v n

P P H H P RS H

f
Q SNR

SNR



 



= = 

  
= − −   +  

 (6) 

in which 
nSNR  is the received signal-to-noise-ratio from 

the under-sensed channel in the sensor n  due to reported 

data by Bagheri et al. (20). According to a similar 

process, false alarm probability is defined by: 

( ) ( )1, 0, 0,

2
(( 1) )

nf n n n n

s

v

P P H H P RS H

Q f








= = 

= −
 (7) 

Due to fading or shadowing effects and a limited 

sensing range of sensors, sensing the channel by only a 

single sensor may fail to detect the PU signal correctly. 

Any lost detection leads to a secondary transmission that 

interferes with unidentified active PU, and more false 

alarm leads to less frequency reuse opportunities for the 

SUs. Then if spectrum sensing is performed only by one 

sensor node, a more complicated and reliable detector 

(than an energy detector) is needed which may consume 

more energy. Therefore, this paper proposes centralized 

cooperative spectrum sensing to increase the sensing 

quality. On the other hand, the participation of all sensors 

in spectrum sensing could be more optimal. Because if 

all sensors participate in sensing, it leads to high energy 

consumption and false alarm without increasing 

significant correct detection. Thus, energy consumption 
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can be saved by determining the appropriate nodes for 

spectrum sensing. At the same time, the remaining 

sensors can be involved in energy harvesting, which is an 

excellent way to increase the network's lifetime. 

In the sensing section, a group of sensor nodes 

cooperatively detect the presence of PU by sensing the 

channel. In contrast, the other nodes use simultaneous 

energy harvesting to collect the RF energy of the PU 

signal, and the frame structure of a CRSN for energy 

harvesting through spectrum sensing is shown in Figure 

2. The harvested energy is then stored in the rechargeable 

batteries of the harvested nodes. Sensor and harvester 

nodes can change their modes in each frame to achieve 

energy balance. The figure shows the structure of energy 

harvesting that the RF energy of wireless signals is 

converted to DC energy with a rectifier circuit. The 

harvested energy for each sensor is denoted by 
nEH and 

calculated as follows: 

( ) 21n n nEH SNR = +  (8) 

where  is the efficiency of energy harvesting. The 

energy consumption of the sensor nodes can be divided 

into two parts. The first part of the consumption energy 

is used in ED to make a decision bit about the idle or busy 

state of the channel, which is denoted by ESn  The second 

part of the energy is used to safely send the decision bit 

to BS, which is denoted by Etn. Therefore, the total energy 

consumption of each sensor Ecn involved in cooperative 

spectrum sensing is calculated as follows: 

cn sn tnE E E= +  (9) 

We assume that all sensors have the same structure and, 

therefore, all sensors are the same but can differ for 

different sensors that are calculated for each sensor as 

follows: 

2.tn t elec amp nE E e d−= +  (10) 

where 
t elecE −

is the energy consumption of the electronic 

circuits of the transmitter sensor, ampe is the amplifier 

coefficient, the gain required to satisfy the database 

receiver's sensitivity, and 
nd is the distance between the 

sensor n  and the BS.  

 

3. 3. Optimization Algorithm       The objective is to 

increase the lifetime of the CRSN by jointly classifying 

sensors into two groups: 

• Sensing the spectrum with an acceptable sensing 

quality. 

• Harvesting energy to save more energy and increase 

the sensors' lifetime. 

For the first group, we select suitable sensors for 

cooperative spectrum sensing, considering the conditions 

on the maximum probability of false alarm denoted by 
 and the minimum probability of correct detection 

denoted by .  To model the object as an optimization 

problem, we use an allocation index φn which determines 

whether a sensor is selected for the cooperative spectrum 

sensing or performs EH. According to the mentioned 

model for energy and also assuming the initial energy E0,n 

for the sensor n,  the residual energy of the sensor after 

each period of sensing or harvesting is calculated by the 

following equation: 

( )0, 1n n n n n nE E EH EC = + − −  (11) 

If sensor n is selected for the cooperative channel 

sensing, φn = 1, and if it performs EH, φn = 0. Also, 

according to the proposed allocation index, we will have 

the global probability of false alarm and the global 

probability of correct detection, based on the OR fusion 

rule in the BS, as follows: 

( )1 1
s nd n n n dP P= − −  (12) 

( )1 1
s nf n n n fP P= − −  (13) 

Now, we can mathematically define the problem as 

an optimization problem as follows: 

max { }
n

lifetime  (14) 

Subject to: 

fP   (14-1) 

dP   (14-2) 

{0,1}n   (14-3) 

Equations 14-1 and 14-2 show the cooperative 

spectrum sensing efficiency constraints in this definition. 

Precisely, the smaller value of provides probably more 

opportunities for the 5G SUs to use the free channel, and 

the larger  leads to less probability of interfering with 

the PU signal in the channel. However, there is no precise 

formula for a sensor network lifetime, and different 

related research has proposed different formulas based on 

their subject. In this paper, we propose the network 

lifetime as the time until the number of active sensors 

drops below L.N where 0 1L   (21). 

Also, we propose energy harvesting to extend the 

network lifetime. We define an active sensor as a node 

that its remaining energy is upper than lower bound, 

denoted as
minE . This proposed solution causes balanced 

energy use in the CRSN and extends the network 

lifetime. Upon the formulization, we can use the "max-

min" method for optimizing the network lifetime. By this 

method, the minimum remaining energy of sensors will 

be maximized. Thus, the sensors that have the lower 

remaining energy are not selected for sensing, and they 

perform EH. It leads to the remaining energy level of 
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sensors keep balanced, consequently extending the 

network lifetime. The remaining energy and the 

minimum remaining energy of sensors are denoted by En 

and Eth, respectively. Now, the problem can be written as 

follows (22): 

max {min{ } }
n n thE E =  (15) 

Subject to: 

.n n thE E  (15-1) 

minthE E  (15-1) 

fP   (15-1) 

dP   (15-2) 

{0,1}n   (15-3) 

We added the first constraint to emphasize that all sensors 

must have a residual energy level above to be selected for 

spectrum sensing. This constraint balances the energy 

consumption in the network and keeps the remaining 

energy of sensors at an almost balanced level. The second 

constraint is added to satisfy that a sensor harvests energy 

if it has less remaining energy and it is not selected to 

cooperate in spectrum sensing. Also, Equation 15-3 can 

be replaced with an equivalent condition. A short note on 

Equations 7 and 13 reveals that the false alarm 

probability for a sensor is independent of the SNR 

received by that sensor. Therefore, the global probability 

of a false alarm can be converted to another form, as 

follows: 

2
1 11 . s

v

f n

n J

P fQ 








 
−  

  
= − −    

   
  (16) 

Then: 

2
11 (1 )

n vJ

sl Q fn ln





  



−


−  −     
  

  (17) 

Finally, with the following definition, Equation 17 can be 

replaced with an equivalent condition that is easy to 

attend to: 

( )

2

1

1 1

max

s

v

ln
J

ln f

J

Q








−


   
−     

 

−
 

 
(18) 

where |J| denotes the number of sensors participating in 

the sensing, and Jmax shows the maximum number of 

sensors that can participate. If more sensors are selected 

for cooperative spectrum sensing, the condition for the 

probability of a false alarm will not be met. However, the 

global probability of correct detection for cooperative 

spectrum sensing is met with fewer sensors. In that case, 

it is unnecessary to choose more sensors because it causes 

more energy consumption, while it has no advantage. 

Now, the problem can be rewritten as follows: 

max { }
n thE  (19) 

Subject to: 

. 0th n nE E−   (19-1) 

th minE E  (19-2) 

( )
1

0
N

n max

n

J
=

−   (19-3) 

( )1 1 . 0
jj d

j J

P 


 
− − −   
 

  (19-4) 

{0,1}n   (19-5) 

Equation 19 cannot be considered a convex optimization 

problem because condition in Equation 19-4 is not 

convex. Therefore, using the Lagrange method (23), the 

priority of each sensor is obtained through the following: 

( )0,

,

.

2 .

nn n th d

n

n c n

E E P
PR

E

 



− +
 (20) 

where
n and  are Lagranges multipliers. Finally, the 

pseudocode of algorithm is shown in Table 1. 
 

 

TABLE 1. Pseucode of optimization algorithm 

Compute
maxJ  

While off_sensors < (1-L)N 

 
2 2

n,min n,maxmin max
n,

  
 

++
= =  

 While error >   

  For j = 1:Jmax 

   for n = 1:N 

    

if 
c

n nE E= : Compute the PRn and add 

sensor to selected sensors, counter = 

counter + 1 

    Else: 0nPR =  

   end  

   Sort selected sensors 

   1
mdP =  

   if counter < Jmax  & 
md mP   

    sl = selected from selected sensors 
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    ( )( ),1 1
m m m sld d dP P P= −  −  

   end  

  end  

 end  

 Update 
nE  

 ( )( ) ( )( )max min n n,max n n,minmax min , , , max min , ,       = =  

end  

 

 
4. SIMULATION AND RESULTS 
 

In this section, the proposed algorithms are numerically 

evaluated using MATLAB computer simulations. We 

use the Monte Carlo method with 1000 iterations.  It is 

assumed that a region with 400 * 400 (m2), a sink node 

located in the center, N sensors, and one PU are 

distributed identically in this region. Here, the cognitive 

sensors use the IEEE 802.15.4/Zigbee (24). The 

simulation parameters are presented in Table 1. The 

sampling frequency of the sensor's energy in the detector 

equals the Nyquist frequency. 

We compare our proposed method with two 

benchmark methods, detection based and random. In the 

detection base method, sensors are selected based on the 

probability of correct detection in the network sense, and 

this method increases its efficiency in meeting the 

optimization conditions. In the random method, the 

selected sensors for sensing the network are randomly 

selected, and the reason for the presence of this method 

in this comparison is its low complexity. 

One of the critical parameters in the algorithm's 

efficiency is its success rate, which refers to the ratio of 

successful iterations of the algorithm to the total number 

of iterations. This parameter is shown in Figure 4 for a 

network with a different number of sensors. The success 

rate from the point of view of changing the network area 

is also compared in Figure 5. 

 

 
TABLE 2. Simulation parameters 

2.45s GHzf =  0, 0.2n mJE =  

240.4ampe
pJ

m
=  190sE nJ=  

80t elec nJE − =  112 10s W −=  

0 1. =  
2 3z dB =  

0.9 =  0.8 =  

20tp mW=  0.25L =  
 

 
Figure 4. Success rate for different sensor numbers in a 

square area with 200 m length 
 

 

 
Figure 5. Success rate for different area with 200 sensors 

 

 

The number of successful iterations as the network's 

lifetime, as shown in Figure 6. This figure shows that the 

proposed algorithm can perform better by increasing the 

number of sensors due to more optimal energy 

harvesting, which is superior to the detection-based 

method. Because by optimally choosing sensors based on 

the remaining energy and the probability of correct 

detection, it meets the optimization constraints in more 

iterations. 

Figure 7 shows the simulation results for the 

minimum remaining energy in each iteration. This figure 

shows that according to the selection of sensors based on 

energy consumption and correct detection, the proposed 

algorithm performs more efficiently. Because in the other 

two methods, the amount of remaining energy is not 

checked. 

The results in Figure 8 show that the number of alive 

sensors is more in the proposed algorithm. This is 

because energy harvesting is done according to the 

amount of remaining energy and correct detection by that 

sensor. In the other two methods, the energy harvester 

sensor is selected regardless of its priority regarding 

remaining energy. 
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Figure 6. Lifetime for a CSRN in square area with 200m 

length 
 

 

 
Figure 7. Minimum remaining energy in a CSRN with 200 

sensors and 200m length 
 

 

 
Figure 8. Number of alive sensors in a CSRN with 250 

sensors and 200m length 
 

 
5. CONCLUSION 
 
Energy efficiency and lifetime are considered the main 

challenges of CRSN. In this paper, we improved the 

performance of these networks by relying on convex 

optimization and providing an optimal method to harvest 

energy in the above networks. The results show that the 

proposed algorithm has a significant advantage over 

other methods in increasing the network lifetime and 

success rate. 

This method relies on the optimal selection of sensors 

through a convex optimization to sensor selection in the 

network, leading the success rate to a minimum rate of 

70% and increasing the network's lifetime by at least 

32%. On the other hand, this method can be used in 

networks with more nodes because increasing the 

number of sensors does not limit the network's lifetime. 

Additionally, the amount of remaining energy in the 

network is reduced at a lower rate, which can improve the 

reliability of the network, and, due to the survival of a 

larger number of nodes, accurate sensing along with the 

optimal lifetime of the network can be achieved. 

 However, the convergence of this algorithm may 

decrease with the increase in the network size and the 

number of sensors. Also, in multi-channel networks, the 

selection of the channel used by each sensor to harvest 

energy can be added as an additional optimization factor 

to the proposed method. These issues considered one of 

the research focuses in the future to optimize the 

convergence rate of this optimization compared to the 

network size. 
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Persian Abstract 

 چکیده 
  نه، یبا هز  یفرکانس  یاز باندها  یع یوس  اریبس  فیآنها در ط  یخدمات ارتباط  میبا تنظ  یاز راه دور و محاسبات ابر  یمراکز مراقبت بهداشت  ا،یاش  نترنتیاز ا 5G یارتباط  یفناور

 (CRSN) یشناخت  ییویوابسته است. شبکه حسگر راد  ییویادفرکانس ر  فیبه شدت به ط  میس  یب  یفناور  نیحال، توسعه چن  نیکند. با ا  یم  یبانیکم پشت  ریو تأخ  یمصرف باتر

 ی هابا سنجش کانال   تواندی م  CRSN.  است 5G   م یس  ی ب  یدر شبکه ها  ن یسنگ   یارتباط  یداده ها  کیتراف  تیریو مد  ییویراد  فی بهبود استفاده از ط  یبرا  یعال   شنهادیپ  کی

ها بر عملکرد    تیمحدود  ی، برخCRSN برجسته  یها  یژگیه )که از خدمات محروم هستند( ممکن سازد. با وجود ویکاربران ثانو  یرا برا  گانیرا  یهااستفاده از کانال   یفرکانس

تواند راه    یم   ینشان داده است که برداشت انرژ  ر یاخ  قات یطول عمر شبکه است. تحق شیافزا  یآن برا  نهیو مصرف به  یمسئله انرژ  ت،یمحدود  ن یاندازد. مهم تر  یم  هیآنها سا

  نه ی گره حسگر به  نیمقاله انتخاب چند  نیبالا سنجش کنند. در ا   ت یفرکانس را با نرخ موفق  فیط   دیحسگرها با  ،یباشد. از طرف CRSN طول عمر  شیافزا  یبرا  یوثرحل م

سنجش همزمان  یبه دو گروه مستقل برا رحسگ یکه گره ها بیترت نیشده است. به ا شنهادیحل چالش مذکور پ یطول عمر شبکه برا شیافزا کردیبا رو یبرداشت انرژ یبرا

کرد.   میمسائل محدب حل خواه یبرا یشنهادیپ یو استفاده از راه حل ها یاضیر یساز نهیمسئله را بر اساس به نی شوند. ا یم میتقس  ی در هر بازه زمان یو برداشت انرژ فیط

 .شوندیتوسعه داده م IEEE802.11af و  IEEE802.15.4/Zigbeeر پایهب ،یشنهادیحل پراه  ییتوانا  یابیارز یبرا هایسازه یشب ت،یدر نها
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A B S T R A C T  
 

 

This article presents a new lower limb orthosis for helping weak knees during human locomotion. The 

orthosis structure has 10 degrees of freedom. It utilizes a series elastic actuator, equipped with an elastic 
rope that transfers torque generated by the motor to the orthosis link. The performance of the proposed 

lower limb orthosis is virtually simulated by using ADAMS-MATLAB Co-simulation software. The 

orthosis is designed based on the anthropometric data of a normal human body with a mass of 76 kg and 
a height of 180 cm. The simulation scenario involves walking with an average speed of 1 m/s on a straight 

path, and the knee orthosis can bear 40% of the torque exerted by the knee joint during the gait cycle. 

The simulation aims to evaluate the effectiveness and efficiency of the orthosis in assisting the weak 
knee joint. The simulation results indicate that The orthosis reduced the knee joint torque by more than 

13 Nm in a healthy person, which indicates lower forces on the weak knee. Moreover, the orthosis 

decreases the maximum energy needed per gait cycle, which implies a higher efficiency and reduces the 

metabolic cost of the body in the gait cycle. 

doi: 10.5829/ije.2024.37.05b.03 
 

 

Graphical Abstract1 

 
 

*Corresponding Author Email: goudarzi@nit.ac.ir (A. Moazemi Goudarzi) 

 

 

mailto:goudarzi@nit.ac.ir


S. Niknezhad et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   842-851                                       843 

 

 

1. INTRODUCTION 
 

The knee joint performs a vital role in human mobility, 

as it carries the weight of the body, enables lower limb 

swing, and absorbs impact from the ground. It is the 

largest joint in the body and experiences varying forces 

and torques while walking. The maximum amount of 

these torques are applied to the knee joint in the stance 

phase (1). The human movement relies on the knee joint's 

function and will be impaired if it is not working 

properly. Prior studies of wearable robots have noted the 

importance of rehabilitating people who have weak knee 

joints (2, 3). 

Movement disorders affecting various parts of the 

body are prevalent worldwide, and they can stem from a 

variety of factors.  The aging of the global population is 

one of the most important medical and social problems 

worldwide (4). Based on reports from the World Health 

Organization, it is anticipated that by 2030, 

approximately one in six individuals globally will be 60 

years or above. This demographic shift is expected to 

lead to an increased demand for rehabilitation services, 

due to factors such as accidents, a growing number of 

stroke patients, weight gain, and weakness of some 

muscles like gluteal muscles, quadriceps, adductors, 

hamstrings, gastrocnemius, and soleus (5, 6). 

Additionally, the lack of physiotherapists is one of the 

reasons for the shift to robot-assisted rehabilitation (7). 

The development of rehabilitation devices is of utmost 

importance in enabling patients to acquire the necessary 

ability to lead normal lives. These devices serve as a 

training tool, assisting patients in their physical and 

cognitive therapy, which in turn, enables them to regain 

their independence. The provision of such devices, 

therefore, plays a crucial role in the restoration of 

patients' physical and mental health. 

In this manner, wearable robots are designed to 

reduce the torque on the joints and body parts (8), 

alleviate the exhaustion resulting from prolonged 

walking (9), and even enhance the speed of walking (10). 

Orthoses are a common types of wearable robot that 

provide external support for the neuromuscular and 

skeletal systems. They are worn parallel to the body's 

limbs and are used to assist patients in correcting or 

restoring movement functions. Orthoses can be classified 

into three types: active (11, 12), semi-active (13), and 

passive (14). Active and semi-active orthoses rely on an 

external power source for transmission and are mainly 

used by patients with limbs and joints diseases (15). 

Although there have been notable improvements in 

the design of them, these devices continue to encounter 

some obstacles. Despite the notable technological 

advancements that have revolutionized the orthosis 

industry, the cost of these medical devices remains a 

pressing concern for a considerable number of 

individuals. Unfortunately, a significant portion of the 

population is still unable to afford the high prices of 

orthotic devices. It is an ongoing challenge to ensure safe 

interaction between orthosis devices and the human 

body. Comfort, ergonomic suitability, and potential skin 

irritation are important factors that must be fully 

addressed to ensure user satisfaction and long-term 

usability since these devices are intended to be worn or 

attached to the body. 

In this manner, this article aims to improve the design 

of orthoses by addressing some of its weaknesses. By 

positioning the orthosis between the legs, the hands can 

move freely and the center of mass is brought closer to 

the body's own center of mass. This reduces the moments 

of inertia of the body. Moreover, the orthosis design 

eliminates interaction with the lower limbs, making it 

even safer to use with series elastic actuators (16). It also 

considered ergonomics when designing the knee 

structures to minimize misalignment, an aspect that has 

been overlooked in previous studies. 

On the other hand in contrast of reported data (17, 18) 

by replacing the traditional spring and ball screw with 

elastic rope, the cost of the orthosis can be significantly 

reduced. The elastic rope connects the motor to the knee 

joint of the orthosis and takes up minimal space by being 

positioned between the orthosis link. Notably, unlike in 

previous studies, the user will not experience any 

additional weight from the orthosis (19, 20). 

To summarize the content of this article, a newly 

designed lower limb orthosis was explored by modeling 

it in a walking position using Adams software. The 

orthosis includes two links for each leg, two pedals, and 

a saddle positioned between the legs. For this study, a 

series elastic actuator was chosen as it offers an electric 

motor and an elastic rope to regulate the pivot's stiffness. 

This stiffness is managed by a feedback loop that 

measures the torque and the pivot's angular displacement. 

A closed-loop torque control system with a reaction 

torque sensor is utilized that can precisely achieve 

assistive or resistive torques for different physical 

therapies. As a result, this controllable stiffness pivot 

mechanism offers a flexible and adaptable approach to 

support a weakened knee joint. 

The remainder of this paper is structured as follows: 

In the second section, the physical model of the orthosis 

is described, along with a detailed explanation of the 

actuator model and its components. The third section 

covers the participant's properties, as well as the 

collection of his kinematic and anthropometric data. In 

section four, the knee torque of a healthy individual is 

simulated using Adams software, which is later evaluated 

using experimental data. Finally, the orthosis is 

implemented on it. The results of this implementation are 

presented and discussed in section five. The paper 

concludes with the presentation of the conclusions in the 

final section. 
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2. MODEL DESCRIPTION 
 

2. 1. ORTHOSIS       The orthotic device comprises two 

interconnected links, namely the shank and thigh, and 

incorporates a saddle positioned between the user's legs. 

The design of the orthosis is intended to offer stable 

support to the lower extremities, enhancing the user's 

mobility and overall functionality Figure 1(a). The device 

is equipped with two degrees of freedom, allowing the 

user to move in both the sagittal and frontal planes. 

Additionally, it features a pedal that connects to the soles 

of an individual's shoes through a two-degree-of-freedom 

joint, allowing movement in both sagittal and transverse 

planes as shown in Figure 1(b). When simulating 

movement in the sagittal plane, there are six degrees of 

freedom, with one in each joint. The ankle and hip joints 

are aligned with those of a typical human model, but the 

knee joints are parallel to the wearer's knee, not in 

alignment with it as shown in Figure 2(a). The orthosis 

that has been suggested, when combined with the thigh 

and leg of the user's lower limbs, creates a four-bar 

mechanism as shown in Figure 2(b). Only the knee joints 

of orthosis are active and can perform mechanical work. 

To avoid disturbing the user and minimize the weight 

burden on the knee joint, it is recommended to place the 

motor at the back of the thigh link, near the center of mass 

instead of directly on the knee joint. 

In order to enhance stability and mitigate torque 

during walking, the knee joint of the orthosis is connected 

to a motor via an elastic rope. The elastic rope is 

responsible for applying a 15 Nm preload in the direction 

of knee extension, thereby preventing the leg from 

bending while the person is in the stance position. During 

the swing phase, which accounts for 55-80 percent of the 

walking cycle, the motor produces a torque in the 

direction of flexion to assist the patient in maintaining 

their foot position. In order to maintain the safety of the 

patient, we gradually reduce the amount of applied 

torque. 

It is important to be mindful that the use of orthosis 

aims to decrease the forces exerted on the knee joint. 

Therefore, it is crucial to ensure that the weight of the 

orthosis does not impede walking and that the auxiliary 

device's size does not hinder mobility. In general, 

reducing the weight of the orthosis and increasing its 

strength will increase the cost of the orthosis, and it may 

not be economically utilizable for all people in society. 

The design must strike a balance between the cost of the 

design and the structural characteristics of the orthosis. 

The orthosis links are typically made of aluminum alloy, 

which is not only lightweight but also has high-strengt 

(21). 

The present orthosis offers a noteworthy economic 

advantage over the existing series elastic actuator-based 

orthoses, particularly in terms of its power transfer 

system. This is accomplished through the elimination of  

  

(a) (b) 

Figure 1. Charactristics of designed lower limb orthosis (a) 

main mechanical component (b) device degrees of freedom 

 

 

  
(a) (b) 

Figure 2. Schematic of how orthosis act on knee joint (a) the 

simplicity of orthosis components and assumption of joints 

place (b) Forming a four-bar mechanism by orthosis links 

and individual's legs 

 

 

components such as ball screws and replacement of 

springs with elastic ropes. The resulting cost reduction 

and improved efficiency make it a promising choice for 

business and academic settings alike. Moreover, the 

orthosis's design situated between the legs allows for 

unhindered movement of the hands. The orthosis can also 

support a portion of the user's body weight while they are 

sitting on a saddle that is in direct contact with the 

ground. This layout improves communication between 

individuals and robots. 

 
2. 2. ACTUATOR    The actuator which is selected to 

assist human gait is the series elastic actuator. Actuator 

components include four main groups motor, elastic 

agent, control system, and sensors. 

1) Motor 

The motor is one of the significant components of the 

series elastic actuator, which provides the necessary 

power and torque to assist in walking. power capacity and 

maximum torque are the two primary performance 
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factors in properly selecting a motor for a specific 

application or use. A motor's capacity is determined by 

the maximum permissible power, which can be measured 

by multiplying the torque it generates by the angular 

velocity. The speed and torque of the motor are inversely 

related. The speed must be decreased proportionally if we 

want to increase the output torque. In order to increase 

output torque and transmit power, gearboxes are 

commonly utilized in robotic applications. For this 

particular research, the Maxon RE35 24V DC graphite 

brush motor was employed, which has a power rating of 

90 watts and weights 340 grams. To further enhance 

performance, the study also utilized the GP42C planetary 

gearhead, which weights 465 grams and has a 

transmission ratio of 156:1. This combination of motor 

and gearbox is capable of consistently handling a 

maximum torque input of 15 Nm. The charactristics of 

proposed motor are listed in Table 1. 

2)  elastic element 

This particular design employs an elastic rope as the 

elastic component. This component is installed within the 

orthosis thigh link to serve as a connection between the 

motor and the knee joint. The elasticity rope is connected 

to two flexible ropes that are carefully wrapped around 

pulleys, as illustrated in Figure 3. 

Another advantage of this type of elastic design is that 

it is placed between the motor and the load and softens 

the power or torque transmitted from the motor to the 

orthosis link. It also acts as an energy buffer, storing 

energy when the constraint joint does negative work and 

helping it when it does positive work.  By increasing the 

stiffness of the rope, the controllability of the system 

improves at higher frequencies. But it should be noted a 

hard elastic element is less sensitive to small torques, and 

this causes the accuracy of torque control to decrease. In 

addition, the stiffer the rope, its nonlinear terms increase 

and it no longer obeys Hooke's law. Spring constant 

values for walking aids are usually in the range of 100 to 

300 Nm/rad (22), and the maximum torque they can 

apply is from 10 to 100 Nm (23). According to the 

mentioned points, the constant value of the spring was 

determined to be 170 Nm/rad. 

3) Control system 

Due to the interaction between the orthosis and the 

body, this device must be mechanically compatible with 

the anatomy of the wearer's body so as not to interfere 

with his walking (24). In the arms of industrial robots, a 

high impedance actuator is used in a large frequency 

bandwidth to effectively reject disturbances. But because 

both legs are in contact with the ground separately as a 

rigid body during gait, a low impedance actuator is used 

to increase safety and comfort and prevent resistance to 

human movement (25). In general, low impedance 

excitation means that the actuators control the force or 

torque applied to the load rather than the commanding 

position or angle. The series elastic actuator has  
 

TABLE 1. Parameters of motor used to drive series elastic 

element 

24 V Nominal Voltage 

0.582 Ω Terminal Resistance 

0.191 mH Terminal Inductance 

0.0292 Nm/A Torque Constant 

0.0292 V s/rad Back EMF Constant 

88.1 g cm2 Rortor and Gearhead Inertia 

0.0013 Nms Damping Constant 

 

 

 
Figure 3. Form of the elastic element inside hip link of 

orthosis 

 

 

inherently low impedance due to the use of a spring 

between the gearbox and the load. In this design, the 

speed control loop provided by Robinson (26) is used for 

the motor. Using the speed controller in the motor 

overcomes some undesirable effects of the motor and 

gearbox such as non-linearity and stickiness, and it is 

much simpler than the flow controller from the point of 

view of implementation. By creating a torque controller 

on the speed controller in a cascade manner, the desired 

result can be achieved in the output of the actuator. This 

result applies as torque to the orthosis link. One of the 

most common control algorithms used in the industry is 

the Proportional Integrative Derivative (PID) control, 

This algorithm is widely applied in the industry because 

of its simplicity and easy implementation in control 

system (27). 

4) Sensors 

By getting feedback from key components, this 

structure can achieve extremely high control accuracy 

(28). The sensors that used in this study are: an encoder 

is placed at the end of the motor and before the gearbox 

to measure the motor's output speed, so it is possible to 

determine the type of gearbox and speed reduction ratio 

based on that information. A potentiometer measures the 
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angle of the orthosis joint. By subtracting it from the 

gearbox output angle, it is multiplied by the spring 

stiffness and determines the final torque that enters the 

orthosis link. A potentiometer is also needed in the 

person's knee joint to detect the beginning of the gait 

cycle. It is also needed to turn on the motor to help the 

gait cycle. In addition, by using two switches in the toe 

and heel parts of a person's sole, it is possible to recognize 

the beginning and end of the stance phase. 

 

 

3. BIOMECHANICAL CONSIDERATION 
 
3. 1. Gait Analysis         Walking can reveal 

consequential information about people's health status. 

By having the information obtained from how to walk 

and their detailed analysis, it is possible to treat many 

diseases and disabilities related to the lower limbs. This 

information can even prevent many problems.  

The analysis of human walking is one of the most 

challenging issues in biomechanics due to the many 

nonlinearities in the walking equations, GRF, and the 

force exerted by the muscles. 

Among the approaches to obtain the necessary 

information for gait analysis, the method of using clinical 

gait analysis, known as motion capture, is 

straightforward, more accurate, and more widely used 

than other methods. Motion capture laboratories are 

usually equipped with cameras and force plates. These 

devices are used to determine kinematic information and 

external forces acting on the body. In this regard, Kirtley 

(29) conducted various experiments on the way the 

organs are placed in the walking cycle and the forces 

transferred when the foot contacts the ground, the result 

of which is the basis of the current research (Figure 4). 

Using inverse kinematics has some advantages such as 

avoiding position error, that may occur in the use of the 

forward kinematic approach (30). 

It is essential to understand how these angles are 

defined to examine the graph of joint angles during the 

gait cycle. In this article, joint motion in this plane is 

simply referred to as flexion and dorsiflexion (positive 

direction), extension and plantarflexion (negative 

direction) (31). It should be noted that this data is for a 

person who moves at 1 m/s on a straight path. Increasing 

walking speed decreases the percentage of the stance 

phase, which includes double support and single support, 

and increases the swing phase. Also, as the person's speed 

Increases, the maximum angle of the joints in the walking 

cycle increases. 

In a general review of the position of the limbs in a 

walking cycle, it can be found that if movement is on a 

straight path and the body's speed remains constant, the 

position of the limbs relative to each other is repeated 

periodically. In other words, the information obtained 

from one walking cycle can be generalized to the entire 

  
(a) (b) 

Figure 4. The properties of a person with 76 kg weight with 

the speed of 1 m/s. (a) the measure of joints angle during the 

gait cycle (b) the ground reaction force (GRF) applied to the 

foot 
 
 

TABLE 2. Anthropometric data for person with height of 

180 cm and weight of 76 kg 

Radius of 

gyration 

Segment length 

Segment 

length 
Mass 

Moment 

of inertia 
Segment 

0.475 27.36 1.1 0.001216 Foot 

0.302 44.1 3.534 0.06319 Shank 

0.323 44.28 7.6 0.1542 Thigh 

 

 

walking process in other cycles with an acceptable 

approximation. The vertical force of Earth's reaction is 

more than in other directions. At some stages of the 

walking cycle, this force reaches even higher and lower 

than body weight. One of the reasons for this is the 

decreasing and increasing acceleration of the lower limbs 

during the walking cycle. For example, when the foot hits 

the ground, the speed is negative, and its amount 

decreases, as a result, the acceleration will be positive, 

and according to Newton's second law, the sum of this 

positive value along with the force caused by the body's 

weight will enter the foot. 

 

3. 2. Inverse Dynamics       In this article inverse 

dynamics’ method is used to obtain forces and moments 

in the joints whereby kinematic information and external 

forces are used. The inertia, size, and mass of each body 

part must be known to correctly estimate joint torques. 

Considering that it is difficult for each person to measure 

anthropometric characteristics, the size of these 

parameters is usually estimated from the determined 

values of corpses collected by Winter (32). This 

information for a subject with a weight of 76 kg and a 

height of 180 cm can be seen in the Table 2. Since many 

muscles cause movement in the joint, it is impossible to 

accurately measure which muscles contribute to applying 

force. But on the other hand, the inverse dynamics 

method is used of obtaining kinematic information, as 

well as forces and moments in joints and limbs.  
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where the moment of inertia is around the center of mass 

of the organs and is obtained according to the following 

formula: 

𝐼𝑖 = 𝑚(𝐿𝑖𝜌𝑖)
2  (1) 

where 𝐿𝑖 is the length of each member, 𝜌𝑖 is the radius of 

gyration to the length of each member at the center of 

gravity.  
 

 

4. SIMULATION 
 
4. 1. GAIT       In order to showcase the mechanics of 

walking, certain simplifications are commonly 

employed. Specifically, it is assumed that the upper body 

and hands remain stationary during human locomotion. 

Additionally, the lower limbs are presumed to be 

symmetrical, meaning that information gleaned from one 

leg can be applied to the other foot as well. 

After simplifying the model, Adams software is used 

to design the seven-link model with rigid components. 

Due to the assumption that walking movements mostly 

occur in the sagittal plane, movements in other planes can 

be disregarded. As a consequence, the joints are modeled 

as a hinge joints. Use a simply hinged 1 degree of 

freedom system is designed to facilitate system control 

through the simplification of dynamic models; it also 

serves the purpose of improved durability. In reality, 

however, human joints do not simply rotate around one 

axis. The mass and center of mass of these links are 

determined according to Table 2. As a movement agent, 

a motion is placed on each of the joints, which is only 

able to move in the sagittal plane. The input function of 

each of these motions is the angular information obtained 

from the fitting of Kirtley’s experiments are shown in 

Figure 4. 

Interpolation involves identifying data points come 

before and after a given set of information. In Adams, the 

joint angle curve is imported as spline data, and a third-

order spline curve is utilized to interpolate these points. 

Due to the limitations of the contact model in Adams and 

to correctly apply the GRF to the individualas foot, this 

force was introduced to the center of pressure (COP) the 

foot in each part of the cycle. center of pressure (COP) is 

the term given to the point of application of the ground 

reaction force vector. The ground reaction force vector 

represents the sum of all forces acting between a physical 

object and its supporting surface. The way to enter this 

force in the software is to consider during the stance 

phase, the center of pressure varies from the heel to the 

toe. Therefore, each percent of the cycle is attributed to a 

specific point of the foot. 

With the help of the reference coordinate device, it is 

possible to calculate the position, speed, and acceleration 

of each component using kinematic equations based on 

the reference coordinates device. If it is assumed that the 

person moves at a constant speed, considering that the 

trunk is fixed during walking, then the horizontal 

acceleration for the trunk part is equal to zero. For 

example, for thigh link: 

𝑎𝑡 = 𝑎𝑡𝑟 + 𝑎𝑡/𝑡𝑟  

𝑎𝑡/𝑡𝑟 = 𝛼𝑡 × 𝑟𝑡 + 𝜔𝑡 × (𝜔𝑡 × 𝑟𝑡)  

𝑎𝑡/𝑡𝑟 = 𝛼𝑡�⃗� × (𝑟𝑠𝑖𝑛𝜃ℎ𝑖 + 𝑟𝑐𝑜𝑠𝜃ℎ𝑗 ) +

𝜔𝑡�⃗� × [𝜔𝑡�⃗� × (𝑟𝑠𝑖𝑛𝜃ℎ𝑖 + 𝑟𝑐𝑜𝑠𝜃ℎ𝑗 )]  

(2) 

where at is the acceleration of the thigh link, atr is the 

acceleration of the trunk and at/tr is the acceleration of the 

thigh relative to the trunk. 

To use the inverse dynamic method, we consider all 

the forces that come from the ground and the linear and 

angular acceleration of the links. This helps us calculate 

the forces, moments, and power for each joint. 

The force of the foot determines from the kinematic 

equations according to the newton’s second law. The 

torque of the ankle joint can obtain as follow: 

∑𝑀𝑎 = 𝐼𝛼𝑎  

𝑀𝑎 + 𝑓𝑥𝑟𝑠𝑖𝑛(𝛽) + 𝐺𝑥𝑟𝑠𝑖𝑛(𝛽) + 𝑓𝑦𝑟𝑐𝑜𝑠(𝛽) −

𝐺𝑦𝑟𝑠𝑖𝑛(𝛽) = 𝐼𝛼𝑎  

(3) 

where 𝛽 = 𝜃ℎ − 𝜃𝑘 − 𝜃𝑎 which respectively are the 

angle of hip, knee and ankle joints. 

In the same way, the shank and thigh forces and 

torques are also calculated. In general, stance and swing 

dynamic equations are different. Because GRF 

component is disapeared in swing phase. 

The results of gait simulation are shown in Figure 5. 

The comparison of torque in experimental data and 

simulation has an average error percentage of 9.51%. 

Comparison of power in laboratory mode and simulation 

has an average error percentage of 5.74%. 

 

4. 2. ORTHOSIS       Orthosis components, the links, and 

the physical model are transferred from the Solidworks 

to Adams. However, the actuator model is simulated in 

Simulink. 

First, the motor model is created according to the 

specifications given in Table 1. This model includes two 

mechanical and electrical parts that follow the following 

two general equations: 

𝑉 = 𝐿
𝑑𝑖

𝑑𝑡
+ 𝑅𝑖 + 𝑒  (4) 

𝑇 = 𝐽
𝑑𝜔

𝑑𝑡
+ 𝐵𝜔 + 𝑇𝐿  (5) 

According to the explanations, the actuator model is 

simulated in the MATLAB/Simulink environment. This 

model includes an internal velocity PID controller, and a 

torque PID controller cascaded on the velocity controller. 

A gear system is installed between the motor output and 

the spring input. The gear ratio causes the motor output 
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speed to be reduced while the torque transmitted to the 

orthosis links is increased. 

Gear head modeling consists of several gears, which 

are alternated by a gain block in Simulink. The elastic 

element is also placed between the gearbox and the 

orthosis link, modeled using the block.  The schematic 

model of the actuator can be seen in Figure 6. 

The model of actuator applied on leg with orthosis is 

shown in Figure 7.    
 

 

5. RESULTS AND DISCUSSION 
 

The orthosis and body model were exported and The 

physical model of the orthosis was implemented on the 

body in Adams software (Figure 8). The placement of the 

orthosis was thoughtfully considered, as the wearer's 

center of gravity is closer to the inner part of the body, 

this ensures that it exerts minimal force on their lower 

limbs and does not impede their ability to walk. In 

addition, the hand movements are executed with ease and 

do not hinder movement while walking. In order to assess 

how orthoses affect an individual's legs, it is crucial to 

establish a linkage between the actuator model in 

Simulink and the physical models in Adams. This work 

is done with ADAMS-MATLAB Co-simulation. To 

define the orthosis model in Adams software, it is 

necessary to define an inputs and outputs. As previously 

stated, the input to the system is the torque that the 

actuator must apply to the orthosis. The system outputs 

 

 

  
(a) (b) 

Figure 5. Validation of the knee (a) torque and (b) power 

obtained in Adams simulation with Kirtly’s experiment for 

healthy individual 
 

 

 

 
Figure 6. The schematic model of the actuator that simulated in MATLAB/Simulink environment. Both torque and velocity 

controllers are PID types. Transfer functions convert the output of controllers to the velocity input of the motor. 
 

 

 
Figure 7. The model of actuator applied on leg with orthosis.   The sensor measure angle of orthosis joint and reduced from the 

engine output angle. This angle multiplies by spring stiffness and applies torque to the orthosis link. 
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Figure 8. Physical model of orthosis applied on the body in 

MSC Adams 
 

 

include a sensor located at the knee joint of the orthosis 

that provides angle information to the system, as well as 

the torque and angular velocity in the knee joint of the 

lower body model. These outputs are the ultimate 

objectives of this study. Finally, The model is exported 

to Simulink, the actuator's output is connected to the 

torque input defined in the orthosis joint, and an angle 

sensor measures information about the orthosis knee 

angle (Figure 7). 

After running the simulation, the results are obtained 

as shown in Figures 9 and 10. 

The data reveals that when the orthosis is present, the 

knee joint is subjected to a maximum torque of 

approximately 18 Nm. This value exhibits a significant 

reduction of over 40 percent when compared to the 

torque experienced in the normal state. It is worth noting 

that the reduction in torque can be attributed to the 

maximum output power of the motor. If a motor with a 

higher power is used, it would enable the knee joint to 

experience greater torques at the same velocity. 

This device is particularly useful in the swing phase 

of a person's gait. The elastic rope present in the orthosis 

has pre-tension, which causes the orthosis link to extend 

at the beginning of the swing phase. However, the motor 

applies a torque to the orthosis link, preventing the 

extension and causing the foot to flex with the lowest 

possible torque step to zero. This action enables the 

person to pass through the swing phase with ease and 

efficiency, improving their overall gait pattern. 

When it comes to evaluating the efficacy of an 

exoskeleton, a crucial metric to consider is the metabolic 

cost required to walk or run. This metric measures the 

amount of energy expended during locomotion. In 

technical terms, energy is the integral of power over time,  

 
Figure 9. Reduce of knee torque with orthosis against 

without orthosis 

 

 

 
Figure 10. Comparison between knee power with orthosis 

and without orthosis 
 

 

which means that if an exoskeleton is designed to reduce 

the power required in the joints, it can also decrease the 

amount of energy consumed. In fact, studies have shown 

that exoskeletons can reduce energy expenditure by up to 

21% per gait cycle. This energy reduction can have 

significant benefits for individuals who use exoskeletons, 

as it can reduce fatigue and increase endurance, making 

it easier for them to perform daily activities and engage 

in physical exercise. 

 

 

6. CONCLUSIONS 
 

The study presents a new lower limb orthosis that has 

potential benefits for people with knee disorders and 

those who want to reduce the torque on their knees while 

walking. The research emphasizes the importance of 

design factors such as weight, strength, cost, and 

anatomical compatibility to create orthoses that enhance 

mobility while prioritizing user comfort and safety. To 

accomplish this, the orthosis was virtually simulated 
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using MATLAB and Adams and assembled with a seven-

link human lower limb model to evaluate its efficacy 

during individual walking. The results of the study 

indicate that the application of the orthosis to a healthy 

leg reduces the maximum torque exerted on the knee 

joint during walking by approximately 13 Nm. This 

device can also be beneficial to individuals with a 40% 

weakness in their knee joint. Furthermore, the study 

reveals that users of this orthosis consume around 21% 

less energy when compared to normal walking. These 

findings suggest that the use of this orthosis can have a 

significant impact on the joint health and energy 

expenditure of individuals with knee joint weaknesses. 

For future work, A preliminary version of this 

orthotic device can be fabricated to assess its 

effectiveness in reducing body torque and energy 

expenditure by placing it on individuals' lower limbs. 

Additionally, other joints in the orthosis can be equipped 

with either passive or active actuators to address other 

movement disorders or muscle weaknesses. This 

provides a more comprehensive approach to treating 

musculoskeletal conditions, as the orthosis can be 

customized to meet individual needs. By incorporating 

these specialized actuators, patients can experience 

increased mobility and functionality, leading to improved 

quality of life. 
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Persian Abstract 

 چکیده 
  ن ی است. ا یدرجه آزاد 10 یساختار ارتز دارا طراحی شده است. راه رفتن  نیدر ح  فیضع   یکمک به زانوها ی براکه  ی معرفی می شوداندام تحتان دیارتز جد کیمقاله  نیادر 

  ی کند. عملکرد ارتز اندام تحتان  ی م قل ارتز منت لینک شده توسط موتور را به  دیکند که گشتاور تول ی استفاده م کیطناب الاست کیمجهز به  ،یسر کیمحرک الاست  کیدستگاه از 

با وزن    یانسان عاد  ک ی  کیآنتروپومتر  یشده است. ارتز بر اساس داده ها   ی ساز  هیشب آدامز و متلب یساز  هیشب  هاینرم افزار  لینک  با استفاده از  یبه صورت مجاز  یشنهادیپ

ارتز    یدرصد  40با کمک    م،یمستق  ر یمس  ک یدر    هیمتر بر ثان   1شامل راه رفتن با سرعت متوسط    یساز  ه یشب  یویشده است. سنار  یمتر طراح   ی سانت  180و قد    لوگرمیک  76بدن  

 وتن ین  13از    ش یدهد که ارتز باعث کاهش ب  ینشان م  یساز  هیشب  جیزانو است. نتا  فی ارتز در کمک به مفصل ضع   ییو کارا  یاثربخش  یابیارز  یساز  هیزانو است. هدف از شب

در هر چرخه راه رفتن    ازیمورد ن   یارتز حداکثر انرژ  ن،یاست. علاوه بر ا  فیضع   یزانو  یبر رو  نیروی کمترشود که نشان دهنده   یم  المفرد س  کیمتر گشتاور مفصل زانو در  

 . راه رفتن است در چرخه و استقامت بالاتر ییکارا یکه به معن دهدیرا کاهش م
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A B S T R A C T  
 

 

Polyethylene pipeline is an essential infrastructure of gas distribution network, and there are some 

problems such as complex damage assessment and tedious assessment process. How to choose an 

effective damage assessment method for polyethylene pipelines is the focus of the implementation of the 
gas distribution network at present. In this paper, a nonlinear directional wave method is proposed to 

detect the damage of polyethylene pipeline by an acoustic wave, and the damage results of polyethylene 

pipeline are searched. The rationality of this method is verified by calculating the aerodynamic 
equation.The results show that the nonlinear fixed wave method can accurately determine the damage 

and crack propagation degree of the pipeline and simplify the damage assessment process, and the results 

are superior to the linear directional wave method. Therefore, the nonlinear directional wave can be used 
to assess the damage to ethylene pipelines in gas distribution networks, which has strong rationality and 

practicality and provides support for the actual pipeline damage assessment. 

doi: 10.5829/ije.2024.37.05b.04 
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1. INTRODUCTION 
 
Polyethylene as an important foundation of the natural 

gas network (1, 2), the gas distribution network plays a 

very important role in guaranteeing the supply of natural 

gas, and its material selection is directly proportional to 

network security (3, 4). Polyethylene pipeline belongs to 

a special composite process (5, 6), which has excellent 

transmission performance and corrosion resistance, and 

it is not easy to leave natural gas impurities on the inner 

wall of the pipeline (7-9). Compared with ordinary steel 

structure pipes, polyethylene pipes also have strong 

toughness and mechanical strength, which is suitable for 

long-distance foundation laying (10, 11). In addition, 

polyethylene pipes are suitable for harsh external 

environments and complex internal fluid pressure and 

have an extensive range of applications (12, 13). The 

survey results show that 34% of accidents in the natural 

gas field are caused by pipeline leakage, pipeline rupture, 

and cracks (14-16). Among them, the steel structure 

pipeline accident probability accounts for 70% (8), 

polyethylene pipeline accounts for 5.6%, and other types 

of pipeline account for 24.4% (17). Some scholars 

believe that the safety of polyethylene pipelines is high, 

but if it is laid for a long distance (18-21) or used for a 

long time, the polyethylene pipeline will have cracks, 

leaks, and other problems (22, 23). Moreover, the 

toughness and adhesion of the polyethylene pipeline 

itself will lead to cracks and other damages that are not 

easily detected (24, 25) and cannot even be identified by 

x-rays. Some scholars believe that the essence of 

polyethylene pipeline cracks is the aging of materials or 

the complete result of external culture, humidity, and 

internal stress. The previous methods, such as ray and 

light diffraction, cannot be effectively detected (26, 27). 

Some scholars believe that the previous testing methods 

for cracks in polyethylene pipes (28) have the problems 

of long testing time and complex testing process, which 

can not be continuously tested and affect the use of 

polyethylene pipes (29-32). Therefore, finding an 

effective detection method for polyethylene pipeline 

cracks is a problem that needs to be solved at present, and 

it is also to avoid major economic losses and casualties 

caused by polyethylene pipelines (33, 34). Based on this, 

this paper presents a nonlinear orientation-based 

assessment method of polyethylene pipeline damage in 

the gas distribution network, aiming at improving the 

identification effect of polyethylene pipeline damage. 

 

 

2. DETECTION METHOD OF POLYETHYLENE 
PIPELINE DAMAGE IN THE GAS DISTRIBUTION 
NETWORK 
 
2. 1. Damage Process of Polyethylene Pipeline         
The damage to the polyethylene pipeline will change the 

density and shape of polyethylene. The damage process 

of polyethylene pipeline can be simplified as density 

calculation, which can be calculated by universal theory 

function and modified density function (35-37). Suppose 

A: The mass of polyethylene per unit area is 𝑀𝑡𝑜 , the 

mass obtained by the universal theory function is 𝑀𝑎 

(38), and the mass obtained by the modified density 

function is , then the calculation process of polyethylene 

pipeline damage is shown in Equation 1: 

( ) ( )
( )

a b

to

M M
f A

B M V
  

+
=  +


  

(1) 

Among them, 𝛼 is the density coefficient of polyethylene 

pipeline changes according to cracks, fatigue, creep, 

bonding degree, and so on; 𝜌 is the pipe density; 𝑓(𝜌)  is 

the pipeline damage function; 𝐴(𝜁)  is the density revision 

function; 𝐵(𝑀𝑡𝑜)is a universal density function;  V is the 

volume of the pipeline; 𝜁  is the revised coefficient of the 

pipeline. 

 

2. 2. Nonlinear Directional Wave Detection        
Nonlinear directional waves can measure the lattice 

arrangement of polyethylene material, test irregular, and 

discontinuous damage, reduce the incidence of the linear 

excitation signal, and realize microscopic identification 

of the damage location. Compared with linear directional 

waves, nonlinear directional waves have fewer stress-

strain hysteresis and nonlinear dissipation problems (18), 

and have a higher recognition rate for crack, fatigue, 

creep, and other characteristics, which can realize early 

recognition of polyethylene materials. Suppose B: The 

nonlinear ultrasonic test result function is 𝑅(𝑥) ,the 

position vector of ultrasonic propagation in the pipeline 

is x (19), the amplitude is u, the wave number is k, the 

angular frequency is 𝜔, the product thickness is 𝑓(ℎ), the 

capacitance vector function is 𝜙(𝑥), the expansion vector 

function is 𝜑(𝑥) , and the test dimension is l, then the 

nonlinear directional wave detection process is shown in 

Equation 2. 

( ) ( )
( ) cos( ) ( )

l u t

x
R x A kx t x fh

  
  



+ 
= −    +

 
(2) 

Among them 𝜆 is the Euler coefficient of the pipeline;   t 

is the propagation time; 𝜇 is the Lagrange coefficient of 

damage, l test dimensions, including longitudinal, 

torsional, bending, etc. 

There are two kinds of velocities for nonlinear 

directional wave propagation in polyethylene pipe, group 

velocity, and relative velocity. With the extension of 

propagation distance, directional waves with different 

frequencies will be separated (39), which will cause 

large-area dissipation of directional waves in a certain 

time domain and cause interference with the extraction of 

characteristic signals (40, 41). Therefore, when choosing 

non-directional waves, try to choose directional waves 
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with slow speed changes (42). In addition, non-

directional waves have multimodality.Under the same 

frequency, directional waves have many propagation 

modes, and each propagation mode presents different 

propagation velocities (43, 44). Therefore, the analysis of 

the directional wave's group velocity and relative 

velocity in different modes is the basis of polyethylene 

pipe damage detection (45). 

 

2. 3. Propagation Modes of Nonlinear Directional 
Waves in Polyethylene Pipes           In order to realize 

the damage detection of polyethylene pipeline, the 

characteristic dispersion equation of non-directional 

wave in the pipeline should be calculated, and the 

displacement equation and stress expression equation of 

simultaneous directional wave in the pipeline should be 

established. Among them, the construction methods of 

the characteristic dispersion equation are divided into 

transfer matrix and global matrix methods (43). By 

calculating the boundary characteristics of non-

directional waves, the transfer matrix method gradually 

eliminates the unknowns in the equation and obtains the 

dispersion characteristic solution. The global matrix 

method is to establish a large matrix, brings all the 

nonlinear directional wave values into the matrix, and 

combines the characteristics of each frequency 

directional wave to obtain the final calculation result. 

Because the global matrix method has a wider range of 

applications, can calculate the dispersion eigenvalues 

under different modes, and has higher robustness, this 

paper chooses the global matrix method to solve it. 

Assuming that the inner diameter of the polyethylene 

pipe is 𝛼, the propagation of nonlinear directional waves 

in the pipe should satisfy the Navier displacement 

equilibrium equation, and the results are shown in 

Equation 3. 

2
2

2
( )

d
d d

t
   


 + + =


 (3) 

Among them is the propagation displacement of 

nonlinear directional waves in the pipeline (note: it is not 

directional). In the actual test process, the nonlinear 

directional wave will be disturbed by external factors, so 

Helmholtz's law is introduced to decompose the 

nonlinear directional wave, and the calculation results are 

shown in Equation 4: 

2

2
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(4) 

Among them m is the number of layers of polyethylene 

pipes; when 𝐹𝑟𝑚(𝑥), 𝐹𝜃𝑚(𝑥) and 𝐹𝑧𝑚(𝑥) are the radial, 

axial and circumferential components of the 

displacement of particles in the pipeline under directional 

waves, respectively. When 𝐹𝑟𝑚(𝑥) ≠ 0, and  are 𝐹𝜃𝑚(𝑥)  

and 𝐹𝑧𝑚(𝑥) equal to 0, it means that the guided wave is a 

longitudinal mode; When 𝐹𝜃𝑚(𝑥) ≠ 0  and 𝐹𝑟𝑚(𝑥) , 

𝐹𝑧𝑚(𝑥)  are equal to 0, the guided wave is a torsional 

mode; When 𝐹𝑧𝑚(𝑥) ≠ 0  and 𝐹𝑟𝑚(𝑥), 𝐹𝜃𝑚(𝑥) are equal 

to 0, the guided wave is bending mode.According to 

Equation 4, the directional wave dispersion equation of a 

polyethylene pipeline can be constructed, and the result 

is shown in Equation 5. 

6 6 1 1 2 2[ ] [ , , , , , ] [0,0,0,0,0,0]T T

ijc A B A B A B =  (5) 

Among them, the results in the matrix are related to wave 

number k and angular frequency , and the specific 

element coefficients are complex. Moreover, the 

coefficient is related to size, density, Young's modulus, 

and Poisson's ratio. In addition, the solution of the 

coefficient in Equation 5 depends on the wavelength, the 

thickness of the tube wall h, and the shear frequency of 

the tube wall, so only the approximate solution can be 

obtained when [𝐶1𝑗] = 0 it shows that the longitudinal 

directional wave mode is in the pipeline when it shows 

that the transverse directional wave mode is in the 

pipeline when [𝐶1𝑖] = 0  it shows that the bending 

directional wave mod is in the pipeline. 

 
2. 5. Steps for Evaluating the Damage of 
Polyethylene Pipeline Caused by Nonlinear 
Directional Waves           Because nonlinear ultrasound 

has a high sensitivity to polyethylene pipeline damage, 

Different excitation signals and frequencies should be 

selected according to the nonlinear ultrasonic modulation 

phenomenon inside the pipeline, and receiving sensors 

should be arranged on the surface of the pipeline, and 

signals should be received by using the single-generator 

and single-receiver method of higher harmonics and the 

double-generator and single-receiver method of sidelobe 

components. The specific evaluation steps are shown in 

Figure 1. 

Step 1: Determine the network structure of the 

polyethylene pipeline, obtain the mode of the pipeline, 

record the characteristics of nonlinear waves, and 

determine the distribution of dispersion, excitation 

signal, and frequency. 

Step 2: Set the threshold and weight of frequency, 

dispersion, angular frequency, and other indexes, and 

extract the relevant eigenvalues by Fourier series. At the 

same time, the iteration times of polyethylene pipeline 

damage are set. 

Step 3: Determine the nonlinear directional wave signals 

under different modes, and calculate the damage situation 

of the polyethylene pipeline. 

Step 4: Statistic evaluation results of polyethylene 

pipeline damage, compare and output the final evaluation 

results. 
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Start

Send nonlinear directional wave 

signal

Set the excitation signal and 

frequency

High-order harmonic single 

generator and single receiver

Double transmission and single 

reception 

Extract signal features

Judging the Mode of 

Polyethylene Pipe

Evaluate the damage degree of 

pipeline

Output the final result

Whether to traverse the gas 

distribution network

YES

NO

 
Figure 1. Damage assessment process of polyethylene 

pipeline caused by nonlinear directional wave 

 

 

Step 5: Carry out iterative updating according to 

Equations 1-5, calculate the final damage of the 

polyethylene pipeline and output the final evaluation 

results under different modes. 

Step 6: Whether the polyethylene pipeline in the gas 

distribution network is traversed, if not all traversed, 

repeat steps 1 to 5; otherwise, stop damage assessment. 

 

 

3. CASE ANALYSIS OF DAMAGE ASSESSMENT OF 
POLYETHYLENE PIPELINE IN THE GAS 
DISTRIBUTION NETWORK 
 

3. 1. Basic Condition of Polyethylene Pipeline in 
Gas Distribution Network          Taking the urban gas 

pipeline reconstruction project as a research case, the 

pipeline line is 10.32 kilometers long, with 15 straight-

through pipes, 65 elbows, 72 reducers, 14 pipe caps, and 

11 saddle-shaped bypass pipes. The basic information of 

specific pipelines is shown in Table 1. 

It can be seen from Table 1 that the basic information of 

the polyethylene pipeline, the test frequency of the nonlinear 

directional wave, the calculated depth, and the error can be 

obtained. After obtaining the specific information aboutthe 

polyethylene pipeline, the parameters of the nonlinear 

directional wave transmitter should be determined, and the 

specific results are shown in Table 2. 

According to the parameters in Tables 1 and 2, the 

amplitude and dispersion components are analyzed by 

using a nonlinear directional wave acquisition card and 

supporting software. At the same time, the judgment 

standard of polyethylene pipeline damage is set, and the 

results are shown in Table 3. 

At the same time, the frequency standard of the 

receiver is three levels, which are 1~2Hz, 2~3Hz, and 

3~4Hz, respectively. Under different frequency 

standards, there are three modes: longitudinal mode, 

bending mode, and torsion mode. 

 

 
TABLE 1. Parameters of polyethylene pipe 

Pipe 

shape 

Inner 

diameter 

(mm) 

Outer 

Diameter 

(mm) 

Thickness 

(mm) 

Test 

frequency 

(Hz) 

Depth 

of 

focus 

(mm) 

Lining 74.29±1.23 89.59±4.32 3.86±0.56 6.5~7.6 7~9 

Through 78.78±2.42 86.73±4.32 3.67±0.23 5.6~7.3 17~21 

Elbows 83.27±2.37 82.86±3.62 4.69±0.71 6.1~7.4 22~25 

Reducer 89.82±3.56 80.82±4.35 5.86±0.35 6.3~7.2 10~12 

Tube cap 85.33±4.23 82.41±5.36 6.90±0.23 6.6~7.8 30~33 

Saddle 

bypass 
90.62±6.23 82.55±6.32 7.24±0.37 6.8~7.9 24~28 

 
 

 

TABLE 2. Parameters of nonlinear directional waves 

Device type 
Emission frequency 

(Hz) 

Magnification 

(times) 

Accepted 

frequency (Hz) 

Test 

accuracy(%) 

Scanning 

angle (°) 

Wave velocity 

(m/s) 

Agilent 6~14 5.32 5~16 1 20~70 (-2341,+2457) 

HFVA-41 power amplifier 8~19 6.25 10~28 1 30~80 (-3121,+3417) 

REKHF piezoelectric amplifier 11~19 5.62 12~19 10 20~75 (-2611,+2737) 

Note: + stands for shear wave, andstands for longitudinal wave 
 
 

TABLE 3. Parameters corresponding to the damage state 

Damage 

parameters 

Injury status 

1 2 3 4 5 6 

Degree of 

damage (grade) 
I III IV VI IV VV 

Depth of 

damage (mm) 
0~0.5 0.5~1 1~1.5 1.5~2 2~2.5 2.5~3 

3. 2. Harmonic Assessment of Polyethylene 
Pipeline Damage in the Gas Distribution Network        
The damage assessment of polyethylene pipelines is 

mainly based on the amplitude and dispersion of 

directional waves, so it is necessary to analyze the 

damage location above and get the response results. 

According to the criteria in Table 3, the amplitude change 

of polyethylene pipeline damage is obtained, and the 



856                                     A. Palaev G. et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   852-859 

 

results are shown in Figure 2 of the tough-brittle 

transformation of the internal structure of the pipe. 
By amplifying the spectrum, it is found that the 

nonlinear directional wave has a concentrated peak value, 
and the amplitude of the third harmonic is higher than 
that of the second harmonic. There are many reasons for 
the above phenomenon. One possibility is that the 
attenuation speed of the third harmonic in the gas 
distribution network is slower than that of the second 
harmonic. Another possibility is that the reception effect 
of the third harmonic is better, and the amplitude changes 
more. The third possibility is that the third harmonic is 
more sensitive to polyethylene pipeline structure. After 
the signal in Figure 2 is transformed by Equation 4, the 
amplitude changes under different damage states are 
obtained, and the results are shown in Figure 3. 

According to the results shown in Figure 3, it can be 

seen that the harmonic amplitude changes with the 

increase of the width under different damage states. The 

transmitted signal fluctuates irregularly in the amplitude 

of the second harmonic wave, and there is no obvious 

law. The reason why the second harmonic amplitude 

does not appear obvious regularity with the increase of 

damage state may be that the second harmonic is less  
 

 

 
Figure 2. Receiving spectrum of damage signal 

 
 

 
Figure 3. Amplitude variation of second and third 

harmonics 

sensitive to the damage of the polyethylene pipeline. The 
third harmonic amplitude increases with the increase of 
the damage state due to the increase in dispersion rate 
caused by damage to the polyethylene pipeline. 
Moreover, the scattering rate of the nonlinear directional 
wave at the damage location is higher, which leads to 
more received harmonics, which verifies the 
effectiveness of nonlinear directional waves in the 
damage assessment of polyethylene pipelines. However, 
the rising trend of the third harmonic amplitude lacks 
regularity and presents fluctuating changes, mainly 
because the gas flow in the gas distribution network will 
affect the wave conductivity of the medium under 
different damages. In addition, the angular frequency, 
wave number of the nonlinear directional wave, and 
pipeline mode will affect the conductivity of the 
directional wave, and then affect the excitation signal 
received every time, and cause a different degree of 
amplitude change. 
 
3. 3. Energy Assessment of Polyethylene Pipeline 
Damage in the Gas Distribution Network          
According to the spectrum information in Figure 2, the 
difference frequency component, sum frequency 
component, energy value, and energy coefficient of 
nonlinear directional wave are extracted. Among them, 
the reference standards are shown in Table 4. 

The frequency reference values in Table 4 allow 
better signal response, and sum frequency and difference 
frequency components can be obtained, as shown in 
Figure 4. 

From the signal results shown in Figure 4, it can be 
seen that the signals of Groups 2 and 3 have little change 
in difference frequency amplitude and sum frequency 
amplitude under the same damage, and the whole show a 
 
 

TABLE 4. Parameters corresponding to the damage state 

Stimulus signal group 1 2 3 

High-frequency excitation signals 120 220 320 

Low-frequency excitation signal 100 200 300 

Sum frequency signal 80 180 280 

Difference frequency signal 140 240 340 

 
 

 
Figure 4. Amplitude variation of sum frequency component 

and difference frequency component 
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downward trend of ups and downs. It can be seen from 
the difference frequency component that the frequencies 
of high frequency and low frequency are close, and the 
difference frequencies produced in polyethylene pipeline 
are similar, so different frequencies have different 
evaluation results on polyethylene pipeline damage, and 
high and low frequencies can be selected according to 
pipeline damage. At the same time, in different groups of 
excitation signals, the difference frequency component 
and sum frequency component fluctuations tend to be 
consistent, and later fluctuations are gentler, mainly 
because the nonlinear directional wave energy values of 
each group show consistent attenuation in the later 
period. Therefore, the damage to the polyethylene 
pipeline can be well evaluated using different excitation 
signals, sum frequency, and difference frequency 
components. 
 
 
4. DISCUSSION 
 
According to the parameters in Table 1, the damage to 
the polyethylene pipeline in the gas distribution network 
is evaluated, and the following evaluation results are 
obtained, as shown in Table 5. 

As can be seen from Table 5, there is no significant 
difference between nonlinear directional wave and linear 
directional wave in calculation time, but the nonlinear 
directional wave is higher in accuracy. The reason is that 
when the directional wave passes through the damage 
position, the amplitude of dispersion and angular 
frequency is small, which leads to no significant 
amplitude difference of the received signals, especially 
crack, fatigue, creep, and bonding degree. In addition, 
because the attenuation speed of the directional wave is 
slow, the energy and energy coefficient of the conduction 
wave change little after passing through the damaged 
position, so it is impossible to identify at the receiving 
point. The energy attenuation of nonlinear directional 
waves is faster, and the difference between different and 
sum frequencies is more prominent. 
 
 
TABLE 5. Evaluation results of polyethylene pipeline damage 
by different methods 

Scope Component 

Nonlinear 

directional waves 

Linear 

directional waves 

Accuracy 

(%) 

Time 

(min) 

Accuracy 

(%) 

Time 

(min) 

Pipeline 

Lining 93.34 4.41 88.33 4.32 

Through 94.37 5.23 88.39 5.36 

Elbows 92.33 6.24 85.34 6.42 

Annex 

Reducer 92.14 11.34 88.33 10.23 

Tube cap 91.27 8.25 88.32 9.25 

Saddle bypass 90.23 4.32 84.32 4.63 

 
Different 

modalities 
99.31 5.23 85.34 5.12 

5. CONCLUSION 
 
In this paper, a nonlinear directional wave method is 
proposed to evaluate the damage to a polyethylene 
pipeline in a gas distribution network, and the rationality 
of the evaluation method is verified. The damage to the 
polyethylene pipeline was analyzed by taking the 
amplitude, sum frequency component, and difference 
frequency component of the nonlinear directional wave 
as the main observation indices. The results show that the 
amplitude of the third harmonic wave of the nonlinear 
directional wave changes regularly and is proportional to 
the damage to the pipeline. At the same time, the sum 
frequency and difference frequency components are 
inversely proportional to the damage to the pipeline. All 
three indexes can reflect the damage of the polyethylene 
pipeline, which verifies the rationality of the damage 
evaluation of the nonlinear directional wave. Compared 
with the linear directional wave, the nonlinear directional 
wave is more accurate in evaluating the damage to 
polyethylene pipeline. There is no difference in the 
evaluation time, so the nonlinear directional wave can 
better evaluate the damage of polyethylene pipeline and 
has better rationality. However, in the study of nonlinear 
directional waves, there are few studies on the influence 
of propagation medium and the error in artificial 
measurement, so we will focus on optimizing the above 
contents in the future. 
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Persian Abstract 

 چکیده 
رد. نحوه انتخاب روش موثر  خط لوله پلی اتیلن زیرساخت ضروری شبکه توزیع گاز است و مشکلاتی از جمله ارزیابی پیچیده خسارت و فرآیند خسته کننده ارزیابی وجود دا

اتیلن در حال حاضر محور اجرای شبکه توزیع گاز است. در این مقاله، یک روش موج جهت دار غیر خطی برای تشخیص آسیب خط  ارزیابی خسارت برای خطوط لوله پلی  

شود. آیرودینامیکی تأیید می  لوله پلی اتیلن توسط موج صوتی پیشنهاد شده است و نتایج آسیب خط لوله پلی اتیلن جستجو می شود. منطقی بودن این روش با محاسبه معادله

تواند به طور دقیق میزان آسیب و انتشار ترک خط لوله را تعیین کند و فرآیند ارزیابی آسیب را ساده کند و نتایج نسبت به  دهد که روش موج ثابت غیرخطی می نتایج نشان می 

ط لوله اتیلن در شبکه های توزیع گاز استفاده کرد که از عقلانیت  جهت خطی برتری دارد. روش موج بنابراین، موج غیر خطی جهت دار را می توان برای ارزیابی آسیب به خطو

 و عملی قوی برخوردار است و از ارزیابی واقعی آسیب خط لوله پشتیبانی می کند.
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A B S T R A C T  
 

 

The utilization of microchannel heat sinks stands as one of the most reliable solutions for dissipating 

heat generated in electronic chips. In this numerical study, a fractal microchannel heat sink employing 

three nanofluids Cu-water, Al2O3-water, and TiO2-water with variable volume fractions of 2 and 4 
percent as the cooling fluid within the microchannels was investigated. The fluid flow inside the 

microchannels was analyzed from both hydrodynamic and thermal perspectives. The parameters such as 

pump power, Nusselt number, and performance evaluation criterion (PEC) were studied. Results 
demonstrate that heat transfer increases with an increase in the flow rate and volume fraction of 

nanoparticles. The maximum temperature reduction for the Cu-water nanofluid at an inlet flow rate of 

200 ml/min and a volume fraction of 4% is 2.41%, the highest among the investigated nanofluids. 
However, this nanofluid also exhibits the highest pressure drop, reaching 25% at a 4% volume fraction. 

The PEC number analysis reveals an overall performance increase for all three microchannels. The Cu-

water nanofluid exhibits the best comprehensive performance, providing an 8% overall enhancement, 

followed by Al2O3-water and TiO2-water nanofluids, which increase the system performance by 5% and 

4%, respectively. Furthermore, the study introduced fins and cavities to the microchannel branches to 

enhance heat transfer and overall performance. Results indicate an increase in heat transfer for both 
modified geometries. The microchannel with fins exhibits a 3.5% lower maximum temperature 

compared to the original geometry at an inlet flow rate of 200 ml/min, while the microchannel with 

cavities showed a 1% reduction. However, the microchannel with fins experiences a 400% higher 
pressure drop than the initial geometry, while the microchannel with cavities has a 4% increase. PEC 

number analysis demonstrated that the microchannel with cavities improves system performance by 8%, 

whereas the microchannel with fins reduced system performance by 4%. 

doi: 10.5829/ije.2024.37.05b.05 
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Highlights 

• Design of a Fractal Microchannel Heat Sink for Numerical Investigation 

• Utilization of Three Different Nanofluids for Cooling the Heat Sink and Their Hydraulic and Thermal 

Comparison 

• Cu-Water Nanofluid Demonstrates the Best Overall Performance 

• Creation of Fins and Cavities in the Microchannel 

• Improved Performance of the Microchannel with Cavities in Terms of Overall Performance 

 
NOMENCLATURE 

R radius of the heat sink (mm) 𝑓  fluid 

r inlet radius (mm) 𝑛𝑓  nanofluid 

i branching level 𝑊𝑝𝑢𝑚𝑝  pumping power (mW) 

𝑢𝑚  average velocity (m/s) 𝑞𝑣  flow rate (m3∙s-1) 

𝐷ℎ  hydraulic diameter (mm) 𝑞  Heat flux (W∙m-2) 

𝑐𝑝  specific heat capacity (J/(kg K)) 𝑁𝑢𝑚.𝑖  Nusselt number 

𝑇𝑓  temperature of fluid (K) Greek Symbols  

𝑇𝑠  temperature of the solid (K) 𝜌𝑓  density of fluid (kg/m3) 

𝑘𝑓  thermal conductivity of fluid (W/(m K)) 𝜇𝑓  dynamic viscosity of fluid (N•s/m2) 

𝑘𝑠  thermal conductivity of solid (W/(m K)) 𝜑  volume fraction 

 

 

1. INTRODUCTION 
 

Since the advent of the first digital electronic devices in 

the 1940s, efficient heat dissipation has been pivotal in 

ensuring the performance of subsequent generations of 

these devices. According to a survey conducted by a 

multinational corporation, the annual cost of cooling 

residential computer and telecommunications equipment 

stands for $4.1 billion. Projections suggest that this 

expenditure is expected to escalate to $4.8 billion in the 

foreseeable future. This study underscores the imperative 

to transcend conventional cooling systems and adopt 

innovative approaches (1). Heat sinks serve as heat 

exchangers in electronic devices, managing and 

dissipating the heat generated by electronic or 

mechanical chips. Functioning as a thermal management 

solution, a heat sink absorbs and disperses heat into the 

surrounding fluid, thereby preventing the temperature of 

the electronic component from reaching damaging levels. 

The significance of a heat sink becomes more 

pronounced when temperature-sensitive components are 

integrated into the circuit or device. With the ongoing 

trend of electronic component miniaturization and the 

associated increase in device temperatures, various 

methods have been developed to address heat dissipation, 

including fluid jet impingement, sprays, heat pipes, 

piezoelectric droplets, and more. Among these 

techniques, microchannel heat sinks emerge as the most 

pragmatic choice, boasting advantageous features such as 

lightweight design, compactness, and a high heat transfer 

rate to volume ratio (2). Microchannel heat sinks find 

applications in industries with high heat flux, including 

oil and gas, steel and metallurgical, energy production 

and the power electronics industries. They are used for 

cooling various components such as heat exchangers, 

piping systems, refinery equipment, steel components, 

metal smelting furnaces, distillation devices, turbines, 

generators, power converters, and transistors. These heat 

sinks are also employed in thermal power plants, 

photovoltaic concentrator systems, and other high heat 

flux power plants to cool heat-generating components 

and systems. 

In 1981, Tuckerman and Pease (3) designed the first 

microchannel heat sink and laid the groundwork for 

research and development in this field. Weisberg et al. (4) 

further investigated microchannel heatsinks for cooling 

electronic chips. They analyzed microchannel heat 

exchangers using numerical methods and considered dual 

heat transfer, which involves determining simultaneous 

temperature fields in solid and fluid media. Additionally, 

they presented a design algorithm for selecting heat 

exchangers. Jeevan et al. (5) used a genetic algorithm to 

optimize the thermal resistance of microchannels along 

with one-dimensional and two-dimensional finite 

element methods. They showed that using a genetic 

algorithm for practical microchannel design can be 

useful. Bionic fractal microchannels were first 

introduced by Bejan and Errera (6). They presented a 

strategy for constructing channels using structural theory, 

where the flow resistance along the path is minimized. 

Inspired by the fractal pattern of circulatory and 

respiratory systems in mammals, Chen and Cheng (7) 

proposed a new design of an H-shaped fractal branching 

channel network for cooling electronic chips. The novel 

design has a stronger capacity for heat transfer and needs 

less pumping power, according to results comparing it to 

conventional parallel networks. Pence (8) compared two 

microchannel heat sinks, tree-shaped and H-shaped, 

under the same conditions. The results showed that the 

tree-shaped microchannel has 60% less pressure drop and 

a 30°C lower wall temperature than the other design. In 

another study, Xu et al. (9) designed four different 

models of microchannels (parallel, rectangular, spiral, 

and tree-shaped) and investigated the effect of different 
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MCHS structures on chilling electronic components. 

Zaretabar et al. (10) present a simulation of heat transfer 

in a heatsink on a computer's mainboard transistorized 

square chip. Xu et al. (11) investigated the heat transfer 

performance of a fractal microchannel network made of 

silicon and cooled by water under pulsation flow 

conditions, both experimentally and numerically. 

Oyewola et al. (12) present an air-cooled temperature 

management module using a unique pin-fin heat sink for 

Li-ion cells. Among different pin-fin geometries, the 

uniform height heat sink (case 2) stands out, showing 

superior performance. Alrwashdeh et al. (13) focus on the 

impact of heat exchanger length on parallel and 

counterflow HEs. Computer simulations reveal that 

increasing the HE length improves heat transfer, 

enhances temperature distribution, and boosts energy 

transfer efficiency within the HEs. Yan et al. (14) 

designed an optimal dual-objective thermal-hydraulic 

model and compared it with optimal hydraulic and 

optimal thermal models. The results showed that the 

optimal dual-objective model with 15 main branches has 

the best overall performance. 

In recent years, the use of nanofluids and mixing 

nanoparticles with base fluids to increase heat transfer 

has been the subject of much research. Nanofluids are 

new fluids made from the dispersion of nano-scale 

materials such as nanoparticles, nanotubes, and 

nanowires in a base fluid. In other words, nanofluids are 

suspensions in which solid nanomaterials are added to the 

base fluid and suspended within the fluid to increase the 

base fluid's heat transfer properties. Adding nanoscale 

particles with higher thermal conductivity coefficients to 

the base fluid is one of the most common techniques to 

increase heat transfer. The idea of using nanoparticles 

was first proposed by Maxwell in 1881, which sparked a 

major change in the study of heat transfer in fluids. Later 

on, Choi and Eastman (15) used nanofluids to increase 

heat transfer. Keblinski et al. (16), based on studies of 

nanofluids, found that thermal conductivity increases 

with decreasing particle size. They showed that the key 

factors in comprehending the thermal properties of 

nanofluids are the nature of the motion path rather than 

diffusion, heat transfer in nanoparticles, and the direct or 

mediated effects of fluid clustering that provide pathways 

for rapid heat transfer. Abu-Nada et al. (17) studied 

natural heat transfer in circular loops by using nanofluids. 

They showed that adding different types and different 

volume fractions of nanoparticles has different effects on 

heat transfer properties. Pasha and Domiri-Ganji (18) 

analyzed heat transfer and angular velocity of micropolar 

ethylene-glycol nanofluid over various fins on a 

stretching sheet, revealing maximum temperature at the 

last fin and higher angular velocity for triangular and 

chamfer fins. Ho and Chen (19) investigated 

experimentally forced convection heat transfer utilizing 

an Al2O3-water nanofluid in a copper minichannel heat 

sink. In their study, Hatami and Ganji (20) investigated 

the heat transfer characteristics of a MCHS with multiple 

fins. The cooling fluid flow employed in their experiment 

was a water-copper nanofluid and optimized the heat sink 

geometry considering the minimum friction coefficient. 

Jalili et al. (21) evaluate the heat transfer of Al2O3-water 

nanofluid in a heatsink with a magnetic field using the 

KKL model. Abdollahi et al. (22) investigate the flow and 

thermal characteristics of a MCHS using a hybrid 

nanofluid with copper nanoparticles. The results showed 

the impact of nanoparticle volume fraction and Darcy 

number on heat transfer and temperature distribution. 

Jalili et al. (23) looked at how different things affected 

the temperature, speed, and concentration distribution of 

a micro-polar nanofluid in a rotating system with parallel 

plates. Jalili et al. (24) compared the accuracy of three 

methods using Finite Element, and Runge-Kutta for 

simulating thermal diffusivity profiles in oblique stenosis 

arteries by hybrid nanofluids with Al2O3 and Cu 

nanoparticles. The Finite Element method came in 

second place (with less than 9% error), with Akbari-

Ganji method having the highest accuracy (less than 7% 

error). In another study, Jalili et al. (25) investigate the 

impact of thermo-diffusion, electrical field, and nonlinear 

thermal radiation on the flow of a non-Darcy Casson fluid 

on stretched surfaces using the Hybrid Analytical and 

Numerical (HAN) Method, considering various 

parameters and their effects on velocity, temperature, and 

concentration. In recent study, Jalili et al. (26) examined 

the flow of a viscous fluid between porous disks under a 

magnetic field, comparing Akbari-Ganji Method (AGM) 

and the Finite Element Method (FEM). Valuable research 

has been conducted in the fields of microchannels, 

nanofluids, and heat transfer, which are reportd in 

literature (27-32) and can be beneficial for future studies. 

In the present study, fluid flow and heat transfer in a 

fractal microchannel heat sink have been simulated using 

the COMSOL Multiphysics software. The use of a fractal 

structure is motivated by its higher heat transfer 

capability and lower pumping power compared to a 

parallel microchannel structure. The fractal microchannel 

investigated in this research has been proposed by 

scientists in recent years and features 15 branches, 

representing the most thermo-hydraulically optimized 

configuration. Since nanofluids have not been used in 

this particular geometry before, and considering the need 

for enhanced heat transfer in heat sinks to prevent chip 

overheating, three different nanofluids (water-copper, 

water-Al2O3, and water-TiO2) have been employed as 

coolant fluids at various volume fractions compared to 

the base fluid (water). The three nanofluids have been 

evaluated hydrodynamically and thermally, considering 

parameters such as pumping power and Nusselt number, 

and the best nanofluid for overall performance 

enhancement of the fractal microchannel has been 

determined. Furthermore, to increase the efficiency of the 
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microchannel and investigate the effect of geometric 

modifications inside the fractal microchannel, cavities 

and fins have been introduced. Both new geometries have 

been evaluated thermo-hydraulically and compared to the 

base geometry. Ultimately, a new and optimized 

geometry has been proposed for future work to further 

enhance performance. 

 

 

2. PROBLEM STATEMENT 

 

2. 1. Physical Model            In this study, fluid flow and 

heat transfer in a fractal microchannel heat sink in the 

presence of three nanofluids will be investigated using 

numerical simulation. The use of numerical methods 

allows for the flexibility to modify problem conditions, 

including boundary conditions and various parameters, 

based on the physics and geometry of the problem. The 

microchannel heat sink geometry studied in this research 

is presented by Yan et al. (14). The fractal microchannels 

are inspired by the fractal patterns found in mammalian 

circulatory and respiratory systems, and they exhibit 

enhanced heat transfer and reduced pumping power 

compared to other microchannels. The fractal 

microchannel studied in this research represents an 

optimized thermo-hydraulic configuration which is 

shown in Figure 1. It consists of 15 main branches, as 

depicted in Figure 1, but for computational convergence 

and improved computational efficiency, a one-fifteenth 

section of the overall structure, as shown in Figure 2, is 

considered for numerical simulation. The COMSOL 

Multiphysics software, known for its capabilities in fluid 

mechanics, is used for the numerical simulation. Since 

COMSOL can import geometry from CAD software, the 

simulation geometry is designed in Solidworks and 

imported into COMSOL. The studied geometry consists 

of an inlet in the center and eight outlet branches formed 

along the radius, as shown in Figure 2. The overall radius 

of the geometry is 11 millimeters, the inlet branch radius 

is 1 millimeter, the height of the channel bed is 0.2 

millimeters, and the channel height is 0.5 millimeters. 

Heat flux is applied from the bottom to the heat sink, and 

the fluid flow inside the microchannel induces heat 

transfer. 

Given the enhanced heat transfer characteristics of 

nanoparticles, the utilization of nanofluids can improve 

the performance of microchannel fractal heat sinks. 

However, this aspect has not been addressed in previous 

studies. In this research, the aim is to enhance heat 

transfer using copper (Cu), alumina (Al2O3), and titanium 

dioxide (TiO2) nanoparticles in water as the base fluid, 

with nanoparticle volume fractions ranging from 0 to 4%. 

Various parameters, including temperature distribution, 

pressure drop, pumping power, and heat sink 

performance coefficient, have been investigated within 

an inlet flow rate range of 200 to 400 mil/min and a 

constant heat flux of 100 W/cm². Finally, a comparison 

has been made among the three nanofluids.  

To enhance the geometric properties, square-shaped 

fins and cavities have been introduced within the initial 

three branches of the microchannel fractal. The cross-

sectional shape of both the cavities and fins is square, 

with their respective heights being equal to the height of 

the microchannel. Six fins or cavities have been produced 

in each microchannel branch, as depicted in Figure 3. 

 

 

 
Figure 1. Schematic geometry of MCHS 

 

 

 
Figure 2. Schematic geometry and boundary conditions 

 

 

 
(a) 

 
(b) 

Figure 3. Geometry of microchannel a: with fin b: with 

cavity 
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2. 2. Numerical Model             The properties of 

nanofluids have been calculated using the following 

equations: 

The viscosity of nanofluids for spherical 

nanoparticles can be estimated using the following 

equation (33): 

(1) 𝜇𝑛𝑓 =  
𝜇𝑓

(1−𝜑)2.5  

The density and specific heat capacity of a nanofluid with 

any shape of nanoparticle can be obtained from the 

following equations: 

(2) 𝜌𝑛𝑓 = (
𝑚

𝑉
)
𝑛𝑓

= (1 − 𝜑)𝜌𝑓 + 𝜑𝜌𝑠  

(3) (𝜌 ∙ 𝑐𝑝)𝑛𝑓
=  (1 − 𝜑)(𝜌 ∙ 𝑐𝑝)𝑓

+ 𝜑(𝜌 ∙ 𝑐𝑝)𝑠
  

The effective thermal conductivity coefficient of a 

nanofluid can be approximately obtained from the 

following equation by Hamilton-Crosser model (34): 

(4) 
𝑘𝑛𝑓

𝑘𝑓
= 

𝑘𝑠+(𝑛−1)𝑘𝑓−(𝑛−1)(𝑘𝑓−𝑘𝑠)𝜑

𝑘𝑠+(𝑛−1)𝑘𝑓+(𝑘𝑓−𝑘𝑠)𝜑
  

where n is the shape factor of nanoparticles, which for 

spherical nanoparticles is equal to 3. As a result, only 

spherical nanoparticles can be used with this equation; 

other shapes of nanoparticles are not taken into account. 

The use of this model is suitable for studying the 

enhancement of heat transfer using appropriate 

nanoparticles. In the above equations, φ represents the 

volume fraction of nanoparticles. The thermodynamic 

properties of the base fluid and nanoparticles are 

introduced in Table 1. 

Fluid behavior in a control volume is described using 

the Navier-Stokes equations (35), which are expressed 

as: 

Continuity equation: To investigate the conservation 

of mass, the continuity equation is used in the following 

form: 

(5) 𝛻 · (𝜌𝑓�⃗� ) = 0 

Momentum equation: 

(6) �⃗� ∙ 𝛻(𝜌𝑓�⃗� ) = −𝛻𝑝 + 𝛻 ∙ (𝜇𝑓𝛻�⃗� )  

Energy equation for fluid: 

(7) �⃗� ∙ 𝛻(𝜌𝑓𝑐𝑝.𝑓𝑇𝑓) = 𝛻 ∙ (𝑘𝑓𝛻𝑇𝑓)  

 

 

TABLE 1. Thermodynamic Properties (17) 

k 

(W/mK) 

cp 

(J/KgK) 

ρ 

(Kg/m3) 

Thermodynamic 

properties 

0.613 4179 997.1 Water Base fluid 

401 385 8933 Cu 

Nanoparticles 40 765 3970 Al2O3 

8.9538 686.2 4250 TiO2 

Energy equation for solid: 

(8) 𝛻 ∙ (𝑘𝑠𝛻𝑇𝑠) = 0  

where �⃗�  is the velocity, 𝜌𝑓 is the coolant fluid density, 𝑝  

is the hydrodynamic pressure, 𝜇𝑓 is the viscosity of the 

fluid, 𝑐𝑝.𝑓 is the specific heat capacity of the fluid, 𝑇𝑓 

represents the temperature of the fluid, 𝑘𝑓 is the fluid’s 

thermal conductivity coefficient, 𝑘𝑠 and 𝑇𝑠 respectively 

represent the thermal conductivity coefficient of the solid 

and the temperature of the solid section. 

The following parameters are used to evaluate the 

efficacy of a MCHS: 

Pumping power: 

(9) 𝑊𝑝𝑢𝑚𝑝 = ∆𝑃𝑡𝑜𝑡 × 𝑞𝑣  

where ∆𝑃𝑡𝑜𝑡 represents the total pressure drop and 𝑞𝑣 

denotes the volumetric flow rate. 

Average Re in each branch: 

(10) 𝑅𝑒𝑚.𝑖 =
𝜌×𝑢𝑚.𝑖×𝐷ℎ

𝜇
  

Average Nusselt number in each branch: 

(11) 𝑁𝑢𝑚.𝑖 =
𝑞×𝐷ℎ.𝑖

𝑘𝑓×(𝑇𝑚.𝑤𝑖−𝑇𝑚.𝑓𝑖)
  

where 𝐷ℎ is the hydraulic diameter, 𝑞 is the heat flux. 

Additionally, 𝑇𝑚.𝑤𝑖  and 𝑇𝑚.𝑓𝑖 represent the average wall 

temperature and the bulk fluid temperature, respectively. 

Friction factor: 

(12) 𝑓 = 2∆𝑃
𝐷ℎ

𝐿

1

𝜌𝑢𝑖𝑛
2  

performance evaluation criterion: 

(13) 𝑃𝐸𝐶 =
(

𝑁𝑢𝑎𝑣𝑒
𝑁𝑢𝑎𝑣𝑒.𝜑=0

)

(
𝑓

𝑓𝜑=0
)
(
1
3)

  

 
2. 3. Boundary Conditions           Based on Figure 2, 

the boundary conditions are determined. In the operating 

temperature range, the fluid flow is steady, 

incompressible, and has constant thermophysical 

properties. The volume fraction of the nanoparticles 

under investigation in this study is 2% and 4%. The inlet 

temperature is 293 K, the inlet flow rate is 200 ml/min, 

and the outlet pressure is equal to atmospheric pressure. 

The heat sink is made of copper and is isolated from the 

surrounding environment. The heat flux entering the 

heatsink’s bottom wall is 100 W/cm2. A no-slip condition 

is applied to the walls, and the effects of radiation and 

gravity are neglected. 

 
2. 4. Grid Independence            In the numerical solution 

process in software, one of the most important issues is 

creating an appropriate grid or mesh. The importance of 

grid generation in numerical simulation is that if the grid 

is not fine enough, calculations will not have high 
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accuracy, and if the grid is too fine, the cost and time of 

performing the simulation will be significantly high. 

Therefore, the grid should be fine enough that the results 

do not differ significantly from each other and are 

essentially independent of the mesh. In grid generation, 

it should be noted that the meshes near the walls and 

edges, where the gradient of flow variables is more 

intense, should be finer to have a higher accuracy in the 

calculations. Also, the grid in the solid part can be larger 

than the liquid part. To evaluate the accuracy of the 

results, the maximum temperature and pressure drop 

were investigated in five different grid generations. The 

numbers of grids 384073, 698638, 903316, 1314415, and 

1693388 were studied. Considering the obtained results, 

the changes in the maximum temperature and pressure 

drop in the third grid and later are very negligible. 

Therefore, a mesh number of 903316 has been chosen to 

continue the process. 

 

2. 5. Validation             For validation, the obtained 

pumping power from the simulation has been compared 

with the pumping power versus flow rate graph 

introduced by Yan et al. (14). In this validation, the 

coolant fluid is water, and the heat flux is 50 W/cm2. As 

can be seen in Figure 4, the obtained results have a good 

agreement with the data in the article. 

 

 
3. RESULTS AND DISCUSSION 
 

This study seeks to assess the thermal performance of a 

microchannel heat sink operating under laminar flow 

conditions. Moreover, endeavors are undertaken to 

enhance the heat sink's efficiency by introducing 

nanofluid flow and incorporating fins and cavities within 

the microchannel. Through a thorough investigation, the 

optimal nanoparticles and geometry have been identified 

to improve the thermal-hydraulic performance. The 

primary objective of employing a heat sink is to mitigate 

the temperature rise of the electronic chip, with achieving 

a low maximum heat sink temperature being crucial for 

 
 

 
Figure 4. Model validation 

this purpose. Maintaining a low maximum temperature 

ensures improved heat sink performance and prevents 

chip failure resulting from elevated temperatures. 

Therefore, the enhancement of system geometry and the 

utilization of nanoparticles in thermal systems not only 

guarantee efficiency and improved performance but also 

contribute to cost reduction and energy consumption. 

 

3. 1. Applications of Nanofluids           Figure 5 

illustrates the variations in the maximum temperature of 

the heatsink in relation to the flow rate for nanofluids: 

Cu-water, Al2O3-water, and TiO2-water. As observed, as 

the inlet flow rate and fractional volume of nanoparticles 

increase from zero to four percent, the maximal 

temperature of the MCHS decreases. An increase in the 

inlet flow rate causes an increase in the inlet velocity, 

which raises the Reynolds number. The temperature 

differential between the inlet and outlet of the flow is 

decreased by raising the inlet flow rate while keeping the 

heat flux constant. As a result, the flow's output 

temperature drops when the incoming flow temperature 

is constant. In general, it can be said that when the inlet 

flow rate rises, the efficiency of heat transfer between the 

fluid and the wall also increases, which lowers the 

temperature of the microchannel heat sink. The heat 

sink's maximum temperature for water flow is 349.28 K 

at a flow rate of 200 ml/min and 334.1 K at a flow rate of 

400 ml/min. 

Figure 5 shows the impact of introducing solid 

nanoparticles at flow rates between 200 and 400 ml/min 

at volume fractions of 2% and 4% on the heat sink's 

maximum temperature. The addition of solid 

nanoparticles improves thermophysical characteristics, 

such as the thermal conductivity of the coolant fluid and 

heat transfer, as shown in Figure 5. It is worth mentioning 

that increasing the inlet flow rate (increasing fluid 

velocity) and the fractional volume of solid nanoparticles 

result in a reduction in the temperature gradient along the 

fluid path. Consequently, the heat sink's maximum 

temperature is decreased, and its temperature distribution 

is more uniform. 

In Figure 6, contour plots depicting the influence of 

two parameters, namely volume fraction and inlet flow 

rate, on temperature are observed. As evident from the 

plot, an increase in volume fraction and inlet flow rate 

results in a decrease in the temperature of the heat sink. 

These plots, which display the variations in temperature 

profiles, provide valuable insights into the three 

parameters under discussion. Furthermore, the three-

dimensional plot enhances our understanding of the 

intricate behavior of fluid flow. 

In Figure 7, the maximal temperature of the MCHS in 

the presence of Al2O3-water, TiO2-water, and Cu-water 

nanofluids at a 4% volume fraction has been compared. 

As observed, the Cu-water nanofluid has the lowest 

temperature, followed by Al2O3-water and TiO2-water. 
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(a) 

 

(b) 

 
(c) 

Figure 5. Maximum temperature in the heat sink for (a) 

Al2O3-water, (b) TiO2-water, and (c) Cu-water 

 

 

The maximum temperature at a flow rate of 200 ml/min 

for Cu-water, Al2O3-water, and TiO2-water nanofluids is 

340.83, 344.91, and 345.01 K, respectively. The reason 

for this is the thermal conductivity coefficient, which is 

higher for water-copper than the other two nanofluids. 

Figure 8 depicts the temperature distribution 

observed when water and three different nanofluids, each 

with a fractional volume of 4%, are subjected to a flow 

rate of 200 ml/min. The use of nanoparticles effectively 

mitigates the temperature gradient, leading to a 

homogeneous distribution of temperature within the 

fractal microchannel heat sink. Hot spots can be noticed 

in certain regions where fluid flow pathways are absent, 

and these hot spots can be mitigated by employing tree-

like structures. The utilization of fractal-based 

compensatory structures has been employed to mitigate 

heat transfer degradation and establish regions of 

enhanced heat transfer. By increasing the number of 

branches in the fractal tree structure, the temperature 
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Figure 6. Effects of various operating parameters 
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Figure 7. maximum temperature in the heat sink at 4% 

volume fraction 

 

 

 

 

 

 

 
Figure 8. Temperature distribution in heat sink 

 

 

distribution in these regions becomes more uniform, 

preventing the formation of abrupt temperature gradients. 

Furthermore, it can be observed that in the branching 

regions of the new microchannel configurations, the 

boundary layer becomes turbulent and redevelops inside 

the microchannel. This phenomenon leads to enhanced 

heat transfer in these regions compared to the core of the 

microchannel. Additionally, it is noticeable that near the 

walls, lower temperatures are present compared to the 

regions away from the walls. This is attributed to the 

increased heat transfer between the wall and the fluid. An 

increase in the solid volume fractions in nanofluids has 

been found to significantly enhance several 

thermophysical parameters, with particular emphasis on 

the thermal conductivity of the coolant fluid. This 

phenomenon accelerates the process of thermal energy 

transmission and guarantees a consistent distribution of 

temperature throughout the surfaces. 

Figure 9 depicts the variations in pumping power as a 

function of flow rate, considering the fractional volume 

of the three discussed nanofluids. It should be noted that 

the pumping power is obtained based on Equation 9. The 

pumping power is influenced by both geometric 

parameters and thermophysical variables, including 

density, dynamic viscosity, and inlet velocity. As 

observed, the pumping power increases with an increase 

in the inlet flow. 

With the inclusion of nanoparticles, the coolant fluid 

becomes denser and more viscous, increasing the 

fractional volume and pumping power of all three 

nanofluids. As a result of the incorporation of 

nanoparticles into the base fluid, which increases the 

density and viscosity of the coolant fluid, more pumping 

force is required to transport nanofluid through 

microchannels. A notable observation in Figure 9 is that 

there is a positive correlation between the fractional 

volume of nanoparticles, the inlet flow rate, and the rate 

of increase in pumping power. As seen, the pumping 

power for various volume fractions differs minimally at 

low inlet flow rates, but this disparity increases at higher 

flow rates. At a flow rate of 200 ml/min, the pumping 

power is 6.04 mW, and at a flow rate of 400 ml/min, it is 

32.63 mW. 

Figure 10 illustrates three-dimensional plots of the 

pump power profile, volume fraction profile, and inlet 

flow rate profile for three different nanofluids. As 

observed, an increase in the volume fraction and inlet 

flow rate leads to an increase in pump power. By 

increasing the volume fraction of nanoparticles in the 

nanofluid, the density and viscosity of the nanofluid 
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(b) 

 
(c) 

Figure 9. Pumping power for (a) Al2O3-water, (b) TiO2-

water, and (c) Cu-water 
 

 

increase. Moreover, with an increase in the inlet velocity, 

the collision between the wall and the nanofluid 

intensifies, further contributing to an increase in density 

and viscosity. These factors collectively result in an 

increase in the pumping power required for fluid 

circulation. 

The pressure drop is increased when nanofluids are 

used in place of water. This is because the nanofluid has 

a higher viscosity coefficient than water does. In other 
 

 

 
Al2O3-water 

 
TiO2-water 

 
Cu-water 

Figure 10. Effects of diverse operating parameters 

 

 
words, as the base fluid's nanoparticle concentration 

rises, viscosity rises as well, which in turn raises the 

pressure drop. The interaction between the additional 

nanoparticles and the microchannel walls is what caused 

the increase in viscosity coefficient. Increasing the 

Reynolds number or flow rate results in a greater velocity 

gradient, intensifying the collision between nanoparticles 

and walls, particularly at higher volume fractions. When 

the inlet flow rate increases, the collision between 

nanoparticles and microchannel walls becomes more 

intense, and the force imparted by the walls on the 

nanoparticles increases, resulting in a higher pressure 

drop. 

Figure 11 compares the pumping power of the fractal 

microchannel in the presence of nanofluids containing 

4% volume fractions of Al2O3-water, TiO2-water, and 

Cu-water. It is evident that the Al2O3-water nanofluid 

exhibits the lowest pumping power, with TiO2-water and 

Cu-water nanofluids following in succession. For water-

aluminum oxide, water-titanium oxide, and water-copper 

nanofluids, respectively, the pumping power at a flow 

rate of 200 ml/min is 6.86, 6.89, and 7.56 mW. The 

pumping powers of the TiO2-water and Al2O3-water 

nanofluids are extremely close, with the Al2O3-water 

pumping power being somewhat lower. 
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Figure 11. Pumping Power for Nanofluids at a Volume 

Fraction of 4% 

 

 

Figure 12 demonstrates that the average Nusselt 

number varies with the nanoparticle volume fraction at 

various flow rates. It is significant to remember that the 

Nusselt numbers differ depending on the volume 

percentage of the nanoparticles, although the geometric 

structure of the microchannel and heat flux are the same 

for all of the scenarios shown in Figure 12. Increasing the 

inlet flow rate results in a rise in velocity, which improves 

heat transfer. Due to the reduction in the temperature 

difference between the wall and the fluid flow, Equation 

11 predicts that the Nusselt number will rise. According 

to Figure 12, the Nusselt number for water is 21.55 for a 

flow rate of 200 ml/min and 27.51 for a flow rate of 400 

ml/min. 

The thermal conductivity of the nanofluid increases 

in comparison to the base fluid by the addition of 

nanoparticles. As a result, the temperature difference 

between the nanofluid and the wall is reduced, and the 

nanofluid and wall exchange more heat. The Nusselt 

number exhibits rises due to a reduction in the differential 

temperature across the wall and the nanofluid flow. 

Copper nanoparticles have led to a greater increase in the 

Nusselt number than the other two nanoparticles. 

In Figure 13, the Nusselt number in a microchannel 

is compared with a 4% volumetric fraction of water-

copper, water-aluminum oxide, and water-titanium 

oxide. The TiO2-water nanofluid has the lowest Nusselt 

number, followed by Al2O3-water and water-copper, 

respectively. The Nusselt numbers at a flow rate of 200 

ml/min for TiO2-water, Al2O3-water, and Cu-water 

nanofluids are 23.49, 23.66, and 25.15, respectively. 

Al2O3-water and TiO2-water nanofluids have similar 

Nusselt numbers, with Al2O3-water being slightly higher. 

To consider an idea practical in the study of a subject, it 

is necessary to examine all aspects of that idea. In the 

case of thermal performance analysis in microchannels, 

hydrodynamic parameters must also be considered in 

addition to thermal parameters. For example, an idea may 

improve thermal performance but impair the 

hydrodynamic performance of the flow. Therefore, a 

parameter must be defined that simultaneously examines 

both thermal and hydrodynamic performance. In this 

situation, the Performance Evaluation Criterion (PEC), 

which considers both the Nusselt number and the friction 

coefficient, is determined using Equation 13. Figure 14 

 

 

 

(a) 

 
(b) 

 
(c) 

Figure 12. Nusselt Number for (a) Al2O3-water, (b) TiO2-

water, and (c) Cu-water 
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Figure 13. Nusselt Number for Nanofluids at a Volume 

Fraction of 4 percent 

 

 

depicts the performance evaluation criteria for the three 

nanofluids with a 4% volumetric fraction: Al2O3-water, 

TiO2-water, and Cu-water. The PEC is the ratio of the rise 

in the Nusselt number to the rise in friction coefficient for 

each solid volumetric fraction in comparison to the base 

fluid. Heat transfer and flow fields are influenced by 

variables such as introducing nanoparticles at various 

volumetric fractions, fluid velocity, and fluid type. 

Different things can happen with PEC, depending on how 

the heat transfer is improved and how much the friction 

rate goes up. According to Figure 14, each of the three 

nanofluids has a PEC value above one, demonstrating 

that the system performs better as a whole when 

nanoscale particles are added to the base fluid in this 

configuration. The water-copper nanofluid exhibits the 

highest PEC. The PEC value is independent of flow rate 

due to the microchannel shape and laminar flow regime, 

and only minor changes in the PEC value occur with 

increasing flow rate. 

Based on the above content, it can be concluded that 

the best overall performance is related to the Cu-water 

nanofluid, and by adding copper nanoparticles to the 

 

 

 
Figure 14. PEC for Nanofluids 

water-based fluid, the overall performance of the system 

can be improved. After Cu-water, the best performance 

is related to the Al2O3-water nanofluid. In the following, 

to improve the thermal performance of the heat sink, the 

geometry of the problem will be changed, and the above 

parameters will be calculated for the new geometries to 

evaluate the effect of the geometry change as well. 

 
3. 2. Geometry Improvement           Figure 15 shows 

the highest temperature of a heat sink for different inlet 

mass flow rates for a simple microchannel, a 

microchannel with cavities, and a microchannel with 

fins. As observed, as the inlet mass flow rate increases, 

the maximal temperature of the heat sink decreases. The 

addition of fins and cavities to the microchannel 

increases the fluid-solid contact area. This also disturbs 

the boundary layer, which dissipates and then redevelops. 

Because of these factors, heat transfer in the new 

microchannels is better than in the first case, which 

makes the highest temperature of the heatsink lower. 

Additionally, the presence of fins in the microchannel 

boosts flow velocity and causes fluid rotation following 

the fin, which improves heat transmission and lowers the 

temperature of the heat sink. The microchannel with fins 

performs thermally better than the other two 

microchannels. The presence of cavities and fins in the 

microchannel leads to the generation of turbulence in the 

boundary layer and its reformation. This phenomenon, 

when repeated in the microchannel, enhances heat 

transfer. Furthermore, increasing the flow rate results in 

higher heat transfer coefficients and overall heat transfer, 

leading to a decrease in the overall temperature of the 

heat sink. The maximum temperature of the heat sink for 

a flow rate of 200 ml/min is 349.28 for the base 

microchannel, 345.75 for the microchannel with cavities, 

and 337.02 K for the microchannel with fins. 

Figure 16 depicts the contours of temperature for the 

three different geometries. Figure 16 shows that the 

temperature distribution is better and more uniform in the 

 

 

 
Figure 15. Maximum temperature of the heat sink for three 

geometries 
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microchannel with fins (MCHS-F). Additionally, it is 

evident from Figure 16 that the simple microchannel's 

maximum temperature is located in the geometry's 

center, specifically near the second and third branches. 

However, for the two new geometries, the highest 

temperature is around the radius of the geometry and the 

fourth branch. The minimum temperature is located at the 

center of the microchannel and increases along the 

microchannel walls. Additionally, the effects of 

branching and the addition of cavities and fins are 

noticeable, leading to turbulence in the boundary layer. 

In cavities, the boundary layer becomes turbulent and 

then redevelops. Furthermore, the presence of cavities 

creates stagnant regions and increases the fluid-wall 

contact area, which results in enhanced heat transfer. In 

microchannels with fins, in addition to these factors, the 

fluid velocity experiences a sudden increase at the 

locations where fins are present, leading to further 

enhancement of heat transfer. 

Figure 17 shows how the pumping power changes 

when the flow rate changes for a basic microchannel, a 

microchannel with a cavity (MCHS-C), and a 

microchannel with a fin (MCHS-F). Notably, Equation 9 

is used to determine the pumping power. As can be seen, 

the pumping power rises as the flow rate rises. Following 

the formation of cavities or fins, the branches produce a 

reverse pressure gradient, increasing the overall pressure 

drop. The cavity and fin cause turbulence in the fluid 

flow, which causes low-pressure and high-pressure areas 

 

 

 

 

 

 

Figure 16. Temperature distribution in heat sink 

 
Figure 17. Pumping power for three geometries 

 

 

to occur all around them. Consequently, the non-uniform 

distribution of pressure leads to an overall increase in the 

magnitude of the pressure drop. By adding cavities and 

fins, the boundary layer becomes turbulent, and the 

presence of cavity and fin walls creates local flow 

patterns in different paths, leading to increased pressure 

drop and pump power consumption. Based on Figure 17, 

it is clear that adding fins significantly reduces the 

pressure drop as compared to the cavity, and this 

difference is larger as the inlet flow rate rises. 

Figure 18 shows a comparison of the Nusselt number 

in three different geometries. The microchannel with the 

fin has the highest Nusselt number, indicating greater 

heat transfer and a smaller temperature difference 

between the microchannel wall and bulk fluid. The 

reason for this increase is the higher fluid velocity in the 

microchannel with fins, which leads to enhanced heat 

transfer between the channel walls and the fluid. As a 

result, the temperature difference between the 

microchannel walls and the bulk fluid temperature 

decreases. The Nusselt number for a simple  

 
 

 
Figure 18. Nusselt number for three geometries 
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microchannel at an inlet flow rate of 200 mil/min is 

21.55, while for a microchannel with cavities and a 

microchannel with fins, it is 23.69 and 35.45, 

respectively. 

The microchannel with fins (MCHS-F) has greater 

heat transfer performance, but it also has a higher 

pressure drop and pumping power compared to the other 

two geometries, according to the information presented. 

The Performance Evaluation Criteria (PEC) was 

investigated in order to thoroughly study the pressure 

drop and heat transfer characteristics, as illustrated in 

Figure 19. As can be observed, the mass flow rate 

increases with all PEC values, suggesting that greater 

mass flow rates (higher velocities) are advantageous for 

enhancing heat sinks' general performance. With an 

increase in mass flow rate and flow velocity, heat transfer 

is enhanced, and the impact of viscous forces is 

diminished. Figure 19 reveals that the PEC value for the 

MCHS-F microchannel is lower than that of the 

microchannel without fins, indicating that fins reduce the 

overall system performance. The microchannel with 

cavities exhibits a PEC value greater than one, suggesting 

an enhancement in the overall performance of the system. 

Based on the parameters discussed above, it can be 

concluded that the microchannel with cavities exhibits 

better overall performance compared to the other two 

microchannels. The geometry of the microchannel with 

cavity can be a suitable option for heat dissipation in 

electronic chips and significantly reduces the temperature 

of the heat sink. 

In Figure 20, the results of geometry modification and 

cavity creation are compared with the results presented in 

Yan et al.'s paper (36). They utilized a double-layered 

microchannel heat sink in their study and investigated 

various parameters. The baseline geometry of both heat 

sinks is the same, and a new geometry is proposed in both 

studies. The performance evaluation coefficient is the 

parameter discussed in both papers. As evident from the 

figure, at flow rates ranging from 200 to400 mil/min, 

 

 

 
Figure 19. PEC for two new geometries 

 
Figure 20. Comparison of Results with Yunfei's Paper 

 

 
the proposed geometry in the current paper 

(microchannel with cavity) exhibited better overall 

performance and could be beneficial for future 

applications. However, with an increase in flow rate, the 

geometry proposed by Yan et al. [36] showed a 

significant improvement in performance, and at high 

flow rates, using that geometry could be advantageous. 

 

 

4. CONCLUSIONS 
 

This study utilized the COMSOL Multiphysics software, 

incorporating heat transfer in solids and fluids along with 

laminar flow physics in three dimensions. The 

investigation specifically delved into the characteristics 

of fluid flow when employing nanofluids, including 

water-copper, water-aluminum oxide, and water-

titanium oxide, at various volume fractions and flow rates 

ranging from 200 to 400 ml/min. Following these 

analyses, modifications were made to the geometry of the 

problem to enhance the heat sink's performance, 

involving the introduction of fins and cavities within the 

microchannel. To comprehensively assess the thermal 

and hydraulic performance of the microchannel, the 

performance evaluation criterion was calculated to 

identify the optimal case from both thermal and hydraulic 

perspectives. A detailed summary of the results will be 

presented in the subsequent analysis. 

 

4. 1. Examination of the Results of Nanofluid 
Utilization: 
• Initially, the results showed that using nanofluids 

increases heat transfer and improves thermal 

conditions, which is due to the increased heat 

transfer coefficient. The maximum heatsink 

temperature for the Al2O3-water nanofluid at a flow 

rate of 200 ml/min and a 4% volume fraction 

decreased by 1.25% compared to water. This value 
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was 1.22% for TiO2-water and 2.41% for Cu-water. 

According to the results, the Cu-water nanofluid has 

the highest increase in heat transfer and the lowest 

maximum temperature. 

• Although using nanofluids can increase heat 

transfer, it also increases pressure drop and, 

consequently, increases pumping power. However, 

the increase in the heat transfer coefficient has a 

significant impact on reducing the maximum 

temperature, and it is better to bear the cost if needed 

to compensate for the pressure drop. The pressure 

drops for the Al2O3-water nanofluid at a flow rate of 

200 ml/min and a 4% volume fraction increased by 

13% compared to water. This value was 14% for 

TiO2-water and 25% for Cu-water. Therefore, the 

pressure drop for the Cu-water nanofluid is higher 

than the other two nanofluids. 

• The examination of the Nusselt number reveals an 

increase in heat transfer enhancement when using 

nanofluids. The Nusselt number shows an ascending 

trend with an increase in volume fraction and flow 

rate. The average Nusselt number for the Al2O3-

water nanofluid at a flow rate of 200 ml/min and a 

volume fraction of 4% increased by 9% compared to 

water. For the TiO2-water nanofluid, the increase 

was 8%, and for the Cu-water nanofluid, it was 16%. 

Therefore, the average Nusselt number for the Cu-

water nanofluid is higher than the other two 

nanofluids. 

• The analysis of the PEC number indicates that all 

three nanofluids increase the performance 

coefficient of the heatsink, and at a volume fraction 

of 4%, this increase is 5, 4, and 8 percent for Al2O3-

water, TiO2-water, and Cu-water, respectively. 

Considering the results, the Cu-water nanofluid has 

the best overall performance and can be the best 

option for improving the thermal-hydraulic 

performance in heat sinks. 
 

4. 2. Examination of the Results of Geometric 
Changes: 
• The microchannel with fins and cavities increases 

the fluid-solid contact area. This also affects the 

boundary layer, which breaks up and then forms 

again. Additionally, the use of fins within the 

microchannel enhances the velocity of flow. Due to 

these considerations, heat transfer in the new 

microchannels is superior to that of the original case, 

resulting in a lower maximum temperature of the 

heatsink. The maximum temperature reduction at the 

heat sink in the microchannel with fins, at a flow rate 

of 200 ml/min, is 3.5% compared to the initial 

configuration. For the microchannel with a cavity, 

this reduction is 1%. 

• Although the microchannel with fin provides a more 

uniform temperature distribution, its pressure drop is 

much higher than the other two geometries. The 

pumping power of the flow in the microchannel with 

fins at a flow rate of 200 ml/min increases by 400% 

compared to the initial state, while this value is 4% 

for the microchannel with cavities. Also, with an 

increasing flow rate, the rate of increase in pressure 

drop and pumping power of the microchannel with 

fins is higher. 

• Considering the two parameters of heat transfer and 

pressure drop, the microchannel with cavities 

performs better, and the performance of the 

microchannel with fins is lower than the base 

microchannel. The overall system performance 

drops by 4% when using a microchannel with fins, 

and if a microchannel with cavities is used, the 

performance improves by 8%. 
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Persian Abstract 

 چکیده 
از مطمئن از سینک حرارتی میکروکانال یکی  راهاستفاده  تراشهحلترین  تولید شده در  الکترونیکی است.  ها برای دفع گرمای  این مطالعه عددی یک سیک حرارتی  های  در 

درصد به عنوان سیال خنک   4و    2اکسید تیتانیوم در کسر حجمی متغیر  -اکسید آلومینیوم و آب -مس، آب -مورد بررسی قرار گرفته و از سه نانوسیال آب میکروکانال فرکتالی  

ترهایی مانند توان پمپاژ، عدد  کننده درون میکروکانال استفاده شده است. جریان سیال درون میکروکانال از جهت هیدرودینامیکی و حرارتی مورد بررسی قرار گرفت و پارام 

کند. نتایج نشان دادند که حداکثر  ناسلت و ضریب ارزیابی عملکرد بدست آمد. با توجه به نتایج با افزایش دبی جریان و کسر حجمی نانوذرات انتقال حرارت افزایش پیدا می

است که بیشترین مقدار بین  درصد کاهش داشته  41/2درصد، نسبت به آب خالص    4لیتر بر دقیقه و کسر حجمی  میلی  200مس در دبی  -دمای سینک حرارتی برای نانوسیال آب 

درصد است. با بررسی عدد ضریب   4درصد در کسر حجمی  25مس با مقدار -های دیگر است. ولی از طرف دیگر بیشترین مقدار افت فشار نیز متعلق به نانوسیال آب نانوسیال

دهد  درصد افزایش می  8عملکرد کلی را    مس بهترین عملکرد جامع را دارد که-کند و نانوسیال آب ارزیابی عملکرد، مشخص شد که عملکرد هر سه میکروکانال افزایش پیدا می

نانوسیال های آب  تیتانیوم قرار دارند که به ترتیب  -اکسید آلومینیوم و آب -و بعد از  در ادامه برای بهبود عملکرد   درصد عملکرد سیستم را افزایش می دهند.  4و    5اکسید 

هایی در سه شاخه اولیه میکروکانال ایجاد شده است. نتایج نشان از افزایش انتقال حرارت  میکروکانال با هدف افزایش انتقال حرارت و عملکرد کلی سینک حرارتی، فین و حفره

است که  درصد کاهش داشته 5/3لیتر بر دقیقه، نسبت به هندسه اولیه میلی 200برای هر دو هندسه جدید را دارد. حداکثر دمای سینک حرارتی برای میکروکانال با دنده در دبی 

درصد بیشتر از هندسه اولیه است که این مقدار برای میکروکانال با حفره    400درصد است. با این حال، افت فشار برای میکروکانال با دنده    1این مقدار برای میکروکانال با حفره  

بخشد و میکروکانال با دنده عملکرد  درصد بهبود می  8باشد. بررسی عدد ضریب ارزیابی عملکرد نشان داد که استفاده از میکروکانال با حفره عملکرد سیستم را  درصد می  4

 دهد. درصد کاهش می 4سیستم را 
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A B S T R A C T  
 

 

With the growing movement of using direct current (DC) load demands, as well as DC distribution 

generations (DGs), the distribution system has undergone significant changes on the production and 

demand side. Due to alternating current (AC) and DC generators and load demands, it is not cost-
effective to continue in the AC distribution system. Therefore, AC/DC hybrid distribution system 

planning is economical despite various demands and generations. On the other hand, uncertainty in load 

demand and output power of DGs cause the possible behavior of the distribution system. This behavior 
leads to risk in the distribution system. In this paper, the AC/DC distribution system planning is discussed 

by considering the risk. The planning problem in the matrix laboratory and general algebraic modeling 

system (MATLAB/GAMS) hybrid space has been formulated and solved. Using the K-means algorithm, 
the uncertainty related to renewable DG output power and load demand has been modeled. To verify the 

proposed method, it was implemented in a sample distribution system. 

doi: 10.5829/ije.2024.37.05b.06 
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NOMENCLATURE 

Acronyms  Parameters  

AC Alternating current dr  Discount rate, % 

DC Direct current mxmn XX ,  Minimum and maximum limit of the variable X 

DG Distributed generation Ncon  Number of lines that can be connected to each bus 

DSS Distribution substation 
gGC  Energy cost of generator g, $/MWh 

DNLP 
Nonlinear programming problem with 

discontinuous derivatives K  Total number of clusters 

EV Electric vehicle N  Number of network buses 

GAMS General algebraic modeling system Pr  Probability of scenario, % 

LV Low voltage Variables  

MATLAB Matrix laboratory   ,, , iiV  Voltage magnitude and phase angle at bus i for 

scenario ω 

MCS Monte Carlo simulation  ,, , ii QinjPinj  Active and reactive power injections at bus i for 

scenario ω 

MV Medium voltage  ,, , ii QcalPcal  Active and reactive power calculated at bus i for 

scenario ω 

OPF Optimal power flow  ,,,,,, ,, jijiji StrQtrPtr  Active, reactive and apparent power transmitted from 

bus i to bus j for scenario ω 

PV Photovoltaic  ,,, ,, nvnvnv SQP  the active, reactive and apparent power of the VSC 

PEM Point estimate method ,, jiMo  Modulation index of the VSC connected between bus 

i and bus j for scenario ω 

SSE The sum of the squared error 
 ,,

,
gg GG QP  Active and reactive power of generator g for scenario 

ω 

VSC Voltage source converter tOC  Cost of network operation at year t 

IGDT Information gap decision theory LC  Cost of network lines 

Sets VSCC  Cost of converters 

B  Set of all buses INVC  Investment cost 

AC

B

DC

B  ,  Set of the total of DC and AC buses 

respectively 
MOC  Cost of maintenance and operation of the system 

vsc  Set of AC/DC converters in the system MC  Cost of maintenance 

G  Set of all generators in the system TC  Total cost of the system 

DC

G

AC

G  ,  Set of AC and DC generators OPC  Cost of system operation 

S  Set of all scenarios M  Matrix of connection between buses 

T  Planning horizon Q  Line-type matrix connected between buses 

Indices A  Bus type vector 

ji,  Index of buses 
fs

sn  
The numbers of feasible solutions from the 
evaluation of system OPF 

  Index of scenarios sn  The total number of solutions 

g  Index of generators 
kGN  Number of samples in the cluster k 

nv  Index of converters k  Center of cluster k 

t  Index of years   

 
1. INTRODUCTION 
 

In the distribution system, due to the ever-increasing 

progress in the field of exploiting renewable energy 

sources and the multiplicity of DC-type loads, this 

system has undergone significant transformations and 

changes. On the other hand, the traditional distribution 

system is the AC system. Therefore, the distribution 

system includes additional DC DGs and load demands 

along with AC loads and generators. With all types of 

loads and DGs, the implementation of an AC/DC 

distribution system is an attractive solution for planners. 

In AC/DC system, load forecasting and power generation 

of renewable sources such as solar and wind is always 

associated with uncertainty. Thus, the distribution system 

has faced risk (1-6). 

An overview of the studies carried out in hybrid 

distribution system planning is given below. A new 

model for AC/DC distribution network planning is 

presented in literature (7-10). In this model, the type of 

lines, buses, and network structure are determined. In the 

AC/DC system planning, it is focused on determining the 

location and capacity of DGs (11-15) and electric 

vehicles (EVs) (12, 14). A novel two-stage stochastic 

planning model is proposed by Sabzian Molaee et al. 

(13). In this paper, the lifetime of the voltage source 
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converter (VSC) is modeled, and it is included in the 

hybrid planning problem. The AC/DC microgrid 

planning is discussed in literature (16-21). The decision 

variables of the problem are the capacity of DGs (19, 21), 

and the type of feeders (AC or DC) (16-18, 20). A bi-

level planning model for the AC/DC distribution system 

considering N-1 events is presented by Wu et al. (22). 

The high-level model optimizes the total investment and 

operating costs in the AC and DC system over the entire 

planning horizon. In the low-level model, the goal is to 

improve the reliability of the DC system under the worst 

case of N-1. Yu et al. (23) introduced and disscussed 

advantages of the DC system. At the end, thye added the 

DC system to the usual AC system and explained the 

advantages of the hybrid system. Number of investigators 

(24-26) dealed with the planning and expansion of the 

AC/DC distribution system. In general, there are several 

methods for modeling uncertainties in problems, 

including interval optimization, robust optimization, 

stochastic optimization, possibility method, hybrid 

optimization method, and information gap decision 

theory (IGDT) (27). However, in the studies conducted 

in the field of AC/DC planning, the Monte Carlo 

simulation (MCS) technique (7-9, 12, 13), robust 

optimization (18), and scenario approach (24, 25) have 

been used to model the random behavior of load demand 

and power generation of DGs in the problem. 

Among the advantages of the conducted studies, we 

can mention the implementation of AC/DC distribution 

system planning. Traditionally, the distribution system is 

planned as AC. However, due to the large number of DC 

load demands and DC DGs, the need for a converter to 

convert power in the traditional system will increase. 

Therefore, the AC/DC distribution system is one of the 

solutions in the presence of multiple DC loads and DGs. 

On the other hand, in several studies conducted in the 

field of AC/DC planning, the uncertainties in the problem 

have been modeled. However, one of the disadvantages 

of studies in this field is not considering the risk. Because 

the distribution system inherently has probabilistic 

behavior. This possible behavior leads to risk in the 

problem. Therefore, it is necessary to model the risk 

governing the AC/DC distribution system planning 

problem. 

So far, the AC/DC hybrid distribution system has 

been studied from different perspectives. However, none 

of the studies conducted were considered risk in the 

AC/DC hybrid distribution system planning. Risk-based 

AC/DC distribution system planning is discussed in this 

paper. Considering the uncertainties in load demand and 

output power of DGs, the possible evaluation of the 

system has been done. The K-means algorithm has been 

used to model the uncertainties of the problem. The 

planning goal is to minimize the investment and 

operation costs under the risk of uncertainties. The 

proposed mathematical model has been solved in the 

MATLAB/GAMS hybrid space. The effectiveness of the 

proposed model is demonstrated by applying it to a 

distribution test system under different risk levels. 

 

 

2. AC/DC HYBRID DISTRIBUTION SYSTEM 
PLANNING MODEL 
 

In the AC/DC distribution system planning problem, full 

knowledge of consumption information leads to reliable 

planning. On the other hand, due to the different 

conditions governing the amount of consumption, 

registration, and collection of cargo information, this 

information is always associated with uncertainty. 

Another problem is the existence of renewable sources, 

such as wind and solar energy, in AC/DC distribution 

system planning. These resources depend highly on 

natural factors such as wind speed and solar radiation. 

For this reason, the output power of these sources is 

associated with uncertainty. Therefore, the AC/DC 

distribution system planning problem includes some 

parameters with possible behavior. The uncertainty 

related to renewable DG output power and the load 

variability is the leading cause of this behavior. It is 

necessary to explain that the possible behavior of these 

parameters causes risk. Obviously, the greater the 

uncertainty in the system information, the greater the 

deviation from the actual values (28, 29). 

In this paper, AC/DC distribution system planning is 

discussed by considering the risk caused by the 

uncertainty in AC and DC load demands and the output 

power of renewable sources such as wind and 

photovoltaic (PV). Figure 1 shows the schematic view of 

the risk-based planning problem. 

 
2. 1. Modeling of Uncertainties                Among the 

uncertainty modeling methods, MCS and point estimate 

method (PEM) have been used in many problems. In the 

MCS method, the results are highly accurate, but the 

calculations are time-consuming. In the PEM method, for 

 

 

AC/DC load 

demand

Uncertainties

Output power 

of Wind-based 

DGs

Output power 

of PV-based 

DGs

Probability of network behavior

Risk in AC/DC distribution system planning

 
Figure 1. Schematic view of risk-based hybrid distribution 

system planning 
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large-scale problems, the volume of calculations is 

heavy, which is not practical. Recently, clustering 

methods have been given attention in non-deterministic 

problems. Among these methods, the K-means algorithm 

is popular. The reasons for this popularity include very 

high execution speed, the simplicity of the algorithm, and 

the ability to use this algorithm for large amounts of data. 

This algorithm is an iterative algorithm that divides the 

data set into K distinct non-overlapping clusters 

according to their characteristics (27, 30). The 

implementation process of this algorithm is described in 

the following. 
In AC/DC hybrid distribution system planning, the 

stochastic nature of renewable sources, load demand, and 

EV demand are considered. The algorithm of K-means is 

utilized to cluster the uncertainties in the problem. The 

purpose of this algorithm is to find the center of clusters 

so that the data distance of each cluster to the center of 

that cluster is minimized. The process of implementing 

the K-means algorithm is as follows (31): 

Step 1, determine the number of clusters (K) 

Step 2, select K samples as the cluster center coordinates 

Step 3, assign all samples to the nearest cluster center 

Step 4, calculate the center of the clusters as follows (ds 

represents the data s): 




=
kk

Gs

s

G

k d
N

1
  

(1) 

Step 5, calculate the sum of the squared error (SSE) 

function in the form of Equation 2: 

2


 

−=
Kk Gs

ks

k

dSSE   
(2) 

Step 6, repeat steps 3 to 5 until the stopping criteria of the 

algorithm are not met. The criteria for stopping in this 

algorithm are no change in the members of each cluster, 

no change in the center of each cluster, or minimum SSE. 

Therefore, in the output of the K-means algorithm, 

the center of the clusters of all uncertain parameters is 

obtained. 

 

2. 2. Network Structure Formation            The 

structure of the AC/DC network consists of a 

combination of AC and DC distribution systems along 

with converters. The equipment of these systems is AC 

and DC loads, AC and DC energy sources, and a voltage 

source converter (VSC). VSC is used to convert AC to 

DC power or vice versa. Figure 2 shows the types of 

buses in the AC/DC distribution system (2, 32, 33). 

Therefore, in the problem of AC/DC distribution 

system planning, the system structure consists of 3 parts. 

In the first part, the connection between the buses (M) is 

obtained by the N×N binary matrix. So, if there is a 

connection between the buses, it is equal to one; 
 

~ =

AC DC 

AC bus DC bus

= ~

DC AC 

VSC VSC

 
Figure 2. Types of buses in AC/DC hybrid network 

 

 

otherwise, it is zero. In the second part, the type of 

connection between the buses (Q) is also determined by 

the N×N binary matrix. If the communication line 

between bus i and bus j is of DC type, then Q(i,j) is one; 

otherwise, it is zero. The third part also consists of the 

binary vector of system bus type (A). If bus i is DC, then 

A(i) is one; otherwise, zero. 

 

 

3. PROBLEM FORMULATION 
 
The planning problem is formulated as a stochastic 
optimization problem with the following objective 
function and constraints. 
 

3. 1. Objective Function          The objective is to 

minimize the investment and operation costs as follows: 

( ) MOCINVCTC +=min  (3) 

VSCCLCINVC +=  (4) 


 +

+
=

Tt
t

d

t

r

OCMC
MOC

)1(

 
(5) 




=
S

prOPCOC tt



,8760  
(6) 

In AC/DC hybrid planning, optimal power flow (OPF) is 

employed to determine the operating cost of the system 

structure. The problem of OPF is modeled in GAMS as a 

nonlinear programming problem with discontinuous 

derivatives (DNLP). CONOPT is one of the nonlinear 

solvers which has been used to solve the OPF problem. 

The goal of OPF is to minimize the cost of energy 

generation as follows: 

( ) 


=
G

gg

g

GG PCOPCmin
 

(7) 

 

3. 2. Constraints           The constraints are categorized 

into two groups: 1) technical constraints and 2) risk 

constraint. 
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3. 2. 1. Technical Constraints           The technical 

constraints include the equations of active and reactive 

power balance, voltage constraints, thermal constraints of 

the equipment capacity, energy generation constraints, 

and network structure constraints. Constraints 8-16 are 

considered the constraints of the OPF problem. 

Constraints 17-19 indicate the binary variables of the 

structure matrices. In order to avoid congestion and 

isolation of each bus, communication is limited to 

Constraints 20 and 21 (7). 

 ,, ii PcalPinj =      
SBi  ,,  (8) 

 ,, ii QcalQinj =   
SBi  ,,  (9) 

mximn VVV  ,
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2

,, 
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mxjimn MoMoMo  ,,
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3. 2. 2. Risk Constraint                    In general, the 

behavior of the distribution system is inherently 

probabilistic. This possible behavior is related to the 

uncertainties in the load demand and the output power of 

renewable energy sources. On the other hand, this 

behavior is the main source of risk in the distribution 

network. In this paper, risk is considered as one of the 

constraints of the problem, and it is calculated based on 

the following steps:  

Step 1, modeling random parameters in the planning 

problem using the K-means algorithm.  

Step 2, generation of scenarios (combines the center of 

clusters of random parameters of the set of scenarios). 

Step 3, run OPF for each scenario.  

Step 4, repeat step 3 for all scenarios.  

Step 5, calculates the percentage of system risk (based on 

the ratio of the total number of feasible solutions of OPF 

to the total number of solutions). The mathematical 

model of risk is defined by (an infeasible OPF solution 

due to the violation of one or more of the constraints): 

s

fs

s

n

n
Risk −= 1

 
(22) 

In this paper, a genetic algorithm (GA) is used to 

solve the optimization problem. In the AC/DC hybrid 

distribution system planning, the connection of lines 

between buses, the type of connection, and the type of 

buses (the type means AC or DC) are the decision 

variables of the problem. Each chromosome, which is a 

member of a population, shows a network structure. The 

structure of the proposed chromosome contains several 

substrings, as shown in Figure 3. The first part of the 

chromosome, which consists of two substrings, has the 

Nc gene. The first substring (M) represents the 

connection between buses. The value of zero and one in 

the genes of this substring M(i,j) indicates the lack of 

connection and connection between the buses i and j, 

respectively. The second substring (Q) indicates the type 

of communication between the buses, So the value of 

zero and one in the gene Q(i,j) represents the type of AC 

and DC line between buses i and j, respectively. The 

second part of a chromosome (A) has the number of N 

genes that indicate the type of network buses. The values 

of zero and one in these genes represent AC and DC 

buses, respectively. 
 
 

4. TEST SYSTEM AND SIMULATION RESULTS 
 
The proposed model and method for the planning 

problem of the AC/DC distribution system have been 

tested on a sample distribution system of 13 buses, as 

shown in Figure 4. In this system, there is a variety of AC 

 

 

Q
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Nc=(N)(N-1)/2

0 1 …... 0

0 1 …... 0

N

M (i,j) A (1) A (N)M (1,2)

M
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Figure 3. Proposed chromosome structure 
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Figure 4. The studied system 

 

 

and DC-type loads and sources. The distribution 

substation (DSS) is connected to bus 1. All input 

information required in this system is extracted from 

literature (7). The proposed planning method was 

implemented in the MATLAB/GAMS hybrid 

environment. By performing numerous experiments in 

this numerical study, the population, number of 

generations, probability of crossover, and mutation 

operator were set to 300, 150, 0.9, and 0.125, 

respectively. It should be noted that in this paper, the 

number of clusters for all random parameters in the 

system is 3 clusters. In the following, the AC and AC/DC 

distribution system planning under 4 cases have been 

discussed. 

 

4. 1. Case 1: Distribution System Planning and 
Comparison            In this case, the AC and AC/DC 

system planning problem has been addressed without 

considering the risk constraint. The purpose of 

implementing this case is to show the validity of the 

proposed method. By implementing this case, the optimal 

structure of AC and AC/DC distribution system planning 

has been achieved, similar to the optimal structure of the 

AC and AC/DC distribution system (7). Also, the results 

were compared with the reported data in literature and 

also presented in Table 1. Therefore, the sameness of the 

optimal structure of the AC and AC/DC distribution 

system, as well as the comparison of the cost results of 

this case with the mentioned reference, shows the 

correctness of the optimization method. 

In Tables 1 and 2, a and b show AC and AC/DC 

distribution system planning, respectively. 

 

4. 2. Case 2: Distribution System Planning under 
Risk Less than 20%            In this case, the distribution 

system planning has been done considering the risk of 

less than 20%. From the implementation of this case, the 

optimal planning structure of the AC and AC/DC 

distribution system has been obtained according to 

Figures 5 and 6, respectively. The results of planning 

costs under a risk of less than 20% are given in Table 2. 
In AC system planning, all buses and lines are of AC 

type. Therefore, in this planning, only the system 

structure is the decision variable of the optimization 

algorithm. However, in AC/DC system planning, the type 

of lines and buses, as well as the system structure is 

determined by the optimization algorithm. In AC 

planning, because all lines and buses are of AC type, 

more converters are needed in this planning. This 

increase in the number of converters leads to increase in 

investment costs and total planning costs. The results in 

Table 2 under the risk of less than 20% show that the 

lowest planning costs are related to AC/DC network 

planning. According to the studied network, buses 11 and 

12 are composed of PV and EV, respectively. In the 

optimal AC network planning (Figure 5), a converter is  

 

 
TABLE 1. The results of costs in the distribution system from 

the implementation of case 1 

Type Case 
LC 

M$ 

VSCC 

M$ 

INVC 

M$ 

TC 

M$ 

a 
Case 1 1.7136 2.0485 3.7621 47.3564 

[7] 1.7136 2.0485 3.7621 47.3567 

b 
Case 1 1.2264 1.7595 2.9859 45.6586 

[7] 1.2264 1.7595 2.9859 45.6596 

 

 
TABLE 2. Cost of different distribution systems under 

different conditions 

Case Type 
LC 

M$ 

VSCC 

M$ 

INVC 

M$ 

TC 

M$ 

Case 2 
a 1.5120 2.0485 3.5605 44.7625 

b 1.2152 1.5725 2.7877 39.4667 

Case 3 
a 1.6128 2.0485 3.6613 45.1517 

b 1.2152 1.5725 2.7933 42.4984 

Case 4 
a 1.6464 2.0485 3.6949 46.6823 

b 1.2208 1.6575 2.8783 45.1494 
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Figure 5. The optimal structure of AC distribution system under 

case 2 
 

 

Figure 6. The optimal structure of AC/DC distribution system 

under case 2 

 

 

  
Figure 7. Bus voltage profile for AC distribution system under 

case 2 
Figure 8. Bus voltage profile for AC/DC distribution system 

under case 2 
 

 

4. 3. Case 3: Distribution System Planning under 
Risk Less than 10%            In this case, the goal is to 

find the AC and AC/DC distribution system planning 

where the risk is less than 10%. The results of planning 

costs from the implementation of this case are given in 

Table 2. The optimal planning structure of AC and 

AC/DC distribution system is also shown in Figures 9 

and 10, respectively. Also, the bus voltage profile for AC 

and AC/DC system planning is shown in Figures 11 and 

12, respectively. According to the results of this case, 

AC/DC distribution system planning has lower costs than 

AC system planning. Therefore, by planning the AC/DC 

distribution system, it is possible to achieve an optimal 

structure with minimum planning costs. Also, according 

to the results of this case, with the reduction of risk, all 

planning costs have increased compared to the results of 

the previous case. 

4. 4. Case 4: Distribution System Planning under 
Zero Risk             In this case, the problem of distribution 

system planning has been discussed, considering the 

condition of zero risk. Therefore, in AC system planning, 

the goal is to find an optimal structure in which risk does 

not occur. Also, in AC/DC planning, the goal is to find 

the type of buses and lines as well as the system structure 

so that the risk of the problem is zero. The results of this 

case are presented in Table 2. The optimal structure and 

bus voltage profile for AC and AC/DC system planning 

under zero risk are shown in Figures 13 to 16. According 

to the results of Table 2, when the planning problem is 

implemented under zero risk, the costs of AC and AC/DC 

system planning have increased compared to the previous 

two cases. Therefore, reducing the risk of the problem 

leads to an increase in planning costs. The results of this 

case are similar to the results of cases 2 and 3, indicating 
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that AC/DC system planning has lower planning costs 

than AC system planning. In AC/DC planning, the type 

of buses and lines and the system structure are 

determined by the optimization algorithm with the aim of 

the lowest planning costs. However, in AC planning, the 

algorithm only determines the system structure and the 

type of buses and lines that are fixed AC. 
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Figure 9. The optimal structure of AC distribution system under 

case 3 
 

 

Figure 10. The optimal structure of AC/DC distribution system 

under case 3 

 

  
Figure 11. Bus voltage profile for AC distribution system under 

case 3 
Figure 12. Bus voltage profile for AC/DC distribution system 

under case 3 
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Figure 13. The optimal structure of AC distribution system 

under case 4 

Figure 14. The optimal structure of AC/DC distribution system 

under case 4 
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Figure 15. Bus voltage profile for AC distribution system under 

case 4 
Figure 16. Bus voltage profile for AC/DC distribution system 

under case 4 
 

 

In this paper, the planning problem is implemented 

under 4 cases that include planning without considering 

risk, considering risk less than 20%, less than 10%, and 

zero risk. In the first case, the planning results are 

compared with the mentioned reference results, and the 

correctness of the proposed method has been 

demonstrated. In cases 2 to 4, the planning problem has 

been implemented by reducing risk value. As shown in 

Figures 17 to 19, planning costs have increased with the 

reduction of risk. On the other hand, in all implemented 

cases, the minimum cost is related to AC/DC system 

planning. Therefore, optimal planning can be achieved 

by AC/DC planning under different risk levels. 

 

 

 
Figure 17. Planning results of investment costs under 

different risk levels 

 

 

 

 
Figure 18. Planning results of maintenance and operation 

costs under different risk levels 

 
Figure 19. Planning results of total costs under different risk 

levels 

 

 
TABLE 3. Values of random variables for a scenario 

Type a b 

Load Demand 54.14 % 48.57 % 

EV Demand 44.08 % 37.53 % 

Wind-DG Power 84.73 % 84.69 % 

PV-DG Power 14.79 % 13.41 % 

 

 

5. CONCLUSION 
 

Today, in traditional distribution systems (of AC type), 

the multiplicity of loads and energy sources of DC type 

has made it uneconomical to continue in this system. 

Therefore, a solution can be to switch to an AC/DC 

distribution system due to the presence of various loads 

and energy sources. In this paper, the AC/DC distribution 

system planning is discussed. On the other hand, the 

uncertainties related to the forecasting of load demand 

and renewable DG output power cause the possible 

behavior of the distribution system. This behavior leads 

to risk in the distribution system. The K-means clustering 

method has been used to model the uncertainties in the 

problem. The goal of the problem is to minimize the 

investment and operation costs of the plan under possible 

risks to the network. The proposed mathematical model 

has been solved in the MATLAB/GAMS hybrid space. 

The effectiveness of the proposed model is demonstrated 
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by applying it to a distribution test system. In this paper, 

the planning problem has been tested under 4 cases. In 

the first case, the goal is the correctness of the proposed 

method. In cases 2 to 4, planning has been done by 

reducing the value of risk. According to the results 

obtained from these cases, it can be concluded that 

reducing the value of risk leads to an increase in planning 

costs. The results of AC/DC system planning show that 

due to AC and DC buses and lines in this system, optimal 

planning can be achieved with the goal of minimum 

planning costs. The results of numerical studies show that 

changes in the value of risk impact the planning problem. 
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Persian Abstract 

 چکیده 
الکتریکی گردیده    انرژی  توزیع  یدر شبکه  تقاضا   و  تولید  سمت   در  توجهی  قابل  تغییرات ، منجر به  DC  نوع  از  الکتریکی   بارهای  و  تولیدات پراکنده  از   استفاده  حرکت رو به رشد

  AC/DC  توزیع  یشبکه   ریزیبرنامه  بنابراین.  باشدنمی  صرفهبه  مقرون  ACتوزیع    شبکه  در  دادن  ادامه  AC  و  DC  نوع  از  بارها  و  انرژی  منابع  از اینرو به دلیل حضور  است.

  بینی پیش  در  موجود  هایقطعیتعدم  طرفی  از.  یافت  دست  توانمی   انرژی  منابع  و  بارها   تنوع  حضور  در  ایمن  و  مطمئن  اقتصادی،  ریزیبرنامه  یک  به  که  است  مناسبی  گزینه

 ریزی برنامه   به  روپیش  مقاله  در.  دهدمی  قرار  ریسک  معرضرا در    توزیع  یشبکه   ،رفتار  ینا  گردد.  می  توزیع  یشبکه   احتمالی  رفتار  باعث   انرژی  منابع  تولیدی  توان  و  بار   تقاضای

.  است   شده  استفاده  K-means  بندیخوشه  روش   از   مسأله  در  موجود  هایقطعیتعدم  سازیمدل   برای.  است  شده  پرداخته  ریسک  بر  مبتنی   AC/DC  ترکیبی  توزیع  یشبکه

 بندیفرموله  hybrid MATLAB/GAMS  فضای  در  هاقطعیتعدم  از  نأشی   ریسک  تحت   طرح  هایهزینه   کاهش  هدف  با  سازیبهینه   مدل  قالب  در   ریزیبرنامه   مسأله  همچنین

 ی توزیع نمونه نشان داده شده است.کارایی روش بیان شده با انجام مطالعات عددی بر روی شبکه. است شده حل و ریاضی
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A B S T R A C T  
 

 

This paper investigates the electrical behavior and performance of a  Dual Metal Gate Overlap on  Drain 

Side Tunnel Field Effect Transistor with Spacer (DMG-ODS-TFET) in 10 nanometer technology. In this 

design, the utilization of two different metals to create the gate effectively maintains electrostatics and 
minimizes gate leakage current. This structure is formed by silicon dioxide and hafnium oxide as 

dielectric materials. The drain current characteristics such as subthreshold swing, on-state current, off-

state leakage current, and transconductance are calculated for the proposed device using the available 
two-dimensional numerical device simulator silvaco tool. The characteristics of the proposed device vary 

with changes in channel length, doping concentrations of the drain and source, and the thickness of the 

oxide layer. This structure shows a lower off current, and better on-to-off current ratio with improved 
drain current. Consequently, the proposed design effectively balances gate control and leakage current, 

resulting in superior to conventional and dual metal gate devices. Based on improved performance 

parameters, this proposed structure is suitable for high-frequency applications. 

doi: 10.5829/ije.2024.37.05b.07 
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NOMENCLATURE   

tox Oxide thickness SiO2 Silicon dioxide 
Vds Drain to source voltage HfO2 Hafnium oxide 
Id Drain Current Vgs Gate to source voltage 
Ion On state current Ioff Off state current 
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1.INTRODUCTION 
 

The Metal Oxide-Semiconductor Field-Effect Transistor 

(MOSFET), is a fundamental electronic device used in a 

wide range of applications, from digital and analog 

circuits to power electronics. It serves and gives the 

crucial building block in modern electronic systems, 

allowing for the control and amplification of electrical 

signals. MOSFETs are the basic foundation of modern 

digital integrated circuits (ICs) such as microprocessors 

and memory chips (1). They are used in various analog 

applications, including amplifiers, voltage regulators, 

and analog switches. MOSFETs are employed in high-

power applications like motor control, voltage inverters, 

and switching power supplies. RF MOSFETs are used in 

wireless communication devices and RF amplifiers. 

However, due to limited voltage handling capabilities 

compared to other devices,Tunnel Field Effect Transistor 

(TFET) have come up in to the semiconductor industry 

(2). For over five decades, the semiconductor industry 

has relied on the miniaturization of circuits through the 

downsizing the length of MOSFET as its primary device 

(3). However, conventional MOSFETs have limitations, 

such as a sub-threshold slope limited to 70 mV/decade 

and strict power constraints after scaling down the 

devices. Consequently, extensive research has sought 

alternatives for nano integrated circuits, leading to the 

adoption of highly energy-efficient TFETs for future 

applications. TFETs exhibit a sub-threshold slope of less 

than 70 mV/decade, making them ideal for commercial 

low-power uses (4).  

As the semiconductor industry continues to advance 

towards smaller nodes and, the development of modern 

novel transistor designs becomes imperative to maintain 

performance gains while mitigating power consumption. 

Therefore, TFETs have garnered significant attention due 

to their potential to provide steep subthreshold slopes, 

reduced leakage current, and improved energy efficiency 

compared to conventional MOSFETs. In this work, the 

device modelling and the impact of dual metal gate 

overlap on the drain side of Tunnel Field Effect 

Transistor (DMG-ODS-TFET) with spacer technology is 

implemented in 10nm node (5). Both MOSFETs and 

TFETs are important semiconductor devices used in 

electronic circuits. While MOSFETs are widely 

established and versatile, TFETs offer unique 

characteristics that make them promising devices for 

specific applications, particularly in low-power and high-

frequency domains (6). The choice between these two 

transistors depends on the specific requirements of the 

electronic system being designed. The TFET is an 

advanced semiconductor device that operates based on 

the principle of quantum mechanical tunneling. It offers 

unique properties and advantages, making it a promising 

device in the field of electronics. Researchers continue to 

explore and develop TFETs to harness their full potential 

in future electronic systems (7). 

The TFETs are emerging as the most promising 

devices for low-power applications, offering several 

advantages over MOSFETs. However, a significant 

limitation of TFETs is their low ON current. Therefore, 

researchers are actively working on enhancing the ION 

current in TFETs. One approach involves using high-k 

dielectric materials to improve mobility and ION current 

(8). The higher permittivity of these dielectric materials 

reduces gate dielectric leakage, and metal gates 

effectively control electrons within the high-k dielectric 

(9). This addition of high-permittivity dielectric materials 

enhances carrier mobility in the channel region and 

increases the ON current of TFETs. In TFETs, the 

implementation of multiple gate structures provides 

better control over the channel potential and increases the 

effective tunneling area, resulting in improved ON 

current (10). The primary tunneling area in TFETs is at 

the source-channel junction, and employing multiple gate 

structures effectively enlarges this tunneling area. 

Combining multi-material and double-gate TFET 

devices results in a high ON current. Additionally, 

increasing the source doping concentration enhances the 

ON current. To further suppress ambipolar effects and 

increase the ON current, lower band gap materials are 

employed. Hetero-junction devices are also used to 

achieve a lower effective band gap at the source-channel 

junction (11). 

In the evolving field of the semiconductor industry, 

the rigorou`s pursuit of miniaturization and improved 

performance has led to the development of advanced 

transistor structures (12). Among these innovations, the 

DMG-ODS-TFET has gained prominence in the 10nm 

technology node. This device explores into the 

investigation and analysis of a crucial aspect of the 

proposed device. The rigorous demand for faster and 

more energy-efficient electronic devices has spurred 

continuous innovation in semiconductor manufacturing. 

As silicon technology advances into the 10nm node and 

beyond, transistor design has become increasingly 

complex. One notable development in this pursuit of 

performance optimization is the  spacer technology (13). 

The advanced DMG-OD-TFET addresses the 

limitations of traditional TFET designs and enhances 

performance device parameters in submicron technology 

(14). This innovative design comprises two components 

such as a dual metal gate (DMG) and spacer material on 

the drain side. The hetero dielectric gate stack employs 

two distinct dielectric materials high-k dielectric 

material, specifically hafnium oxide (HfO2), and low-k 

dielectric material, such as silicon dioxide (SiO2). By 

incorporating these dielectric materials into the design, it 

can optimize the electric field distribution, resulting in 

improved electrostatic control (15). This enhanced and  
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improvement will control effectively mitigates ambipolar 

conduction and significant challenge in TFETs, and 

enables efficient modulation of advanced device's on/off 

characteristics. Additionally, the integration of advanced 

gate overlap on the drain side into the TFET structure 

with HfO2. This overlap physically separates the source 

and channel regions, thereby reducing direct source-to-

drain tunneling current, a major contributor to off-state 

leakage in TFETs. Through the minimization of this 

leakage current, the underlap spacer enhances the on/off 

current ratio and overall device performance. However, a 

comprehensive analysis is essential to understand the 

impact of these design modifications on various metric 

devices. 

The TFET offers several advantages, including a sub-

60 mV/dec subthreshold swing (SS) at room temperature 

and reduced leakage current. This makes it a promising 

alternative to traditional MOSFETs for low-power 

applications. Various techniques have been explored to 

enhance TFET performance, such as employing graded 

Silicon and Germanium heterojunction TFETs through 

bandgap engineering and using dual spacer dielectrics 

SiO2 and HfO2. Additionally, reducing leakage current 

and subthreshold swing has been achieved by employing 

a very lightly doped drain material (with ND ≈ 2 × 1018 

cm−3) with a low density of states, such as Indium 

Gallium Arsenide. In this design, the length of the lightly 

doped drain should be limited to around 10 nm. Recent 

research has demonstrated that TFET performance can be 

further improved by introducing a non-uniform body 

thickness (16). In this paper, the two-dimensional cross 

sectional view and simulations of DMG-OD-TFET with 

low leakage current and low ON-to-OFF ratio is 

presented and introduced a new phenomenon called gate 

overlap on the drain side and demonstrate the presence of 

off-state current as the channel length is reduced to 10nm. 

The DMG-OD-TFET is a promising device for 

advanced integrated circuits due to its ability to mitigate 

short-channel effects and improve device performance 

(17). Spacer technology, which involves the use of 

dielectric materials around the gate electrode, further 

enhances transistor performance by reducing leakage 

currents and improving electrostatic control. The overlap 

region, where the gate material extends beyond the gate 

dielectric, plays a pivotal role in device performance 

(18). It shows directly impacts device characteristics such 

as threshold voltage, subthreshold swing, and drain-

induced barrier lowering (DIBL) (19). 

The DMG-ODS-TFET in 10nm Node refers to an 

advanced semiconductor technology that plays a crucial 

role in enhancing the performance and energy efficiency 

of new transistors in the 10-nanometer semiconductor 

manufacturing process. This technology leverages a 

DMG design and spacer integration to address drain-

induced barrier lowering (DIBL) and improve the overall 

proposed transistor characteristics in the 10nm node. The 

10nm semiconductor manufacturing process in this 

proposed device signifies a high level of miniaturization 

and a substantial increase in transistor density compared 

to previous nodes. This design is crucial for optimizing 

transistor performance and mitigating various electrical 

characteristics, drain current, analog characteristics, and 

RF characteristics. The gate structure extends slightly 

beyond the drain region of the transistor. This extension 

is strategically engineered to address issues like DIBL, 

where the control of the proposed TFET behavior is 

affected by the voltage at the drain terminal. The 

proposed DMG-ODS-TFET relies on quantum tunneling 

for its operation, offering potential advantages in terms 

of reduced power consumption and improved drain 

current characteristics compared to conventional TFETs. 

Spacer materials SiO2 and HfO2 are the insulating 

materials around the gate structure to fine-tune the 

transistor characteristics and mitigate unwanted electrical 

effects. 

 

 

2.  DEVICE STRUCTURE AND SIMULATION 
PARAMETERS 
 
The DMG-ODS-TFET leverages quantum tunneling for 

electron transport, making it a promising device for low-

power applications. In the context of this proposed 

structure, it has two different gate materials, often used 

to control different aspects of device performance (20). 

The proposed device typically consists of a source, a 

drain, a channel, and a dual gate. The gate is usually 

separated from the channel by a thin insulating layer, and 

the gate materials can vary (21). A spacer material was 

added to this structure to enhance the device 

characteristics. The 10-nanometer node allows for more 

transistors per unit area and can offer improved 

performance and power efficiency. The overlap can 

impact the device's characteristics, such as threshold 

voltage and subthreshold swing, which are crucial for 

TFET performance (22). In this device, electrons tunnel 

through a thin insulating barrier between the source and 

the channel, which is different from traditional transistors 

like MOSFETs, where electrons move through a 

conductive channel as shown in Figure 1. 

The mesh and two-dimensional cross-sectional view 

of the proposed device and its electric field distribution 

and potential distributions as shown in Figures 2, 3 and 

4.  

The TFET technology with other innovations, such as 

three-dimensional integration and advanced packaging 

techniques, could lead to enhanced overall system 

performance. Controlling the doping profiles in the TFET 

structure, especially in the drain region, can impact the 

tunneling process. Optimizing the doping concentration 

and distribution can contribute to better device 

characteristics. 
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Figure 1. 2 D cross-sectional view of proposed Dual 

Material Gate Overlap on Drain Side TFET with spacer 

 

 

 
Figure 2. Mesh View of  proposed device 

 

 

 
Figure 3. Electric field distribution of proposed device 

 

 

The simulation work is carried out  with three different 

drain doping concentrations (Nd = 1 × 1018 cm−3, 2 × 1018 

cm−3, and 3 × 1019 cm−3) for the proposed device. Table 

1 presents the values of the gate work function, gate-on-

drain overlap work function, and equivalent oxide 

thickness beneath the gate-on-drain 

overlap for each of these drain doping concentrations 

(23). The channel length for all structures was set at 10 

nanometers. The same gate work functions were utilized 

in the remaining three configurations. In these proposed 

structures, the selected a gate-on-drain overlap length of 

 
Figure 4. Potential distribution of proposed device 

 

 

TABLE 1. Parameter used for the simulation proposed device 

Used Parameter DMG-ODS-TFET 

Device Length (WL) 60 nm 

Gate Length (LG) 10 nm 

Source Length (LS) 25nm 

Drain Length (LD) 25nm 

Channel Length (LC) 10nm 

Doping of Source (DS) 1x1020 cm-3 

Doping of Drain (DD) 1x1018 cm-3 

Doping of Channel (DC) 1x1017 cm-3 

Metal Gate Work Function (WF) 4.8eV 

 

 

20 nm, which was found to be optimal for reducing 

ambipolar current in DMG-OD-TFET (24). Importantly, 

the introduction of the gate-on-drain overlap did not have 

an adverse impact on the AC performance of the device 

through increased gate-drain capacitance. 

The on state current and off state current for different 

doping concentrations are summarized in Tables 2, 3 and 

4. 

 
 
3. RESULTS AND DISCUSSION 
 
The drain current (Id) versus gate-to-source voltage 

(Vgs) characteristics for a proposed device, investigating 
 
 
TABLE 2. On current and off current at Nd= 1 × 1018 cm−3  

Gate Length Ion(A/µm) Ioff(A/µm) Ion/Ioff 

L=22nm 4.2174e-6 1.08069e-17 3.90247e+11 

L=18nm 1.514e-5 1.00242e-17 1.51032e+12 

L=14nm 5.435e-5 1.08069e-17 5.02921e+12 

L=12nm 8.1414e-5 9.21128e-18 8.83853Ee+12 

L=10nm 8.1618e-4 9.21128e-18 4.9189e+14 
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TABLE 3. On current and off current at Nd= 2 × 1018 cm−3  

Gate Length Ion(A/µm) Ioff(A/µm) Ion/Ioff 

L=22nm 4.1233e-5 4.98288e-19 8.27504e+13 

L=18nm 6.4603e-5 2.24135e-18 2.88231e+13 

L=14nm 7.1246e-5 1.01878e-17 1.54046e+13 

L=12nm 8.9812e-5 6.67237 e-15 2.68791e+13 

L=10nm 6.1735e-4 2.15899 e-9 2.98498e+13 

 
 
TABLE 4. On current and off current at Nd= 3 × 1018 cm−3  

Gate Length Ion(A/µm) Ioff(A/µm) Ion/Ioff 

L=22nm 4.0162e-6 1.00224e-18 4.00719e+13 

L=18nm 7.9799 e-6 2.20201e-17 3.62393e+11 

L=14nm 1.0376e-6 5.45632e-14 3.74891e+11 

L=12nm 9.4744e-6 3.87088e-14 3.98756e+11 

L=10nm 9.4892e-6 1.1615e-9 2.12042e+11 

 
 

the behavior of this proposed transistor under different 

operating conditions (25). The dual metal gate overlap on 

the drain (DMG-OD) side can help to reduce the 

tunneling barrier and improve electron injection from the 

source to the channel (26). This can lead to a higher on-

state current (Ion) compared to traditional TFET designs. 

Consequently, the Id and Vgs curve should show an 

increased current level for a given Vgs, indicating 

improved device performance in the on-state (27). While 

DMG overlap can enhance gate control i.e. impact on 

gate leakage. Any unintended leakage current through the 

gate can affect the device's off-state performance. 

Depending on the materials and fabrication used, there 

may be variations in gate leakage current that are 

reflected in Figure 5. 

The proposed device ability to achieve subthreshold 

swings below 60 mV/decade compared to conventional 

MOSFETs (28). With a DMG-OD side, the improvement 

in the subthreshold swing is due to enhanced gate control 

over the channel. A steeper subthreshold slope indicates 

better performance in the subthreshold region (29). The 

DMG structure allows for more precise control over the 

threshold voltage (Vth). By adjusting the work function 

of the metals or the gate length, can tune the Vth to this 

specific design requirements (30). This can be observed 

in the Id vs. Vgs characteristics, with shifts in the 

threshold voltage for different device configurations. As 

with any semiconductor device, there are likely trade-offs 

associated with this design. For instance, the overlap of 

the gate on the drain side may affect other device 

parameters such as transconductance, drain conductance, 

off state leakage current and lower breakdown voltage. 

The proposed device exhibits temperature-sensitive 

behavior due to the tunneling mechanism. The Id and Vgs 

characteristics of the proposed device is analyzed at 

different temperatures to understand how the DMG 

overlap on drain side will show and influences the 

device's temperature dependence as shown in Figure 6. 

The proposed device is validated and analyzed with 

potential equations as shown in Equations 1-3. 

To achieve the highest drain current for both the 

conventional device and the proposed structure when the 

gate voltage is at zero, they should operate in depletion 

mode. Consequently, in the 10nm technology, the 

maximum current for the proposed device occurs when 

VG=0. Notably, the drain current experiences a 

significant increase as the drain voltage varies while the 

gate voltage is held at zero. In TFET, the upper region of 

the channel needs to be depleted due to the gate channel 

bias. This depletion results in the movement of carriers 

towards the bottom of the channel, which in turn leads to 

the flow of drain current. As a result, the drain current 

predominantly flows in the lower area of the channel. 

This proposed device is expected to exhibit maximum 

velocity, the highest electron density, an effective 

 

 

 
Figure 5. Drain current with gate voltage of proposed device 

at doping concentration Nd= 1 × 1018 cm−3  

 
 

 
Figure 6. Drain current with gate voltage of proposed device 

at doping concentration Nd= 2 × 1018 cm−3  
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channel depth, and improved drain current flow as shown 

in Figure 7. 

)(2 CgdCgs

g
f m

T
+

=
 

(1) 

Cgg

g
f m

T


=
2

 
(2) 

where Cgs  -Gate to source capacitance 

Cgd  -Gate to drain capacitance 

Cgg  -Total gate capacitance 

In the subthreshold region, drain conductance and drain 

voltage exhibits a steep increase in conductance with 

increasing drain voltage. This behavior signifies the 

proposed device ability to achieve a low subthreshold 

swing. In the saturation region, drain conductance may 

rapid continues to increase but gradually increase with 

increasing drain voltage. This is indicative of the device's 

ability to maintain a controlled and stable on-state 

current, which is essential for various applications. The 

DMG-OD side influences the drain conductance. It may 

affect the electric field distribution, gate control, and 

tunneling mechanism, all of which can directly impact 

conductance. The proposed TFET should exhibits a 

subthreshold swing and its performance significantly 

below the 60 mV/decade limit seen in traditional 

MOSFETs. Analyzing drain conductance for a proposed 

device is essential for understanding its electrical 

behavior, subthreshold characteristics, temperature 

sensitivity, radio frequency and overall suitability for 

various applications. Experimental measurements and 

device simulations are crucial for obtaining real-world 

data and validating the expected behavior of the device 

as shown in Figure 8. 

(3) )()()( xvxqnxzbId =  

where z= channel width 

b(x)=effective depth of the channel 

q=electron charge 

n(x)=electron density 

v(x)=electron velocity 

 

 

 
Figure 7. Drain current with a gate voltage of proposed 

device at doping concentration Nd= 3 × 1018 cm−3  
 

 

 
Figure 8. Drain conductance with a drain voltage of 

proposed device 
 

 

The performance characteristics of different devices 

are evaluated in comparison to the proposed structure, as 

presented in Table 5. According to the comparison 

results, the proposed device exhibits and shows enhanced 

performance parameters when compared to existing 

devices and Table 6 shows the existing device  

In semiconductor technology, TFETs are an advanced 

transistor designed to operate at lower power 

consumption compared to traditional MOSFETs. The 

dual metal gate overlap on the drain side to a feature in 

the TFET design that influences its performance. 

 

TABLE 5. Performance Parameters Comparison comparison 

Parameters 
C 

TFET 
SG 

TFET 
DG 

TFET 
HD-DG 

TFET 
HD-DMG-

TFET 
DMG-OD-

TEFT (18nm) 
DMG-OD-TEFT 

(12nm) 
DMG-OD-TEFT 

(10nm) 

Ion(A/µm) 3.12 3.94 4.3 4.6 8.01 8.1 8.12 9.48 

Ioff(A/µm) 9.40e-11 8.99e-11 4.50 e-11 4.22e-11 1.34 1.12 1.14 1.16 

Ion/Ioff 1.69 1.70 1.88 1.84 1.9 2.1 2.11 2.12 

Gm(S/mm) 1.34 1.38 1.42 1.46 1.41 1.55 1.88 3.1 

Gd(S/mm) 0.32 0.39 0.419 0.45 0.452 0.46 0.61 0.71 

Ron(Ωmm) 1.41 1.61 1.32 0.88 0.6 0.71 0.72 0.51 
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TABLE 6. Comparision with existed devices 

Parameters 
C 

TFET 

SG 

TFET 

DG 

TFET 

HD-DG 

TFET 

Proposed 

device 

Ion(A/µm) 2.12 2.9 3.1 4.5 6.78 

Ioff(A/µm) 9.01 8.08 7.6 7.58 7.55 

Ion/Ioff 2.12 1.07 1.6 1.72 3.21 

 

 

possibly affecting the current leakage and switching 

speed. To improve or fill gaps in the design of a proposed 

TFET, experimenting with different semiconductor 

materials and metal combinations for the gates can 

significantly impact the device's performance. Novel 

materials may offer improved electrical characteristics, 

better control over the tunneling process and reduced 

leakage. The optimization of the gate dielectric material 

can affect the tunneling characteristics and overall 

transistor behavior. Innovations in dielectric materials 

may help in reducing leakage currents and enhancing 

device performance. Fine-tuning the manufacturing 

processes, such as the deposition and etching techniques, 

can improve the precision and quality of the Dual Metal 

Gate Overlap. Optimizing these processes can enhance 

the transistor's reliability and performance. Advanced 

computer modeling and simulation techniques can help 

researchers understand the behavior of the TFET at a 

fundamental level. This understanding can guide the 

refinement of the Dual Metal Gate Overlap design. 

The proposed device demonstrates superior drain 

conductance associated with the use of HfO2 and SiO2 

dielectric materials. This elevated drain conductance 

plays a pivotal role in enabling the device to attain the 

highest packing density, primarily due to the augmented 

current flow within the device. As a result, the structural 

advantage inherent in the proposed device leads to a 

significant enhancement in advanced transconductance 

characteristics. A robust transconductance is crucial for 

achieving optimal device gain. However, the pursuit of 

reducing the subthreshold slope, though desirable, 

introduces a trade-off by causing an upturn in off-current 

and power dissipation within the device. 
 
 

4. CONCLUSION 
 
In this work, a Dual Metal Gate (DMG) Overlap on Drain 

Side Tunneling Field Effect Transistor (TFET) with 

spacer technique is investigated in 10nm technology. 

This proposed device achieving the highest drain current 

at zero gate voltage, while operating in depletion mode, 

is crucial for optimizing the proposed device 

functionality. HfO2 holds significant potential as a 

semiconductor material for high-voltage and high-

frequency applications, including cosmic cells and 

energy devices. In this work, the design, analysis and 

calculation of performance parameters of both DC and 

RF properties, for a unique advanced device designed for 

the 10nm technology node using Silvaco TCAD. The 

proposed structure, utilizing Silvaco TCAD in the 

context of 10nm innovations, enhances various electrical 

properties such as on current (Ion), off current (Ioff), 

Ion/Ioff ratio, as well as RF properties including drain 

conductance (Gd) and on-resistance (Ron). The main 

analysis presented in this article demonstrates the ability 

to achieve exceptional performance in the proposed 

structure. This device incorporates a hetero-junction 

created by merging silicon materials with hafnium oxide 

at the drain-channel junction. Furthermore, it employs a 

hetero-dielectric gate stack consisting of SiO2 and HfO2, 

with HfO2 dielectric showing significant potential as a 

semiconductor material for applications requiring high 

voltage and high frequency range. These findings include 

maintaining an average subthreshold swing of this 

proposed device is less than 60 mV/dec (approximately 

45 mV/dec), achieving a low OFF-state current of around 

10-09A/μm, and attaining an impressive ION/IOFF ratio 

of approximately 1011, even when using high drain 

doping concentrations up to ND = 3 × 1018 cm-3. These 

results provide strong motivation for researchers to 

pursue experimental implementations of TFETs with 

enhanced performance. As a result, this advanced 

structure is well-suited for high-frequency applications. 
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Persian Abstract 

 چکیده 
در    Spacer (DMG-ODS-TFET)این مقاله به بررسی رفتار الکتریکی و عملکرد یک همپوشانی دروازه فلزی دوگانه روی ترانزیستور اثر میدان تونل سمت تخلیه با  

اقل می  پردازد. در این طرح، استفاده از دو فلز مختلف برای ایجاد گیت، الکترواستاتیک را به طور موثر حفظ می کند و جریان نشتی گیت را به حدنانومتری می   10فناوری  

های جریان تخلیه مانند نوسان زیرآستانه، جریان در حالت،  رساند. این ساختار توسط دی اکسید سیلیکون و اکسید هافنیوم به عنوان مواد دی الکتریک تشکیل شده است. ویژگی 

شود. ویژگی های دستگاه  محاسبه می  silvacoساز دستگاه عددی دو بعدی موجود  ستفاده از ابزار شبیه جریان نشتی خارج از حالت، و رسانایی برای دستگاه پیشنهادی با ا

یان روشن به خاموش بهتر با  پیشنهادی با تغییر در طول کانال، غلظت دوپینگ درین و منبع، و ضخامت لایه اکسید متفاوت است. این ساختار جریان خاموش کمتر و نسبت جر

های دروازه فلزی کند و در نتیجه نسبت به دستگاهت و جریان نشتی را متعادل می جریان تخلیه بهبود یافته را نشان می دهد. در نتیجه، طرح پیشنهادی به طور موثر کنترل گی

 مناسب است. معمولی و دوگانه برتری دارد. بر اساس پارامترهای عملکرد بهبود یافته، این ساختار پیشنهادی برای کاربردهای فرکانس بالا
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A B S T R A C T  
 

 

This paper presents an investigation on changes in viscosity and group composition of heavy oil samples 

after ultrasonic upgrading process. Heavy oil samples correspond to different oilfields (located in Russia) 

were processed under various ultrasonic mode, the cavitation consequence of which was controlled by 
acoustic method. The viscosity of samples was measured just after ultrasonic treatment, 10 minutes, and 

1-34 days. The saturate, aromatic, resin and asphaltene (SARA) analysis was carried out after ultrasonic 

treatment with 34 days of relaxation and the achieved results were compared with the SARA fractions 
of original crude oil. The results of viscosity measurement showed viscosity reduction after the ultrasonic 

treatment. However, the viscosity was regressed after 1-4 days of relaxation with further reduction in 7 

days. The degree of viscosity increase after 34 days was only 10% in contrast to viscosity of original 

crude oil. The power and the sonication time did not influence the relaxation process. In conclusion, 

attention was drawn to the results of SARA analysis, the content of saturates decreased and the relative 

content of heavy fragments such as resins and asphaltenes was increased, which determines the degree 
of viscosity increase after relaxation period. 

doi: 10.5829/ije.2024.37.05b.08 
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1. INTRODUCTION 

 
Due to growing interests in the heavy oil reservoirs (1-3), 

enhanced oil recovery methods became more popular (4-

6). Ultrasound-assisted heavy oil upgrading is one of the 

methods of enhanced oil recovery. It allows to reduce 

viscosity of oil and paraffins and asphaltenes 

sedimentation (7-9). It is widely used during oil recovery 

and processing (10-12). 

Asphaltenes are the heaviest molecules of oil and they 

mainly determine the viscosity of crude oil. However, the 

asphaltenes have a tendency to precipitate and aggregate. 

The size of the last depends mainly on its concentration. 

It is well known, that asphaltene molecules are present in 

toluene at concentrations less than 1 mg/l as monomers 

and above 5 mg/l as dimers and trimmers, etc. With 

increasing concentration, asphaltenes are present as 

supermolecules and solid-like aggregates (13-15).  

The presence of large structures leads to non-

Newtonian behavior of fluids. In such fluids, viscosity 

depends on the aggregate size, shape, interactions 

between structures, flexibility of aggregate elements, etc. 

(16). In heavy crude oils, asphaltenes structure, size and 

interaction can change due to external conditions, such as 

temperature and pressure (17-19). Thus, the ultrasound 

energy can be employed to destruct the aggregation of the 

asphaltenes, which significantly reduces the viscosity of 

the fluid (20-22). However in some cases, it has been 

reported that viscosity of crude oil can be increased up to 

the untreated levels or even more after sonification (23-

25). Others argue that this phenomenon is due to the 

formation of new molecular structure in normal 

conditions (26, 27). 

Relaxation phenomenon in chemistry is related to the 

delay between the external effect and system response. 

After an abrupt change of pressure or temperature it takes 

time for the molecular or atomic structure to re-

equilibrate under new conditions. This effect can be 

caused by the redistribution of energy among electronic, 

nuclear, rotational and vibrational molecular energy 

states or by a shift in the ration of the number of product 

molecules to reactant molecules in chemical reactions. 

The relaxation time depends on the atomic and molecular 

structure, on the rate and mechanisms of chemical 

reactions (28). 

Relaxation phenomenon in crude oil and similar 

organic fluids have been studied in several where 

magnetic field influence on the oil viscosity was 

investigated. It was concluded, that viscosity changes due 

to ferromagnetic aggregates destruction in the alternating 

magnetic field. Volkova et al. (29) investigated the 

destruction of polymers after sonification. It was 

observed that destructed polymer chains recombined 

after sonification. Cavitiation process highly increases 

heat production during sonification (30, 31). 

The aim of this study is to reveal the influence of 

ultrasonic relaxation on viscosity and group composition 

of heavy oil. Moreover, the light fragments were 

evaluated in detail by GC-MS analytical tool. The 

cavitation intensity was controlled using an acoustic 

method. 
 

 

2. MATERIALS AND METHODS 
 

Two crude oil samples were used in this study, one of 

which was isolated from Ashal’chi oil reservior 

(Republic of Tatarstan, Russia) and the second one from 

North Komsomol oil reservior (Yamalo-Nenetsk 

Autonomous Region, Russia). 

LLC «VOLNA» (Moscow, Russia) developed the 

experemental set-up for the sonification of samples. This 

set-up allows to control the acoustic multifrequency 

fields at the given amplitude (32, 33). The schematic 

drawing of the set up is illustrated in Figure 1. The reactor 

(3) is connected to the thermostat (1), which allows it to 

maintain constant temperature. 100 mL of crude oil 

sample was maintained at temperature of 40°C for 1 hour 

before the sonification. The temperature of the samples 

during ultrasonic treament is controlled by 

thermocouples (6). Temperature controlled reactor has a 

pizecoceramic transucer mounted at the bottom (4) to 

produce the ultrasonic field. 

The generator (9) was used to apply the high 

frequency signal to the tranducer, it allows to regulate the 

aplitude of the waves by adjusting the power of the 

electric signal. Transformer (5) and oscilloscope (8) was 

used to detect and monitor the applied signal. The 

frequency of acoustic signal in the sample during 

sonification was also monitored using the hydrophone 

(7). Monitor for obseration of data acquisition system 

(10) was used to record the signal processing. The 

spectrum of applied signal is shown in Figure 2. The main 

harmonics of the applied signal was 20 kHz. 
 

 

 
Figure 1. Experimental set-up for ultrasonic processing of 

oil 1. thermostat 2. viscosimeter 3. temperature-controlled 

reactor 4. piezoceramic ultrasonic transducer 5. current 

transformer 6. thermometer 7. hydrophone 8. digital 

oscilloscope 9. electric signal generator UZG-22 10. 

workstation 
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Figure 2. Applied signal spectrum 

 

 

To determine viscosity changes during sonification 

PCE-RVI 2 viscosimeter was used. It was immersed into 

the reactor filled with crude oil immediately after 

sonification for the viscosity control during thermal 

conditioning. The viscosity of crude oil during viscosity 

relaxation was determined using a Fungilab Alpha L 

viscosimeter at 20 °C, 40 °C and 60 °C.  

SARA analysis method was used to investigate the 

composition of crude oil after ultrasound treatment and 

relaxation. 40 ml of hexane was used to preipitate the 

asphaltene fraction from a gram of oil sample. The 

maltenes (de-asphalted oil sample) were extracted in 

Soxhlet extractor from the precipitate after filtration. The 

liquid adsorption chromatography in aluminum oxide 

was used to separate maltenes. The chromatography 

column had a diameter and length of 20 × 500 mm. 

Neutral aluminum oxide calcined at temperature of 450 

◦C for 3 h (as per TU 6-09-3916) was used to fill the 

column. After that maltenes were poured into the column 

and washed with hexane, toluene and toluene and 

methanol mixture to obtain saturates, aromatics and 

resins. All of the fractions were recovered from the 

solvents by distillation. 

After SARA analysis saturates and aromatics were 

analyzed using Gas Chromotography and Mass 

Spectroscopy (GC-MS) in a Chromatec-Crystall 5000.2 

chromatograph (“Chromatec”, Yoshkar-Ala, Russia) and 

Mass-spectrometer 214.2.840.083-10 (ions source 

ADVIS). NIST (National Institute of Standards and 

Technology) library and relevant literature sources were 

used for the identification of molecules and compounds. 

 

 

3. RESULTS AND DISCUSSION 
 

An acoustic method of cavitation control was used during 

this study. Acoustic spectra for different oils during 

ultrasound treatment is shown in Figure 3, measured 

voltage is corrected for the ease of reading. 

 
(a) 

 
(b) 

Figure 3. Acoustic spectra during sonification in: a) 

Ashal’chi crude oil, b) North-Komsomol crude oil 

 

 

The highest peak on the spectra corresponds to the 

ultrasound signal (20 kHz). Subharmonic peak (10 kHz) 

corresponds to the intensity of cavitation process (34). 

Subharmonic peak appears at the power of ultrasound of 

60 W. Due to the results of spectra measurements it was 

decided to perform all the tests in the range of 60-90 W. 

Treatment conditions are summarized in Table 1. It was 

decided to include the treatment duration of 10 min with 

pauses to avoid sample heating. Total duration of 

sonification in this case was 10 min. 

Table 1 demonstrates that the biggest amount of heat 

was generated during the treatment at 90 W for 3 min. 

Pauses during the treatment allow significantly reduce 

heating.  

The viscosity measurements were performed before 

the treatment, after the treatment, 10 min after treatment 

and conditioning, and after 1, 4, 7, 19 and 34 days of 

relaxation at the temperature of 20 °С, 40 °С and 60 °С. 

During the relaxation samples were kept at ambient 

temperature of 20 °С. Measurement results are presented 

in Figure 4. Viscosity measurement temperature 

immediately after the treatment corresponds to the 

temperature in Table 1. 
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TABLE 1. Ultrasound treatment conditions. 

Sample 
Crude 

oil 

Ultrasound 

power 
Duration 

Temperature 

at the end of 

tratment 

RAsh 1 

A
sh

al
’

ch
i 

60 W 3 min 43.4 °C 

RAsh 2 90 W 3 min 53.4 °C 

RAsh 3 60 W 

10 min with 1 

min pause 
every minute 

46.3 °C 

RAsh 4 60 W 10 min 50.3 °C 

RNK 1 

N
o

rt
h

-K
o

m
so

m
o
l 60 W 3 min 43.1 °C 

RNK 2 90 W 3 min 54.9 °C 

RNK 3 60 W 

10 min with 1 

min pauses 
every minute 

46.6 °C 

RNK 4 60 W 10 min 52.3 °C 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 4. Crude oil viscosity after sonification: a) Ashal’chi 

40 °C, shear rate 6.6 c-1, b) North-Komsomol 40 °C, shear 

rate 15.84 c-1, c) Ashal’chi 20 °C, shear rate 1.32 c-1, d) 

North-Komsomol 20 °C, shear rate 3.3 c-1, e) Ashal’cha 60 

°C, shear rate 26.4 c-1, f) North-Komsomol 60 °C, shear rate 

39.6 c-1 

 

 
According to Figure 4, oil viscosity after 34 days 

increases to bigger level than before treatment, average 

increase is equal to 10% regardless of the treatment 

conditions. In the case of Figure 4, a, d, e, f an increase 
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of viscosity after 1-4 days can be seen. That effect can 

take place due to the formation of unstable temporary 

structure in the oil, which increases the oil viscosity. 

Ultrasound treatment itself can significantly reduce oil 

viscosity due to the oil heating and sonochemical 

destruction of the molecular structures and molecules, the 

viscosity of oil is significantly less after the treatment and 

conditioning than before the treatment. The viscosity 

reduction is equal to 80% after the treatment and 40% 

after the treatment and conditioning.  

Measurement results indicate the possible molecular 

and aggregate structure destruction in crude oil after 

ultrasound treatment, which leads to the viscosity 

reduction. However, those changes are temporary, since 

molecular structure is tended to recover. During this 

process, temporary viscosity increase occurs, which 

indicates an unstable molecular structure appearance. 

After 7 days that temporary structures became more 

stable, making the oil less viscous, however viscosity is 

still higher than before the treatment due to the new 

molecular structure, which is formed under normal 

conditions. This new structure differs from an old 

structure, which was formed under the reservoir 

conditions. 

The treatment conditions did not affect the viscosity 

changes significantly, that means that 3 minute and 60 W 

treatment is sufficient for the viscosity reduction of 100 

mg of the crude oil.  

After 34 days of relaxation SARA analysis of the 

samples exposed to 10 min of ultrasound without pauses 

was performed. The results are shown in Figure 5. 

Ultrasound treatment and relaxation lead to the increase 

of the polar components of oil and the reduction of 

saturates (Figure 5). Aromatics fraction is decreased in 

the case of Ashal’cha crude oil and increased in the case 

North-Komsomol crude oil. That means, during 

sonification and relaxation different parallel processes in 

the aromatic compounds occur. The reduction of 

saturates mean its destruction and association with the 

polar compounds, resins and asphaltenes. 

 

 

 
(a) 

 
(b) 

Figure 5. SARA results before and after sonification and 

relaxation 

 

 

The chromatogram of Ashal’chi crude oil before and 

after the ultrasound treatment and relaxation is shown in 

Firgure 6. After the treatment and relaxation C25-C29 

alkanes peaks are appeared on the chromatogram. 

Figure 7 presents the chromatogram of alkanes of 

North-Komsomol crude oil before and after an 

ultrasound treatment and relaxation. After the treatment 

and relaxation naphtenes peaks are increased as well as 

C14H30 and C17H36 alkanes. 

In Figure 8, spectra of aromatics fraction of Ashalcha 

heavy oil sample before and after ultrasonic treatment 

and relaxation are presented. New peaks were observed 

on the specter after ultrasonic treatment, which 

corresponds to the benzenes with C12-C13 alkyl 

substitutes. Moreover, the intensity of the peaks 

corresponding to the benzene-thiophenes with C10H10S 

and C11H12S alkyls and 1,1-diphenylethane C14H14 

was reduced. 

In Figure 9, we illustrated the spectra of aromatics 

fractions isolated from the heavy oil samples of North-

Komsomol field before and after sonification. We 

 

 

 
Figure 6. GC-MS spectra of saturates (m/z=57) isolated 

from Ashal’chi heavy oil samples 
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Figure 7. GC-MS spectra of saturates (m/z=57) isolated 

from North-Komsomol heavy oil samples 

 

 

identified the new peaks corresponding to alkyl-tetra-

hydro-naphthalenes and alkylbenzenes with the 

composition of C13H16.   

 

 

 
Figure 8. GC-MS spectra of aromatics isolated from 

Ashal’chi heavy oil samples 

 

 

 
Figure 9. GC-MS spectra of aromatics isolated from North-

Komsomol heavy oil samples 

4. CONCLUSION 
 

Ultrasonic treatment is a promising upgrading method to 

unlock the heavy oil production, transportation and 

refinery drawbacks. However, the long ultrasonic 

relaxation time can lead to the viscosity increase and 

decrease of light oil components. The following 

concluding remarks were achieved: 

1. Ultrasonic treatment leads to instant heating of oil and 

a decrease in its viscosity, which is probably due to the 

destruction of its supramolecular structures. 

2. A significant increase in viscosity after the relaxation 

period of 1-4 days, was observed, which may indicate the 

formation of large unstable supramolecular structures.  

3. Stabilization of the structure and hence, viscosity was 

achieved after 7 days. However, the different power and 

sonication time under similar conditions did not have a 

noticeable effect on these processes.   

4. Ultrasonic treatment of heavy oil with the long 

relaxation time contributed to the decrease in saturates 

and increase in heavy fragments such as resins and 

asphaltenes. The content of aromatics fraction was 

decreased in the composition of Ashal’cha heavy oil 

sample, while in case of North-Komsomol sample, it was 

increased. GC-MS results do not show significant 

changes of saturates and aromatics composition after 

ultrasonic treatment and relaxation. 

In general, the results suggest that ultrasonic 

treatment can cause significant structural changes in oil 

and leads to a significant decrease in viscosity for the 

short period of time. This study expands the 

understanding of the behaviour of heavy oils with high 

resins and asphaltenes content after and during ultrasonic 

treatment in contrast to existing researches, where only 

short term effects were studied. 
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Persian Abstract 

 چکیده 
 نیادیم به مربوط نیسنگ نفت یهانمونه .میپردازی م کیاولتراسون ارتقاء ندیفرآ از پس نیسنگ  نفت یها نمونه یگروه بیترک و تهیسکوزیو رات ییتغ  یبررس به مقاله نیا در

 پس بلافاصله ها نمونه تهیسکوزیو .شد کنترل کیوستآک روش با آن ونیتاسیکاو امدیپ که شدند پردازش کیاولتراسون مختلف یها حالت  تحت (هیروس در واقع) مختلف ینفت

 با آمده دست به جینتا و شد انجام آرامش روز 34 با کیاولتراسون درمان از پس SARA لی تحل و هیتجز .شد یریگ اندازه روز 34-1 و قهیدق 10 ک،یاولتراسون درمان از

 4-1 از پس تهیسکوزیو حال، نیا با .داد نشان کیاولتراسون درمان از پس را تهیسکوزی و کاهش تهیسکوزیو یری گ اندازه جینتا .شد سهیمقا یاصل خام نفت SARA ونیفراکس

 زمان و قدرت  .بود ی اصل خام نفت تهیسکوز یو با سه یمقا در درصد 10 تنها روز  34 از پس  تهیسکوزیو شیافزا درجه  .شد پسرفت روز  7 در  شتریب کاهش با آرامش روز

 ها نی آسفالت و ها نی رز مانند نیسنگ قطعات  ینسب یمحتوا و افتهی کاهش اشباع یمحتوا ،SARA لیتحل و هیتجز جینتا به توجه با .نداشت یریأثت آرامش روند بر فراصوت 

 .است آرامش دوره از پس تهیسکوزیو شیافزا درجه کننده نییتع  که است افتهی شیافزا
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A B S T R A C T  
 

 

Oil-water emulsion causes a wide range of problems, one of which is the emergence of significant 
decreases in pressure in flow lines resulting in higher pumping and transportation costs. The most widely 

developed trend among oil/water separation technologies is using demulsifiers based on magnetic 
nanoparticles (MNPs). MNPs have specific chemical and mechanical properties, providing unique 

opportunities to solve oil production issues. The key features of such magnetic nanoparticles for their 

sustainable application are their reusability and stability; the opportunity of remote manipulation using 

external magnetic fields gives them a singular benefit in transport operations. The main objective of the 

study is the systematization of MNPs researches for effective oil and water emulsion separation. This 

review provides MNP demulsifier characteristics, Oil-water emulsions (OWE) separation mechanism, 
and factors influencing oil-water emulsions efficiency disruption by MNP demulsifier. The relevance of 

this study is that oil-water emulsions are often encountered in practice during field development. To 

solve this problem, the use of demulsifiers based on magnetic nanoparticles is proposed. The novelty of 
the work lies in the fact that the work collects several factors affecting demulsification at once and 

describes the impact of each factor. Among these factors, the most influential are: emulsion 

characteristics, water salinity, pH, reservoir temperature, addition of chemical surfactants, time and 
magnetic field. The mechanism of formation of oil-water emulsions of various types is also described, 

and negative consequences of emulsion formation are discussed. The results showed that the magnetic 

nanoparticles need a protective layer and the demulsifier should have good wettability by the continuous 
phase of the emulsion. 

doi: 10.5829/ije.2024.37.05b.09 
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NOMENCLATURE 

H Strength of the applied magnetic field 𝜒𝑎 Linear component of the susceptibility 

𝑀0 
Saturation magnetization of superparamagnetic 

nanoparticles 
𝑉 Volume of magnetic nanoparticle 

𝐿(𝑥) = 𝑐𝑜𝑡ℎ − 1∕𝑥 Langevin function 𝑀 Magnetization of magnetic nanoparticle 

𝑥 Langevin parameter ∇𝐻 Gradient of magnetic field 

𝜇𝑝 
Average magnetic moment of each 

superparamagnetic nanoparticle 
𝜇0 Magnetic permeability in vacuum 

T Temperature   

 

 

1. INTRODUCTION 
 

The oil industry faces the continuing challenge of 

improving operating well efficiency. This acquires 

particular relevance in the development of anomalous oil 

deposits, where well operation is complicated by high oil 

viscosity, asphalt-resin-paraffin deposits, and stable oil-

water emulsions (OWE) in the form of intermediate 

emulsion layers during crude oil production and 

preparation. The large deposits of the Volga-Ural region 

are represented by the anomalous oils in the Devonian 

and Carboniferous deposits that are currently the region's 

main development targets. The operating features of such 

deposits include low reservoir and wellhead 

temperatures, high water cut, and high viscosity in the 

phase inversion sites typical for most of the fields located 

in the Perm Territory. Such problems are especially 

relevant during the well production of crude oil with 

water cut in the 60-70% range (1). The instability of the 

in-line demulsification process and oil treatment at on-

site facilities leads to the production of poor-quality 

products and ultimately to a decrease in the latter's 

consumer cost. Maintaining the required oil conditions 

and processing off-grade oily fluids using affordable and 

economically-justified thermal, physical, and chemical 

methods at all stages of collection, transportation, and 

preparation are among the most important tasks of full-

production-cycle oil companies. Oilfield experience 

shows that complex emulsion separation methods are 

considered more effective at the current stage of the 

development of cross-functional and end-to-end 

technologies. Among them, the application of magnetic 

nanoparticle (MNP) demulsifier is the most perspective 

technology for the intensification of in-line OWE 

demulsification due to its unique properties, particularly 

quick response, easy separation from the oil-water 

system under a magnetic field, and reusability even in 

complex field conditions. This systematic review 

presents an analysis of MNP research cases for the 

separation of crude material which is presented by oil – 

water (o/w and w/o) emulsion starting 2015, and provides 

information about the types, methods of particle 

synthesis, and demulsification test results. The authors 

hope that this article will help the novice researcher 

quickly grasp the main aspects of the MNP application. 
 

 

2. MATERIALS AND METHODS 
 

There are several approaches to preparing a review 

research (2). One most commonly used model is the 

PICO(S) model, which is mostly used for medical 

reviews (3, 4). The researcher must consider several 

questions when performing a literature review: problem, 

intervention, comparison, and outcomes. We decided to 

apply this approach for the article. As such, this article is 

divided into sections in accordance with the questions 

suggested by the PICO(S) model. The first section of the 

article declares the problem and formation mechanism of 

crude OWE. The second section presents a short review 

of modern approaches to OWE separation. The following 

sections are devoted to MNP demulsifiers, their 

characteristics, mechanisms and factors influencing 

OWE demulsification efficiency. At the end of the 

article, the outcomes impacting the effectiveness and 

prospective of magnetic demulsifiers application are 

represented. 

The comprehensiveness of the literature research is 

provided by the quality of research data. All references to 

articles were taken from Science Direct, ACS 

Publications, and One Petro databases. 

Analysis of search results for the request “magnetic 

crude oil demulsifier” on Science Direct gave 279 results, 

and 161 research articles were published from 1988 to 

2022. Figure 1 shows a well-established trend of an 

increase in the number of articles, which is evident of a 

constant increase of researchers' interest in the study and 

development of magnetic demulsifiers. In this review, we 
 

 

 
Figure 1. The growth in the number of articles since 2010 

on the topic of magnetic demulsifiers for crude oil  
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will mainly consider research articles published since 

2015. 
 

 

3. OWE DAMAGE AND FORMATION MECHANISMS 
 

OWE formation is a very undesirable and inevitable 

process in the petroleum industry. OWE can cause 

problems such as the appearance of high pressure drops 

in flow lines and higher pumping and transportation 

costs; an escalated corrosion rate; a lower oil API gravity 

(5). Hydrocarbon field development over 1-3 years 

inevitably leads to emulsion formation in the reservoir 

before its appearance on the surface onsite facilities. The 

emulsion is broken into two phases before transportation 

and treatment, the specific water and salt residual 

standard must be met, and the water content must be less 

than 1% (6). Several reviews describe crude oil/brine 

formation mechanisms (7, 8). In this section of the article, 

we will shortly consider several types of oil and water 

emulsions; mechanisms, and reasons for their formation. 

Emulsion is a two-phase system consisting of several 

immiscible liquids one of which (the dispersed phase) is 

constantly dispersed in the form of balls in the second 

phase (solid phase) under the action of emulsifiers (9, 

10). It is known three types of emulsion: water in oil 

(W/O), oil in water (O/W), and multiple (complex or 

double) emulsions (see Figure 2) (11, 12). Crude oil and 

reservoir water contain components contributing to 

emulsion formation and stabilization, that is, natural 

emulsifiers. These emulsions can be highly sustained due 

to the appearance of interfacially active compounds such 

as naphthenic acids, resins, asphaltenes, or solids (13, 

14). For better understanding, the MNP demulsification 

mechanism, in this section, we will consider basic crude 

oil emulsifier-components, their structure, and their 

impact on emulsion formation. 

 

3. 1. Asphaltenes       Asphaltenes are represented by a 

non-homogeneous fraction consisting of polyfunctional 

molecules of crude oil that are insoluble in n-alkanes 

(typically heptane and etc.) and soluble in toluene (15). 

This fraction has the lowest H/C ratio among all crude oil 

components (16). It concentrates the majority of 

heteroatoms like oxygen, sulfur, and nitrogen (see Figure 

3) and metallic elements like vanadium and nickel (15, 

16). Asphaltenes contain both acid (e.g. phenolic 

functions) and basic (e.g. derivatives of pyridines) 

functionalities. Different models describe the asphaltene 

structure. One is the archipelago model, which views 

asphaltenes as small polyaromatic parts linked together 

by aliphatic or naphthenic moieties. The other is the 

continental model, which considers asphaltenes as single 

polyaromatic rings (polycyclic aromatic hydrocarbon) 

with connected aliphatic or naphthenic chains (15). A 

recently research has demonstrated that asphaltenes are 

small molecules mainly containing a polycyclic aromatic 

group made of about 7 rings with linear attached 

hydrocarbon chains. The molecule has a molecular 

weight of 750 Da (16). The main properties of 

asphaltenes are self-association in solution and the ability 

to adsorb at interfaces (both the solid/liquid and 

liquid/liquid) (15-17). These properties allow asphaltenes 

to stabilize water/oil emulsions by leading to the 

difficulty of water droplets coalescence through 

organizing a thick layer on its surface (Figure 4) (15, 17). 

Asphaltenes adsorb at the liquid/liquid (water/oil) 

interface as shown by interfacial tension measurements. 

It has been discovered that asphaltenes form a rigid film 

at the interface of both phases - water and oil. 
 

3. 2. Resins       Resins have structurally similarity with 

typical surfactant molecules: One part of chain is 

hydrophilic with polar functional groups; the other part 

of chain is hydrophobic and consists of alkyl chains. The 

stability of the emulsion maintained by asphaltenes is due 

to the highly viscoelastic films surrounding the water 

droplets, while resins enhance stability by replacing 

asphaltenes when the bond of asphaltenes decreases for a 

certain period (6). 
 

3. 3. Naphthenic Acids       The group of aliphatic 

organic carboxylic acids that contain one or more rings, 

such as monocyclic and polycyclic carboxylic acids and 

small amounts of acyclic and aromatic acids, includes 

naphthenic acids (18). The chemical formula of 

naphthenic acid is CnH2n+ZO2, where n denotes the 

number of carbon atoms and Z is zero or a negative (in 

the event of a lack of hydrogen due to ring formation or 

double bonds) (19, 20). Naphthenic acids can be 

described mainly as C10–C50 compounds with 0– 6 rings 

(21). The possible structures of naphthenic acids are 

represented in Figure 5. Naphthenic acid concentration in 

crude oil can reach as high as 4 wt.% (19). The 

naphthenic acids properties depend on the ionization 

degree, i.e., the pH of the produced water. They can react 

with cations (such as Ca2+ and Na+) forming active 

surfactants (15, 21, 22). Together with asphaltenes, 

naphthenic acids take part in the stabilization of water/oil 

emulsion. The stabilization mechanism of emulsion may 

differ depending on the acid structure. In particular, 

unsaturated monocarboxylic acids co-adsorb at the 

water/oil interface together with asphaltenes; 

dicarboxylic acids form naphthenic salts and then create  

 

 

 
Figure 2. Types of emulsion 
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Figure 3. Typical asphaltene molecules 

 

 

 
Figure 4. Asphaltenes thick layer on a water drop surface 

 

 

 
Figure 5. Structures of naphthenic acids 

 

 

 
Figure 6. Resin and asphaltenes aggregates adsorption onto 

a hydrophilic particle surface 

 
 

the first layer on the water drop, which favors asphaltene 

adsorption (23). 

 
3. 4. Inorganic Particles (Clay, Sand, Minerals)       
Emulsions stabilized by solid particles are called 

Pickering emulsions. The type of emulsion depends on 

the wettability of solid particles at the interface of oil and  

water: the liquid with better wetting properties to solid 

particles becomes the continuous phase, while the other 

(with worse wetting properties) becomes the dispersed 

one (24). Particles with a contact angle of θ < 90°  (water-

wet particles) are effective in stabilizing oil-in-water 

(O/W) emulsions, while those with a contact angle of θ > 

90° (oil-wet particles) are effective in stabilizing water-

in-oil (O/W) emulsions. If the particles are too 

hydrophobic (high θ) or too hydrophilic (low θ), they will 

be dispersed in the aqueous or oil phase, leading to 

emulsion separation (25). 

The hydrophobicity of inorganic particles present in 

reservoirs can be caused by long-term contact with the 

oil. These results show a change in particle wettability 

due to the accumulation of particles at interfaces caused 

by the adsorption of asphaltenes and resins from crude 

oil. (see Figure 6) (26). By increasing particle 

concentration raises emulsion stability (26-28). 

 

3. 5. Tertiary EOR Methods Contribution to Oil and 
Water Emulsification       Basic tertiary EOR methods 

contributing to OWE formation are alkaline, surfactant, 

polymer flooding and their combinations (for example, 

alkaline-surfactant-polymer flooding) (29-31). Several 

mechanisms have been identified that facilitate oil 

recovery in the alkaline process: interfacial tension 

lowering; oil emulsification; and changes of the rock 

formation wettability. In the case of alkaline flooding, 

emulsion formation becomes the oil recovery 

enhancement mechanism. The higher the acid number of 

oil, the more reactive it will be and the more readily it 

will form surfactants (27). Surfactant formation is the 

reason for OWE stabilization. 

In addition, divalent cations existing in clays and 

water interact with alkali and precipitates (scale 

problems) and the large amounts of alkali lead to the 

stable emulsion formation. Therefore, the alkali is mostly 

combined with the polymer and surfactant for a higher oil 

recovery factor (28). However, Li et al. (29) explored the 

effect of partially hydrolyzed polyacrylamide (HPAM) 

on the formation of oil/water emulsion. The research 

establishes that HPAM may be adsorbed at the interface 

and increase the strength of the interfacial film and the 

absolute value of Zeta potential (29). 

Li et al. (30) described a field case of alkaline-

surfactant-polymer flooding using sodium hydroxide as 

the alkali component to enhance oil recovery on on-shore 

oil fields at Daqing in China. The alkali injected into the 

reservoir formed a stable W/O emulsion, although the 

crude oil was represented predominantly by a paraffinic 

fraction. They explained emulsion creation through 

interfacially-active soap molecule formation from 

carboxylic acids of the Daqing crude oil. These formed 

interfacially-active molecules are responsible for 

providing stability to the W/O emulsion (30). 
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4. MODERN APPROACHES TO CRUDE OIL-WATER 
EMULSION SEPARATION 

 

Emulsion stability is ensured by the absence of a 

disperse-phase droplet coalescence (21, 26). This process 

occurs in the following steps: aggregation (the distance 

between dispersed liquid droplets is reduced; of the 

droplets drops are deformed, a thin film forms between 

them); and coalescence (the film breaks and the droplets 

coalesce) (9, 31). There are several mechanisms that 

resist coalescence: the Marangoni-Gibbs effect; steric 

repulsion; electrostatic repulsion, which retards film 

drainage; and thin film stabilization (26). 

Demulsification can be achieved using four main 

approaches: mechanical (filtration, membrane 

separation), electrical (voltage application), thermal, 

chemical (pH adjustment, treatment by demulsifier) and 

their combinations (6, 22). Several reviews exist that 

cover the physical and chemical approach for oil/water 

emulsion separation, particularly mechanical, thermal, 

electric, microwave, and other approaches (32-34). 

However, chemical demulsification is still the most 

widespread method because the application of the 

chemical is a cost-effective solution that saves energy 

and time (9, 35). Raya et al. (2), Grenoble and Trabelsi 

(31) gathered most of the above approaches to chemical 

demulsifier composition formulation. There are different 

types of surfactants functioning as demulsifiers like 

block co-polymeric of polypropylene and polyethylene 

oxide (pluronic surfactants) (36, 37) and its amine 

derivatives (like poloxamines), alkylamines, quaternized 

ammonium based cationic surfactants, zwitterionic 

demulsifiers (betaine-type), polysiloxane-polyether 

copolymer, unconventional surfactants like ionic liquid 

derivatives. A comparative test of such compounds as 

amie demulsifiers, polyhydric alcohol (PEGs, ethylene 

and propylene glycols), acid (sulphonate group), and 

polymeric demulsifiers (oilyethelen oxides and other) 

were conducted (38). The test results showed that 

reagents containing amino groups are more effective 

compared to demulsifiers containing hydroxyl and 

carboxyl functional groups (38). It was demonstrated that 

ionic liquids and polymers are more effective than 

traditional nonionic and anionic surfactants. Adewunmi 

and Kamal (39) presented studies of demulsifiers based 

on phosphonium-type ionic liquids with anionic 

components (including chloride, decanoate, and 

dicyanamide ions). In addition, imidazole-based ionic 

liquids (40), quaternary ammonium compound salts (N-

alkyltriethylammonium bromide), and others can be used 

as demulsifiers (41). Among biodemulsifiers, such 

substances as ethyl cellulose, ethoxylated cocoamine, 

and α-amylase are considered (33). Detailed studies of α-

amylase are presented by Jiang et al. (42). It has been 

shown that α-amylase is an effective biodemulsifier for 

W/O emulsion even at room temperature. However, 

chemical demulsifiers must meet the following 

requirements: full removal of water and salts in small 

consumption per ton of oil; accessibility; low cost; must 

be environmentally friendly and meet the requirements of 

environmental standards and regulations (9, 43). One 

more highly developed trend in oil/water separation is 

demulsifiers based on magnetic nanoparticles (MNPs). 

MNPs have specific chemical and mechanical properties, 

and therefore offer unique opportunities for solving well 

production issues in new ways. The key features of such 

magnetic nanoparticles for their sustainable application 

are their reusability and stability (44); the possibility of 

remote manipulation by external magnetic fields which 

give them a special benefit in transport operation (45, 46). 

The main objective of this study is a systematization of 

MNPs research cases for effective oil and water emulsion 

separation. 

 

 

5. MNP DEMULSIFIERS AND THEIR MAIN 
CHARACTERISTICS 

 

MNP demulsifiers are chemical structures made by 

combining MNPs with other substances that perform a 

protective function, surface hydrophobization, or 

hydrophilization, and other functions.  

The core exhibits superparamagnetic or 

ferromagnetic properties, which facilitates directional 

migration and magnetic induction heating under various 

magnetic fields. The reactive groups of the species 

degraded from the shell can be conjugated to specific 

molecules and thus functionalized. Therefore, 

functionalized MNPs possess the characteristics of 

magnetic particles and shell materials, which helps to 

improve the demulsification effect (45-48).  

MNP magnetic cores can be made from iron oxides 

Fe2O3/Fe3O4, pure metals Fe and Co, and spinel-type 

ferromagnetics MgFe2O4, MnFe2O4, or CoFe2O4 (45, 47, 

48). A number of materials, such as propyleneoxide-

ethyleneoxide, block polyether, oleic acid, chitosan, N-

isopropylacrylamide, sodium methacrylate, graphene 

oxide, tetraethyl orthosilicate, and other substances have 

been used for MNP surface modification (see Table 1). 

The quality of MNPs coated by modification material is 

estimated using the zeta potential. For example, the zeta 

potential of Fe3O4 nanoparticles in mmol/L KCl aqueous 

solutions was positively charged with a mean 22.07 mV. 

After its surface modification by SiO2, the MNPs became 

negatively charged with a mean zeta potential of -53.13 

mV. This result also confirmed a full surface coverage of 

silica films on the MNPs (49). 

Magnetite (Fe3O4) is an ideal magnetic material 

because of its low cytotoxicity and good biocompatibility 

(46). The synthesized Fe3O4 MNPs exhibited good 

demulsification performance. However, they are 

oxidized in the atmosphere and corroded in acidic 
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TABLE 1. Systematization of available cases of developed MNP-demulsifiers since 2015 
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Fe3O4@OA 

Chemical co-precipitation, Fe3O4 

with oleic acid (OA). 

OA molecules formed a single 

layer coating on the Fe3O4 surface 

12−14 
No 

data 
O/W 30 g/L 80 25 3 h 

6.3–

9.5 
6 (46) 

Fe3O4@ 

OA 

Chemical co-precipitation, Fe3O4 

with oleic acid. 

Spherical shape 

12−14 24.07 O/W 
100 

g/L 
97 25 12 h 

4.0–

7.5 
5 (50) 

PEMN 

Solvothermal reaction, 

propyleneoxide-ethyleneoxide 

block polyether was endowed 
with the magnetism  by reacting 

with iron (III) acetylacetonate. 

Core shell structure 

11,41 9.08 W/O 0,625 g/L 100 70 30 min 
No 

data 
3 (51) 

M-DMEA 

Fe3O4@SiO2 nanoparticles 

covered by (3-glycidoxypropyl) 
trimethoxysilane, block 

copolymer of ethylene oxide 

(EO) and propylene oxide (PO) 

prepared by using N,N-

dimethylethanolamine and 4-

dimethylaminopyridine. 

Irregular shape with a core-shell 

structure 

251 55.20 O/W 2,5 g/L 92,3 65 No data 
No 

data 
3 (49) 

M-GO 

Amino-functional Fe2O3@SiO2 
(coded like c-Fe2O3@SiO2- NH2) 

were anchored on the surface of 

GO 

matrix dispersed srtucture. 

Nearspherical core-shell 

nanoparticles where grinded on 

the GO particles 

GO particles 

100-1500 
nm; amino-

functional 

Fe2O3@SiO2 

100 nm 

8.70 O/W 
0,04-0,25 

wt% 

98,3-

99,98 

No 

data 
5 min 

2.0-

4.0 
6–7 (52) 

Fe3O4@AP

FS-G-CS 

Fe3O4 MNPs were synthesized by 

using a solvothermal method with 
further coating of aminopropyl-

functionalized silica (APFS) to 

form a surface for further grafting 
of chitosan molecular chains. 

Coreshell structure 

350 30.5 O/W 0,4 g/L 90 25 30 min 

pH 

4.0 
and 

7.0 

7 (53) 

Fe3O4@AE
APFS 

MNPs 

Fe3O4 MNPs were synthesized by 
using a solvothermal method, 

AEAPFS layer was formed 

through a sol-gel process 
involving the hydrolysis and 

condensation of TEOS and N-

(aminoethyl)-aminopropyl 
triethoxy silane (AEAPTES, 

96%). 

Nearly spherical in shape, 

coreshell structure 

360 51.9 O/W 

650-800 

mg/L 

depending 

on pH 

99,9 
no 

data 
No data 

vario

us 
pH 

level

s 

5 (54) 
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Samples 

codes 
varies from 

S2 to S6 

Fe3O4@SiO2-MPS modifued by 
N-isopropylacrylamide (NIPAM) 

and sodium methacrylate (SMA). 

Globular shape, core-shell 

structure 

200 
42.90-

33.60 
O/W 

for S2 - 

200 

mg/L 

99.9% 

at pH 

6.0 

30 No data 
diffe

rent 
5 (55) 

EP@APTE

S-Fe3O4 

The expanded perlite (EP) was 

firstly modified by 3-aminopropyl 
triethoxysilane (APTES) to form 

the EP@APTES, and then 

magnetic Fe3O4 nanoparticles 
(NPs) were further grafted onto 

the surface of EP@APTES. 

Globular shape, core-shell 

structure 

200–300 
46.30-

34.10 
O/W 

500 

mg/L 

89-93% 

(pH ≤6) 

No 

data 
60 sec 

pH 

4.0-

6.0 

4 (56) 

M-

MWCNTs 

Fe3O4@SiO2-APTES particles are 

grafted onto the multi-walled 
carbon nanotubes amphiphilic 

surphactant. The type of stucture 

is not clear, look like Janus 

particles 

200–300 12.80 O/W 
400 

mg/L 

93.3-

94.2, 

No 

data 
No data 

pH 

2.0-

6.0 

5 (57) 

P(MMA-

AA-

DVB)/Fe3O

4 

Micro scale 

Poly(methylmethacrylate-acrylic 
acid-divinylbenzene) iron oxide 

Janus magnetic submicronic 

particles were prepared through 
soap free emulsion 

polymerization with 

methylmethacrylate and acrylic 
acid as a monomer, divinyl 

benzene as a cross-linker and 

potassium peroxy sulphate as 
initiator. Janus magnetic 

submicronic particles, raspberry 

like surface morphology 

250 25.0 W/O 
500 

ppm 
98% 60 1 h 

pH 
7.0-

13.0 
5 

(58-

60) 

MAG-
CMC-EC 

or 

M−CMC−E

C 

Fe3O4 subsequently coated with 

carboxymethyl cellulose (CMC) 

(electrostatic force and hydrogen 
bonding), ethyl cellulose (EC) 

(esterification reaction). Core-

shell structure 

100 71.0 W/O  92% 25 

3 h with 

magnetic 

field 

No 

data 
3 

(44, 

61) 

M−Janus 

Fe3O4 subsequently coated with 

carboxymethyl cellulose (CMC) 
(electrostatic force and hydrogen 

bonding), ethyl cellulose (EC) 

(esterification reaction) and again 

CMC 

Janus magnetic particles 

145 69.7 
W/O, 

O/W 
 

95% for 
W/O,  

90% for 

O/W 

No 

data 

2 h without 

magnet, 30 
min after 

setting 

strong 

magnet 

No 

data 
5 (44) 

Fe3O4@PD

A-

PDMAPS 

(FPPM) 

MNPs coated by Poly{3-

[dimethyl(2-
methacryloyloxyethyl) ammonio] 

propanesulfonate}. Core-shell 

magnetic microspheres 

216 
No 

data 
W/O 0,85%-1% 

no 

data 
23 

3 h 
without a 

magnet, 

then 68 
hours on 

magnet 

No 

data 

No 

data 
(62) 

M-DM 

Deatomite coated by (3-
aminopropyl)-triethoxysilane, 

MNPs of Fe3O4, and 

polyethylenimine. Matrix 

dispersed srtucture 

200−300 36.6 O/W 
450 

mg/L 
95.3 25 60 sec 

broad 

pH 

levels 

5 (53) 

MJ NPs 

Fe3O4 subsequently coated with 

carboxymethyl cellulose (CMC), 
ethyl cellulose (EC) and wax and 

again CMC. Сore-shell structure 

no data 
No 

data 
W/O 0,50% 78 25 15 min 

No 

data 
6 (63) 
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PEDHA-

Fe3O4 

Synthesized through the 

covalentfunctionalization of 
magnetite (Fe3O4) nanoparticles 

with Polyester bis-MPA dendron, 

2-hydroxyl, 1-azide dendrimer. 

Сore-shell structure 

 

63.913 and 
39.559 

emu/g 

depending 
on the 

funct. 

layer 

thickness 

W/O 
15 

mg/L 
∼78 60 50 h 

No 

data 
2 (64) 

Fe3O4@SiO

2@C 

Fe3O4 particles were first coated 

by dense silica through hydrolysis 
of tetraethyl orthosilicate (TEOS) 

at room temperature. 

Hydrophobic carbon could adsorb 
the air within their surroundings 

to form air film. Near-spherical, 

core-shell structure 

464.4±19

.85 
no data W/O 1% 100 25 5 days 

No 

data 
6 (65) 

Fe3O4-SiO2 

Preparation of Fe3O4-SiO2 by 

modified Stober process at room 

temperature. 

Sphere-shaped particles with 

clear-core shell structure 

28.0 ± 3 42.3 ± 0.3 O/W 
10 

mg/L 

93%-

94.9% 
25 

10 min 
under the 

extermal 

magnetic 

fiels 

94- 

98 
9 (66) 

A-MNPs 

Co-precipitation (co-ppt) method 
was used to synthesize MNPs, the 

MNPs surfasehas been 

consistently coated by 3-amino 
propyltriethoxysilane (3-APTES), 

sphere-shaped particles 

21 to 255 

nm 
90 O/W 

0.875 

g/L 

99.9

% 
25 

0.2 to 20 
h, 

dependin

g on the 
particle 

size 

No 

data 

No 

data 
(67) 

 

 

conditions. To protect it from corrosion, the surface of 

Fe3O4 MNPs is modified. Usually, the MNPs are first 

coated with a silica shell to prepare Fe3O4@SiO2 MNPs, 

and then some functional macromolecular chains are 

imposed (54). MNPs prepared on the basis of Fe3O4 can 

generally be classified into four types according to their 

structures: Fe3O4@SiO2@compounds particles, 

Fe3O4@compounds particles, compounds of cross-linked 

polymers and Fe3O4, and magnetic amphiphilic 

composites (51).  

Adewunmi et al. (68), Wunet al. (69) presented MNP 

synthesis methods like: co-precipitation synthesis, 

solvothermal synthesis, sol-gel synthesis, redox 

synthesis, microemulsion, hydrothermal, sonochemical, 

and chemical vapor deposition. Zhu et al. (70), 

considered the advantages and disadvantages of MNP 

synthesis methods. For example, they considered the co-

precipitation method to be a simple and efficient 

technique; however, unlike other methods, co-

precipitation does not allow to control particle size 

distribution. The microemulsion method allowed 

controlling particle size, but the synthesis takes a lot of 

time and large amounts of solvent (70). 

MNP-demulsifier type and size depending on the 

synthesis method. There are three basic types of MNP-

demulsifier structures: core-shell, matrix-dispersed, and 

Janus structure (45). We selected photographs (mostly 

made by transmission electron microscopy, TEM) of 

different types of magnetic nanoparticles from different 

sources (see Figure 7). 

All the cases that we analyzed show a wide range of 

examples of MNPs with a core shell structure, a few 

examples with a Janus structure, and only one with a 

matrix-dispersed structure. There is an opinion that the 

magnetic properties of nanoparticles can be affected by 

the type of MNP (14, 47).  

MNPs with core-shell structures are considered less 

efficient demulsifiers due to the possibility of their 

desorption from the interface under an external magnetic 

force (11). Janus MNPs have a unique surfactant-like 

structure and, consequently, an asymmetric surface 

 

 

 
Figure 7. Typical structures of MNPs. The basic visual 

structures of MNPs were taken from (left column). 1-9 

pictures where taken as real MNP examples from the 

following sources: 1 - Fe3O4@PDA-PDMAPS (FPPM); 2 - 

γ-Fe2O3@SiO2; 3 - M-GO; 4 - P(MMA-AA-DVB)/Fe3O4, 

raspberry like structure (version of Janus like MNPs); 5-6 - 

M−Janus MNPs; 7-9 - M-DM MNPs 
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wettability. These types of MNPs can perform higher 

interfacial tension than conventional core-shell MNPs 

and demonstrate a stronger deposition on a water or oil 

droplet surface, as they require higher energy to desorb 

from the interface (22). However, Janus MNPs are better 

applied to O/W emulsions due to their high 

hydrophilicity (22-25). In fact, it is quite difficult to 

establish any correlation between MNP structure and 

demulsification efficiency: according to the data in Table 

1, a high demulsification efficiency is typical of all three 

types of particles.  

In Table 1, we collected data on available cases of 

MNP-demulsifiers that were developed basically since 

2015. MNP-demulsifier size may vary from 12-14 nm 

(46, 50) to 465 nm (46). MNP-demulsifiers are made 

using magnetite nanoparticles of size about 200-300 nm.  

The physical properties of magnetic nanoparticles 

and their magnetometric property are considered in detail 

in the reviews (45, 48). MNP-demulsifiers considered in 

this article (Table 1) have supermagnetic properties. This 

means that in the presence of an external magnetic field, 

a single domain of superparamagnetic MNPs aligns with 

the applied magnetic field. In the absence of an external 

field, superparamagnetic MNPs will exhibit no 

magnetization. Superparamagnetic MNP magnetization 

describes by the modified Langevin function (Equation 

1) (48, 51). 

H
Tk

H
LMM a

B

p



+= )(0

 
(1) 

One more important characteristic is the magnetic force 

(𝐹) acting on the MNPs (Equation 2): 

HVMF = 0  (2) 

According to this equation, the ability of MNPs to 

move under an external magnetic field depends on 

particle magnetization: the greater the particle 

magnetization value, the easier the movement in the 

magnetic field. Practical research data for MNPs made on 

the basis of Fe3O4 represented in Table 1 shows that the 

larger the MNP diameter (i.e., the thicker the modified 

layer), the less the magnetization. It is important for 

magnetic materials to retain their superparamagnetic 

properties for them to be effectively separated from a 

complex multiphase system (49).  

Further, in the article we will analyze the mechanism 

of O/W and W/O emulsion separation by MNP 

demulsifiers. 
 
 

6. MECHANISM OF DEMULSIFICATION BY MNPs 

 

Crude oil is usually produced in the form of a water-in-

oil (W/O) or oil-in-water (O/W) emulsion (50). The 

emulsified water, crude oil, and bitumen are highly 

undesirable, as they may lead to problems of oil 

transportation and catalyst deactivation in refinery 

operations (48).  

For both types of emulsions (W/O and O/W), 

researchers connect the MNP demulsification activity 

with two basic factors: 1) ability of increasing the oil and 

water interfacial tension and 2) ability to interact with 

resins, naphthenic acids, asphaltenes and at the interface 

between oil and water (56, 57). The main reason for the 

stability of W/O emulsions is the "skin-like" asphaltene 

protective layer surrounding the water droplet phase. The 

broken asphaltene layer significantly increases the 

probability of water droplet coalescence and promotes 

demulsification (62). MNPs may exhibit demulsifying 

activity both independently and under a magnetic field. 

The demulsification process is shortened under a 

magnetic field (61, 63, 66). This is due to their easy 

separation from multiphase systems in the presence of 

external magnetic field. MNPs accumulate at oil-water 

interfaces of dispersed droplets, impart the magnetic 

properties to them, and then magnetically tagged droplets 

can rapidly coalesce and be isolated from the continuous 

phase (53, 55, 61, 67, 71-73). 

The ability of MNPs to increase the interfacial tension 

is because of their amphiphilic structure. The structures 

of the hydrophobic and hydrophilic parts of MNPs are 

responsible for particle wettability. MNP wettability is 

the main difference between W/O and O/W demulsifiers. 

MNPs have to be wettable by the continuous phase of 

emulsion for better dispersion: a low contact angle for 

O/W emulsions and a high contact angle for W/O 

emulsion (26). The wettability of synthesized MNPs 

(Fe3O4@AEAPFS) was studied by Lü et al. (54). They 

studied the distribution behavior of MNPs between oil 

phase and water phase. The gravity effect makes 

Fe3O4@AEAPFS-MNP pass through the oil-water 

interface and enter the aqueous phase. This is because the 

MNPs are surrounded by water and cannot fully come 

into contact with the diesel fuel. These MNPs have a 

large hydrophilic part (Fe3O4) and a small hydrophobic 

part (EP@APTES), so the particles are easily dispersed 

in the aqueous phase and reach the oil-water interface 

(56). 

There are some examples of how researchers explain 

the mechanism of O/W demulsification by the developed 

MNPs (see Table 1). The demulsification of wastewater 

produced from flooding is considered in the article (49). 

The process was investigated under an optical 

microscope.  

These M-DMEA particles accumulated at the O/W 

interface, enhancing the coalescence of oil droplets. After 

M-DMEA treatment, a clean aqueous phase without 

visible oil droplets was finally obtained. This work 

attributed the phenomenon to the interaction between 

N,N-dimethylethanolamine of MNPs and the surfactants 

of the emulsion such as asphaltenes, resins, and polymer 

residues (49). 
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Xu et al. (57) considered the demulsification 

mechanism of M-MWCNTs MNPs (Fe3O4@SiO2-

APTES modified multi-walled carbon nanotubes), which 

have a similar structure to amphiphilic surfactants: 

hydrophobic carbon skeleton and hydrophilic MNPs. 

Partial Fe3O4@SiO2-APTES. MNPs show excellent 

interfacial activity and ability to adsorb asphaltenes. 

MNP surface functional groups (-NH2, -OH and -COOH) 

can serve as electron donors to form π-π bonds with 

aromatic molecules. Xu et al. (53), Lü et al. (71) also 

developed P(MMA-AA-DVB)/Fe3O4 MNPs 

demulsification efficiency with the presence of carboxyl 

groups on the MNPs surface, which makes them 

interfacially active (53, 71). Vega et al. (72) used 

graphene oxide (GO) for MNPs surface modification (M-

GO). Non-covalent interaction analysis attributed the 

strong affinity between M-GO and asphaltenes/resins to 

the π-π interactions. 

Ko et al. (67) developed A-MNPs with a positive 

surface charge (amine group, −NH2). The experiment 

results show that oil droplets are successfully separated 

negatively-charged oil droplets using cationic surfactant-

coated MNPs (Figure 8). Xu et al. (53) described M-DM 

MNPs with a matrix dispersed structure based on 

diatomite (DM) coated by (3-aminopropyl)-

triethoxysilane (APTES), MNPs of Fe3O4, and 

polyethylenimine (PEI). The M-DM surface has a large 

number of amino groups. The asphaltene molecules are 

composed of aromatic rings and polar functional groups, 

such as hydroxyl, carboxyl, and epoxy. They considered 

that amino groups from the M-DM surface can form the 

hydrogen bonds with the hydroxyl groups derived from 

asphaltenes (53). 

The MNP demulsifiers for W/O emulsions have to be 

wetted by oil fraction. For example, Fe3O4@SiO2@C 

MNPs are easily wetted by toluene, so they can easily 

transfer to the interface of the W/O emulsion and 

decrease the surface tension of water and ultimately lead 

to the coalescence of water droplets and separation of two 

phases (65, 74). Another example is PEMN MNPs 

received by solvothermal reaction propyleneoxide-

ethyleneoxide block polyether with iron (III) 

acetylacetonate. A confocal microscope was used to 

observe the water droplets in W/O emulsions. After 

PEMN was added, the water droplets started to coalesce 

with each other and become bigger, making the 

emulsions more unstable. They supposed that PEMN 

MNPs could adsorb on the O/W interface by replacing 

some natural surfactants (51).  

Lü et al. (71) explained that MNPs were synthesized: 

Fe3O4@APFS (magnetite coated by aminopropyl-

functionalised silica (APFS)) and Fe3O4@APFS-G-CS 

(previous one MNPs coated by chitosan molecular 

chains). The zeta potential of these two types of MNPs 

was analyzed for the prediction of demulsification  

 

efficiency. These nanoparticles have slightly different 

zeta potential: under pH 7.0, the potential of 

Fe3O4@APFS was 18.2 mv, and of Fe3O4@APFS-G-CS 

was 17.6 mv. This means that the positive charge 

intensity of the second type of MNPs was less than the 

first. Based on this fact, the authors assumed that for 

Fe3O4@APFS MNPs, the electrostatic attraction of 

asphaltenes, resins, and naphthenic acids and 

demulsification efficiency could be higher. However, 

Fe3O4@APFS-G-CS attracted negatively-charged oil 

droplets more effectively: the formation of aggregates of 

oil droplets and magnetic flocs was very fast and its size 

could reach 100 mm. They authors consider that the 

efficiency of demulsification by the Fe3O4@APFS-G-CS 

is the consequence of hydrophobic interaction between 

grafted CS and oil droplets. 

The demulsification mechanism for both W/O and 

O/W emulsions is practically the same: MNP 

demulsifiers disperse in a continuous medium of 

emulsion, interact with asphaltenes and other compounds 

of droplets’ surface of dispersion medium, the shell is 

destroyed, and the droplets merge. MNP interaction with 

asphaltenes can be achieved mainly through Van der 

Waals interactions and Coulomb interactions. Many 

studies have been conducted on the zeta potential of 

asphaltenes under different conditions. Their main 

conclusion is that the surface of asphaltenes can be both 

positively and negatively charged (72, 73). Parra-

Barrazaa et al. (73) reported that the anionic and the 

cationic surfactants adsorbing on the asphaltenes through 

the electrostatic interactions are able to reverse the zeta 

potential sign. In the research cases that we studied in this 

article, this conclusion is also true for MNP demulsifiers. 

The observed removal efficiency can be connected to the 

effect of MNP demulsifiers on the zeta potential of 

dispersed phase droplets in the continuous phase that 

leads to a decrease in electrostatic repulsion between 

droplets and enhancement of the removal efficiency (66). 

This property of MNP-demulsifiers makes them an 

ideal reusable instrument for solving the problem of oil 

and water emulsion formation. In the following section, 

we collected factors affecting MNP demulsification 

efficiency. 

 

 

 
Figure 8. Schematic illustration of a bottle test experiment 

for O/W emulsion separation using MNPs demulsifier [63]  
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7. FACTORS AFFECTING MNP DEMULSIFICATION 
EFFICIENCY 

 

Functional effectiveness of MNPs depends on three key 

environmental parameters: pH value, temperature, and 

ionic strength of water (55). However, the literature 

review hereunder showed that the demulsification 

efficiency of MNPs also depends on the characteristics of 

the emulsion and the MNP demulsifier itself. The aim of 

this section is to collect practical examples of factors that, 

according to the researcher’s opinion, potentially 

influence the functional effect of modified MNPs. 

 
7. 1. Emulsion Characteristics       In preparing this 

review, we studied many examples of MNP demulsifiers 

that were developed for both O/W and W/O emulsions. 

We have collected some cases where authors discuss the 

properties of emulsion that have an influence on MNP 

demulsifi-cation effectiveness. 

One characteristic of water and oil emulsion is 

viscosity. Liang et al. (50) revealed that emulsion 

viscosity is not the factor that significantly influences the 

demulsification capability of MNPs. Developed 

Fe3O4@OA MNPs (Fe3O4 modified by oleic acid) were 

tested on two O/W emulsions with similar viscosities 

1.68 and 1.43 mPa.s. In the experiment on the 

demulsification of MNPs at a concentration of 30 g/L, the 

separation effectiveness differed twice (36% and 80%, 

respectively). Microscopic analysis of the emulsion 

showed that droplet size was three times different (262 

nm and 76 nm) (50). They concluded that the smaller the 

droplet size of O/W emulsion, the more difficult the 

demulsification process (50).  

Another example of unexpected results of MNP 

testing on emulsions (W/O) with different API densities 

has been described by Ali et al. (58). P(MMA-AA-

DVB)/Fe3O4 MNPs (polymethylmethacrylate-acrylic 

acid-divinylbenzene) showed high coalescence 

efficiency at a concentration of 600 ppm, at 60° C for 1 

hour and effective separation of water from a stable 

emulsion with viscosity 35.95 API (7 wt.% asphaltenes) 

and 16.66 API having a higher asphaltens content (15 

wt.% asphaltenes). Despite the significant difference in 

viscosity, the demulsification efficiency was high in both 

cases: 99 and 95%, respectively (58). They attributed this 

phenomenon to the high asphaltene content contributing 

to the adsorption of the MNP demulsifier on the interface 

between the water and oil. 

One more important emulsion characteristic that can 

influence MNP demulsification efficiency is the 

emulsion phase volume ratio.  

According to literature (52, 58-60, 64, 75-82) the 

water content in W/O emulsion is one of the primary 

factors that affects demulsification efficiency or 

emulsion stability. Stable emulsions require water 

content in addition to asphaltenes, resin, and paraffin 

content. In their experiments, the researchers 

demonstrated that demulsification efficiency increases 

with an increase in water content from 30% to 50% using 

500 ppm P(MMA-AA-DVB)/Fe3O4 MNP as 

demulsifiers; additionally, MNPs exhibit excellent 

efficiency and separation time optimization at half the 

water content. 

 

7. 2. Water Mineralization            Lü et al. (54) 

discovered a remarkable increase in the efficiency of 

separating O/W emulsion after adding NaCl or CaCl2 

within the concentration range of 0-0.15 mol/L. During 

their study on Fe3O4@APFS MNPs at pH 7.0, they 

observed that MNPs exhibited attractive electrostatic 

interaction with oil droplets. The addition of salt 

weakened this electrostatic attraction due to electrostatic 

screening. However, as the ionic strength increased, the 

hydrophobicity of Fe3O4@APFS MNPs improved, 

promoting their sorption at the surface of oil droplets. 

Consequently, the separation efficiency of oil was 

significantly enhanced (54). 

The demulsification efficiency of MNPs described by 

Lü et al. (55) (Fe3O4@SiO2-MPS modified by N-

isopropylacrylamide (NIPAM) and sodium methacrylate 

(SMA)) was significantly enhanced by increasing water 

ionic strength. They explained this phenomenon by the 

fact that cations partly shielded the MNPs surface 

negative charge that concentrated on sodium 

methacrylate monomers and the charge repulsion was 

therefore reduced; salt addition also enhanced the MNP 

hydrophobicity. Increasing ionic strength in this case was 

also favorable for MNP accumulation on the oil droplet 

surface. 

 

7. 3. Influence of pH       The pH value is an important 

factor to consider during demulsification by MNPs. 

Depending on the compounds used for MNP 

modification, the magnetic particles are able to change 

their performance at different pH levels. For example, 

MNPs modified by the co-polymer of sodium 

methacrylate (SMA) and N-isopropylacrylamide 

(NIPAM) became pH-sensitive due to the acid co-

monomer (55). MNP separation efficiency decreased 

with an increase in pH; the influence of pH on its 

separation efficiency became more significant with an 

increasing amount of SMA in coverage of MNPs. The 

authors explain these phenomena as due to the ionization 

of SMA under higher pH levels leading to an increase in 

MNPs hydrophilic properties. As a result, the repulsive 

forces between nanoparticles and oil droplets increased 

(55). 

Another example of pH sensitive MNPs is M-GO 

sample (amino-functional Fe2O3@SiO2 anchored on the 

surface of GO) (52). It was found that the M-GO 

maintained a good demulsification performance in an 

acidic condition. They attributed this phenomenon to the 
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ionization of the alcohol and carboxyl functional groups 

on the M-GO MNPs under the acid condition, which 

makes them less hydrophilic (52). 

Successful examples of magnetic nanoparticles 

(MNPs) have been adapted to a wide range of pH values, 

as described Lü et al. (54) where Fe3O4 MNPs were 

modified by TEOS and N-(aminoethyl)-aminopropyl 

triethoxy silane (AEAPTES). The demulsification 

efficiency of these MNPs is achieved through different 

mechanisms under different pH values. At pH 4.0 and 

7.0, the positively charged Fe3O4@AEAPTES MNPs 

utilize both electrostatic attraction and interfacial activity 

to promote the sorption of MNPs onto the surface of oil 

droplets. However, at pH 10.0, the negatively charged 

Fe3O4@AEAPTES MNPs repel the oil droplets through 

electrostatic interactions. Nevertheless, hydrophobic 

forces can still overcome the electrostatic repulsion, 

allowing the MNPs to successfully attach to the 

emulsified oil droplets. The synthesized 

Fe3O4@AEAPTES MNPs demonstrate satisfactory 

separation performance at various pH levels, although 

their efficiency slightly declines with an increase in pH. 

The pH value has a significant impact not only on 

functional groups of MNP demulsifiers, but also on the 

functional groups of asphaltenes. Under high or low pH, 

asphaltenes become charged, which increases their 

surface activity and hydrophilic behavior. In this 

condition, charged asphaltenes move to the oil-water 

interface and accumulate more easily. At acidic 

conditions, this property of asphaltenes is more 

pronounced due to the large number of carbocyclic 

groups in the structure. The stability W/O emulsion 

increases at pH below 7.0, as water drops do not merge 

well (60, 64, 74-86). In this case, the cationic type MNP 

demulsifier is preferable. 

 

7. 4. Influence of Temperature       Temperature also 

plays a crucial role in demulsification. Several examples 

discussed by Xu et al. (53) and Lü et al. (55)illustrated 

the influence of temperature on MNP demulsification 

efficiency. Xu et al. (53) have found that an increase in 

temperature from 15 to 60°C resulted in an increase in 

demulsification efficiency. This is mainly due to 

enhanced thermodynamic movement of interface 

molecules and decreased interfacial viscosity at higher 

temperatures, leading to emulsion instability. 

Meanwhile, Lü et al. (55) showed that the efficiency of 

an MNP demulsifier significantly decreased once the 

temperature was above the lower critical solution 

temperature (LCST) due to a hydrophobicity transition 

(55). 

Ali et al. (58, 59) presented an example of W/O 

emulsion separation under 60°C covered different 

periods of time from 20 to 60 min. It was described that 

P(MMA-AA-DVB)/Fe3O4 MNPs showed effective 

demulsification efficiency for very stable W/O in 60 min 

at 60° C. 

 

7. 5. Addition of Chemical Surfactants         
Elmobarak and Almomani (66) organized MNP testing 

in combination with ordinary surfactants. Tests were 

carried out under three different surfactant concentrations 

of 0.05, 0.1 and 0.5 g/L at a constant concentration 10 

mg/L of Fe3O4-SiO2 MNPs. It was found that 

demulsification efficiency slightly decreased by 

increasing the surfactant concentration in O/W 

emulsions. It was reported earlier that MNPs can attach 

to oil droplets in O/W emulsion as a result of the 

attractive force. The authors consider that surfactant 

added to emulsion increases the hydrophobicity of the oil 

droplets; the electrostatic repulsion between oil droplets 

becomes less pronounced and the interaction between oil 

droplets and the MNPs becomes worse.  In addition, the 

anionic surfactants can interfere with acidic components 

in the oil and generate new compounds that can increase 

the density of the negative charge on the surface of oil 

droplets and enhance their stability (66). Nevertheless, 

we consider the influence of this factor as poorly 

understood. The right combination of surfactants will 

perhaps improve the demulsification efficiency. 

 

7. 6. Time       Ko et al. (67) described the results of 

experiments for studying the influence of mixing time on 

demulsification efficiency. They conclude that as the 

mixing time increases, the probability of collision 

between free MNPs and between free MNPs and MNP-

oils increases. As a result, the particles might get more 

aggregated, and magnetic separation time gets shorter.  

 

7. 7. Presence of Magnetic Field       During MNP 

demulsifier application, a magnetic field can be applied 

with two aims: for MNP collection and for intensification 

of its activity. A magnetic field promotes quick and high 

demulsification efficiency and can compensate long time 

required for ordinary settling. For example, the 

experiments described by Elmobarak and Almomani (66) 

required 2 h settling time with a dose of 163 mg/L to 

achieve 94.9% demulsification, while this efficiency can 

be achieved in 8 min at a 10 mg/L concentration under a 

magnetic field.  

The magnetic field influenced not only the MNP 

demulsifier, but also the OWE itself. The research 

findings conducted by Romanova et al. (75) showed that 

a magnetic field, constant and alternating 

electromagnetic fields applied to emulsion samples 

(W/O) of different composition lead to the destruction of 

the emulsion with 99 wt.% demulsification efficiency. 

However, the mechanism of that phenomena remains 

unclear. Khajeh et al. (76) have found that a magnetic 

field decreases the interfacial tension in the system of 
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water-toluene-asphaltenes and the number of hydrogen 

bonding between water and asphaltenes molecules (76). 

 

 
8. CONCLUSIONS 

 

Interest in MNP demulsification technology is constantly 

growing. This review summarizes the research cases of 

MNP modification and testing for the demulsification of 

both types of OWEs (O/W and W/O). The range of bottle 

tests that were studied confirmed that MNP demulsifiers 

demonstrate excellent demulsaification efficiency.  

During the development of MNP demulsifiers, it is 

important to take it to account the following factors:  

1. MNPs need a protective layer to avoid oxidation and 

corrosion. 

2. The functional modification of MNPs have to be made 

in accordance with the type of emulsion and emulsifier 

characteristics (basically asphaltenes). MNP demulsifier 

must have good wettability by continuous phase of 

emulsion. 

3. It is also necessary to analyze the target OWE 

emulsifier characteristics (basically zeta potential of 

asphaltenes). The functional groups of the MNP 

demulsifier must provide the necessary zeta-potential for 

electrostatic interaction with asphaltenes.  

This research experience proves MNPs as prospective 

substances for field application. The undoubted 

advantages of MNPs over conventional demulsifiers are 

their safety for the environment and reusability.  
 
 
9. REFERENCES 
 

1. Vyatkin K, Kochnev A, Lekomtsev A. Evaluation of oil viscosity 

expansion and property investigation of oil-water emulsion in 

Perm region. Expos Oil Gas. 2017;2:89-93.   

2. Raya SA, Mohd Saaid I, Abbas Ahmed A, Abubakar Umar A. A 

critical review of development and demulsification mechanisms 
of crude oil emulsion in the petroleum industry. Journal of 

Petroleum Exploration and Production Technology. 

2020;10:1711-28. https://doi.org/10.1007/s13202-020-00830-7  

3. Gupta S, Rajiah P, Middlebrooks EH, Baruah D, Carter BW, 

Burton KR, et al. Systematic review of the literature: best 

practices. Academic radiology. 2018;25(11):1481-90.  

https://doi.org/10.1016/j.acra.2018.04.025 

4. Aromataris E, Fernandez R, Godfrey C, Holly C, Khalil H, 

Tungpunkom P. Summarizing systematic reviews: 
methodological development. 2015.  

https://doi.org/10.1097/XEB.0000000000000055  

5. O'Connor A, Anderson K, Goodell C, Sargeant J. Conducting 
systematic reviews of intervention questions I: writing the review 

protocol, formulating the question and searching the literature. 

Zoonoses and public health. 2014;61:28-38.  

https://doi.org/10.1111/zph.12125  

6. Abdulredha MM, Aslina HS, Luqman CA. Overview on 

petroleum emulsions, formation, influence and demulsification 
treatment techniques. Arabian Journal of Chemistry. 

2020;13(1):3403-28.  

https://doi.org/10.1016/j.arabjc.2018.11.014 

7. Moeini F, Hemmati-Sarapardeh A, Ghazanfari M-H, Masihi M, 
Ayatollahi S. Toward mechanistic understanding of heavy crude 

oil/brine interfacial tension: The roles of salinity, temperature and 

pressure. Fluid phase equilibria. 2014;375:191-200.  

http://dx.doi.org/doi:10.1016/j.fluid.2014.04.017 

8. Lashkarbolooki M, Riazi M, Ayatollahi S, Hezave AZ. Synergy 

effects of ions, resin, and asphaltene on interfacial tension of 
acidic crude oil and low–high salinity brines. Fuel. 2016;165:75-

85.  http://dx.doi.org/10.1016/j.fuel.2015.10.030 

9. Saad M, Kamil M, Abdurahman N, Yunus RM, Awad OI. An 
overview of recent advances in state-of-the-art techniques in the 

demulsification of crude oil emulsions. Processes. 2019;7(7):470.  

https://doi.org/10.3390/pr7070470 

10. Norrman K, Olesen KB, Zimmermann MS, Fadhel R, Vijn P, 

Sølling TI. Isolation and Characterization of Surface-Active 
Components in Crude Oil—Toward Their Application as 

Demulsifiers. Energy & Fuels. 2020;34(11):13650-63.  

https://dx.doi.org/10.1021/acs.energyfuels.0c02329  

11. Yang F, Tchoukov P, Qiao P, Ma X, Pensini E, Dabros T, et al. 

Studying demulsification mechanisms of water-in-crude oil 

emulsions using a modified thin liquid film technique. Colloids 
and Surfaces A: Physicochemical and Engineering Aspects. 

2018;540:215-23.  https://doi.org/10.1016/j.colsurfa.2017.12.056 

12. Hart A. A review of technologies for transporting heavy crude oil 
and bitumen via pipelines. Journal of Petroleum Exploration and 

Production Technology. 2014;4:327-36.  

https://doi.org/10.1007/s13202-013-0086-6 

13. Mohyaldinn ME, Hassan AM, Ayoub MA. Application of 

emulsions and microemulsions in enhanced oil recovery and well 

stimulation. Microemulsion-a Chemical Nanoreactor. 2019.  

https://doi.org/10.5772/intechopen.84538 

14. Rodionova G, Strand M, Øye G. Potential applications of 

magnetic nanoparticles within separation in the petroleum 

industry. 2018.  https://doi.org/10.1016/j.petrol.2018.02.048 

15. Sjöblom J, Simon S, Xu Z. Model molecules mimicking 

asphaltenes. Advances in colloid and interface science. 

2015;218:1-16.  https://doi.org/10.1016/j.cis.2015.01.002 

16. Langevin D, Argillier J-F. Interfacial behavior of asphaltenes. 

Advances in colloid and interface science. 2016;233:83-93.  

http://dx.doi.org/10.1016/j.cis.2015.10.005 

17. Rahham Y, Rane K, Goual L. Characterization of the Interfacial 

Material in Asphaltenes Responsible for Oil/Water Emulsion 
Stability. Energy & Fuels. 2020;34(11):13871-82.  

https://dx.doi.org/10.1021/acs.energyfuels.0c02656 

18. Wu C, De Visscher A, Gates ID. On naphthenic acids removal 
from crude oil and oil sands process-affected water. Fuel. 

2019;253:1229-46.  https://doi.org/10.1016/j.fuel.2019.05.091 

19. Headley JV, Peru KM, Barrow MP, Derrick PJ. Characterization 
of naphthenic acids from Athabasca oil sands using electrospray 

ionization: the significant influence of solvents. Analytical 

Chemistry. 2007;79(16):6222-9.  

https://doi.org/10.1021/ac070905w  

20. Barros EV, Dias HP, Pinto FE, Gomes AO, Moura RR, Neto AC, 

et al. Characterization of naphthenic acids in thermally degraded 
petroleum by ESI (−)-FT-ICR MS and 1H NMR after solid-phase 

extraction and liquid/liquid extraction. Energy & Fuels. 

2018;32(3):2878-88.  

https://doi.org/10.1021/acs.energyfuels.7b03099 

21. Ese MH, Kilpatrick PK. Stabilization of water‐in‐oil emulsions 

by naphthenic acids and their salts: model compounds, role of pH, 
and soap: acid ratio. Journal of Dispersion Science and 

Technology. 2004;25(3):253-61.  http://dx.doi.org/10.1081/DIS-

120038634 

22. Hurtevent C, Ubbels S, editors. Preventing naphthenate stabilised 

emulsions and naphthenate deposits at ekoundou oil field in 

https://doi.org/10.1007/s13202-020-00830-7
https://doi.org/10.1016/j.acra.2018.04.025
https://doi.org/10.1097/XEB.0000000000000055
https://doi.org/10.1111/zph.12125
https://doi.org/10.1016/j.arabjc.2018.11.014
http://dx.doi.org/doi:10.1016/j.fluid.2014.04.017
http://dx.doi.org/10.1016/j.fuel.2015.10.030
https://doi.org/10.3390/pr7070470
https://dx.doi.org/10.1021/acs.energyfuels.0c02329
https://doi.org/10.1016/j.colsurfa.2017.12.056
https://doi.org/10.1007/s13202-013-0086-6
https://doi.org/10.5772/intechopen.84538
https://doi.org/10.1016/j.petrol.2018.02.048
https://doi.org/10.1016/j.cis.2015.01.002
http://dx.doi.org/10.1016/j.cis.2015.10.005
https://dx.doi.org/10.1021/acs.energyfuels.0c02656
https://doi.org/10.1016/j.fuel.2019.05.091
https://doi.org/10.1021/ac070905w
https://doi.org/10.1021/acs.energyfuels.7b03099
http://dx.doi.org/10.1081/DIS-120038634
http://dx.doi.org/10.1081/DIS-120038634


Y. Rozhkova et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   904-919                                    917 

 

cameroon. SPE International Oilfield Scale Symposium; 2006: 

OnePetro.  
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Persian Abstract 

 چکیده 
و حمل و    آب طیف وسیعی از مشکلات را ایجاد می کند که یکی از آنها کاهش قابل توجه فشار در خطوط جریان است که منجر به افزایش هزینه های پمپاژ-امولسیون نفت

ها خواص   MNPاست.   (MNPs)های جداسازی نفت/آب، استفاده از دمولسیفایرهای مبتنی بر نانوذرات مغناطیسی  یافته در میان فناوری ترین روند توسعهنقل می شود. گسترده

مغناطیسی برای کاربرد    شیمیایی و مکانیکی خاصی دارند و فرصت های منحصر به فردی را برای حل مسائل تولید نفت فراهم می کنند. ویژگی های کلیدی چنین نانوذرات 

راه دور با استفاده از میدان های مغناطیسی خارجی به آنها یک مزیت منحصر به فرد در عملیات حمل  پایدار آنها قابلیت استفاده مجدد و پایداری آنهاست. فرصت دستکاری از 

، مکانیسم MNPهای امولسیفایر  برای جداسازی موثر امولسیون روغن و آب است. این بررسی ویژگی  MNPsبندی تحقیقات  و نقل می دهد. هدف اصلی این مطالعه، نظام

کند. ارتباط این مطالعه این  را ارائه می   MNPآب توسط دمولسیفایر  -های روغنو عوامل مؤثر بر اختلال در کارایی امولسیون (OWE)آب  -های روغنجداسازی امولسیون

نانوذرات مغناطیسی    آب اغلب در عمل در طول توسعه میدان با آن مواجه می شوند. برای حل این مشکل، استفاده از دمولسیفایرهای مبتنی بر-است که امولسیون های نفت

و تأثیر هر عامل را توصیف می  پیشنهاد شده است. تازگی کار در این واقعیت نهفته است که کار چندین عامل موثر بر دامولسیفکاسیون را به طور همزمان جمع آوری می کند  

، دمای مخزن، افزودن سورفکتانت های شیمیایی، زمان و میدان مغناطیسی. مکانیسم PHکند. از میان این عوامل، مهمترین آنها عبارتند از: ویژگی های امولسیونی، شوری آب،  

اطیسی  آب در انواع مختلف نیز توضیح داده شده است و پیامدهای منفی تشکیل امولسیون مورد بحث قرار می گیرد. نتایج نشان داد که نانوذرات مغن-تشکیل امولسیون های روغن

 لسیفایر باید ترشوندگی خوبی در فاز پیوسته امولسیون داشته باشد. دمونیاز به لایه محافظ دارند و 
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A B S T R A C T  
 

 

The cooling rate under impingement of air jet finds massive application in electronic packaging, 

material processing industries and cooling of gas turbine. The conventional cooling of heat sinks was 

till date carried out using a fan and pump. Recently, the momentous impingement of air has been found 
to produced 1.5 times the cooling rate, as compared with conventional method, under same pumping 

power. Previously, attractive amount of Research is carried out in observing the cooling rate for constant 

heat flux boundary condition, and less are available for constant wall temperature. The present research 
provides an in-depth numerical investigation for such jet impinged heat sinks, with a heat flux boundary 

condition. The exponential variation of heat flux magnitude with radial distance (Away from 

impingement point), is observed to be a generic alternate of constant wall temperature boundary 
condition. The numerical computation for heat transfer of such exponentially powered heat flux sink is 

carried out using FLUENT (ANSYS 2023R1). An orthogonal 2-D mesh computational domain with a 

compactible SST and K-Omega turbulence model is simulated for various inlet velocity and nozzle-
target spacing. The impingement of jet and local cooling of target surface is defined using a well know 

non-dimensional Reynolds and Nusselt number, respectively. The exponential power for non-uniformly 

heated sinks can be readily selected (0.1-1) to replicate the present non-uniform heating or constant wall 
temperature boundary condition. Non-uniform heating has gained lots of attention of heat transfer 

researcher across the globe. The computation results extracted for various impinging Reynolds number 

and nozzle-target spacing, were closely best fitted using regression and validated with referred previous 
literature results. Tight dependency of slope parameter, over Reynolds number and z/d is observed in 

local cooling rate.  These dependencies are judged based on the power of exponents. The semi – 

empirical correlations are defined separately for and stagnation, transition, and wall jet regions, 
separately. Such correlation can plan the design of cooling system, under non-uniform heating 

conditions 

doi: 10.5829/ije.2024.37.05b.10 
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NOMENCLATURE     
𝑅𝑒 Reynolds number 𝑚 The slope of heat flux 𝐺1, 𝐺2, 𝐺3 &𝐺4 Functions 

𝑃𝑟 Prandtl number 𝑁𝑢 Nusselt number Greek Symbols 
𝐺𝑅 Growth rate ∆𝑇 Temperature difference Ρ Density of air 
𝑧 Nozzle exit to target surface spacing z/d Nozzle target spacing α Thermal Diffuisvity 

ℎ Heat transfer coefficient C Non-dimensional constant 𝜔 Specific Dissipation rate 
𝑄 and 𝑄𝑜 Heat flux (𝑤/𝑚2) t Geometric thickness μ Dynamic viscosity 

𝑇�̅� Average surface temperature 𝑇�̅� Mean Bulk Fluid Temperature 𝐶𝑝 Specific heat 

 

 

1. INTRODUCTION 
 
The continuous demand in cooling rate for efficient 

working of work station, electronic packaging system 

and material processing industries, is continuously being 

investigated by heat transfer researcher and postdoc. The 

conventional method of cooling using fan immensely 

demands for higher pumping power, increasing the 

running cost of system. Jet impingement using heat 

transfer, resulting in around 150% increase in cooling 

rate with same pumping power, was observed in early 

1990’s. Till date the steady jet impingement heat transfer 

is almost completely investigated and sufficient 

empirical correlations are readily available for design of 

cooling system. The air jet impingement over a hot target 

surface is a study partially in line with external force 

convection. Ricou et al. (1) for the first time investigated 

the entrainment effect of atmospheric air in suppressing 

the overall cooling rate for a fully developed laminar 

impingement. The Nusselt profile (𝑁𝑢 𝑣𝑠
𝑟

𝑑
) for the 

isothermal impinging jet was found to have the same 

velocity gradient over target surface as that of the one 

with higher/ lower temperature as that of target surface. 

The fully developed turbulent impingement is more of 

mixed convection and very less (±2%) natural 

convection (1). Hoogendoorn (2) investigated the heat 

transfer near stagnation zone, using liquid crystal 

technique. It was observed for the nozzle target spacing 

(
𝑧

𝑑
> 5) the stagnant point heat transfer is equivalent to 

that of the flow past the cylinder, provided the cylinder is 

five times the diameter as that of target surface. The fully 

developed turbulent impingement is majorly observed to 

possess a turbulence intensity greater than 1%. The 

turbulence intensity is the measure of root mean square 

velocity at nozzle exit.  Pamadi and Belov (3) observed 

the secondary peak in the Nusselt profile near transition 

and far jet region (r/d >2.5). Such peaks are more prone 

to happen with lower nozzle target spacing (
𝑍

𝑑
< 1) (4). 

Using finite difference technique of Kolmogorov- 

Prandtl hypothesis, secondary peaks were even bound to 

observed in stagnation zone due to some turbulence 

palpitation. Kataoka (5) observed the fluid density 

variation for free jets of burned gas and 𝐶𝑂2 air mixture. 

The potential core of impinging jet as observed by Behera 

et al. (6), is the core length of velocity at nozzle exits. 

This core of impinging jet is least affected by entrainment 

effect and has poor cross diffusion of momentum. The 

potential core of temperature development was correlated 

with inlet temperature by Behera (6). A generalize model 

for logarithmic mean temperature difference in terms of 

core length conveys an exponential decay in Nusselt 

profile with respect to radial distance. The radial distance 

is measured from the point of impingement to the 

extreme of target surface. Shadlesky (7) investigated the 

existence of critical range of Stanton number for fully 

developed potential core of impinging jet. The developed 

potential core is highly sensitive to the nature of 

development of velocity at nozzle exit. Between 0.57 and 

0.763 (𝑆𝑡), the flow exit the nozzle carries a fully 

developed potential core. With a temperature difference 

0℃ < ∆𝑇 < 60℃, an overall difference of 15% −
25 % was observed with overall cooling rate proposed by 

Hollworth and Gero (8), the Nusselt number magnitude 

empirical correlation as summation of heat transfer due 

to turbulence and heat transfer due to temperature 

difference as, 𝑞𝑠 = ℎ∆𝑇1 + ℎ∅∆𝑇 . The heat transfer due 

to turbulence is majorly due to adverse pressure gradient 

at the point of impingement. Zumbrunnen et al. (9) 

investigated the transient heat transfer cooling rate for 

pulse impingement air jet. The data points were recorded 

for before and after the renewal/vanish of thermal 

boundary layer. Empirical relation for water jet 

impingement (𝑁𝑢𝑤𝑡 = 𝑅𝑒𝑤
𝑚. 𝑃𝑟0.4,60 − 90%) at 

stagnation point was found to independent of pulse rate. 

Major enhancements were attributed to the turbulence jet 

intensity and vorticity amplification. A 25% uncertainty 

with turbulent impingement and 11% for laminar was 

observe by Zumbrunnen et al. (9). Goldstein and Seol 

(10) investigated the average cooling rate for the row of 

impinging circular and square shape jet, with a fully 

developed velocity profile at outlet of nozzle. The 
𝑁𝑢

𝑅𝑒0.7 

against the span wise position of target surface under 

constant heat flux was investigated for 1 <
𝑧

𝑑
< 6 and 

10000 < 𝑅𝑒 < 25000. The cooling rate at stagnation 

region was found to dominate over the other local 

position. In line with the previous literature, less 

significant change in Nusselt profile and overall cooling 

rate for variation in span wise distribution spacing of 

nozzle (1 <
𝑠

𝑑
< 4), was observed. This is due to the 

poor mixing of potential core of consecutive impinging 

jet. The research work concluded the higher area 

averaged cooling rate for closely spaced impinging 
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nozzle. The premixing of potential core of optimally 

spaced nozzle induces higher turbulence over the target 

surface. With nozzle target spacing less than 1. Lytle and 

Webb (11) observed a significant increase in stagnant 

point heat transfer and few secondary peaks. These 

secondary peaks observed in (1 <
𝑟

𝑑
< 2.5), is the 

recovery effect for the continuity equation. The 

secondary peaks (
𝑧

𝑑
> 1) shifts radially out with increase 

in Reynolds number from 5100 to 23000. Behnia (12) 

reported the computational results for 𝑣2 − 𝑓 turbulence 

model for predicting the flow over the target surface for 

a confined impingement of jet.  This enhancement due to 

the confinement of jet was observed for 30000 < 𝑅𝑒 <
70000. The degree of confinement is determined with 

the premixing of potential core of impinging jet with 

atmospheric air. Garimella and Schroeder (13) 

investigated the impingement of multi-jet and its effect 

on overall cooling rate. With 2 × 2and 6 × 6 sets of 

impinging nozzles, the stagnant heat transfer secondary 

peaks were observed distinguished for (
𝑠

𝑑
> 4) (9). Up 

till, here it can be well concluded that utilization of 

pumping power of impinging jet in the form of heat 

transfer is much challenging for single jet. The 

impingement of multi-jet reflects some secondary peaks 

to dissolve its pumping power, through some turbulence 

mixing. The present study proposed few such empirical 

correlation of 𝑁𝑢 = 𝑓1 (𝑅𝑒,
𝑧

𝑑
,

𝑟

𝑑
).  Han  and Goldstein 

(14) gave a summary review of crossflow diffusion and 

angle of impingement against the overall cooling rate. 

With impingement angle of 90𝑜, the Nusselt profile 

against the radial distance was observed to be perfectly 

symmetrical (mirror image). Not much deviation in 

overall cooling rate (10% − 25%) with variation in 

angle of impingement was observed. Katti and Prabhu (4) 

investigated local heat transfer distribution between a 

smooth flat surface and impinging of air from a circular 

straight pipe nozzle. Three vital heat transfer region were 

observed, stagnation (
𝑟

𝑑
= 0), transition (1 <

𝑟

𝑑
< 2.5) 

and wall jet (
𝑟

𝑑
> 2.5) for fully developed impingement. 

The local heat transfer characteristics were estimated for 

varying Reynolds numbers between 12000 and 28000 

and nozzle-target spacing of 0.5 - 8 nozzle diameters. 

Sagot et al. (15) validated the SST K-omega turbulence 

model for the impingement of gas  at a temperature 

greater than that of the target surface, demonstrating the 

heating application of impingement heat transfer. Good 

validation with Dittus-Boelter equation with 𝑃𝑟0.4 was 

observed, Sagot et al. (15) reported the robustness of SST 

K-omega in predicting the heat transfer rate 

within ±10% uncertainty with general equation of 

internal forced convection (16). Alimohammadi et al. 

(17) numerically predicted the local heat transfer 

coefficients of an unconfined steady impinging air jet 

with a constant temperature boundary condition. The 

secondary peak was observed by coupling the SST 

turbulence model with Gamma-Theta transition model. 

Maximum of 5% deviation in local, area-averaged and 

stagnation Nusselt number for 
𝐻

𝐷
= 1 and 𝑅𝑒 = 14000 

was observed. Guo et al. (18) investigated the transient 

heat transfer due to the impingement of a 6𝑚𝑚 diameter 

circular jet and reported the event of steadiness in 

cooling, after 80s of start of impingement. The numerical 

validation of an ICEM-CFD-3D meshed computational 

domain was computed with fluent solver to observe the 

velocity contour at different time step (before 80s). The 

numerical work was validated against the experimental 

results within ±10% accuracy of Nusselt number, with 

previous literature work. The author reported a 

significant increase in cooling rate with increase in 

nozzle target spacing (4 <
𝑧

𝑑
< 8.5) for the jet impinging 

at 𝑅𝑒 = 34000. Luhar et al. (19) reported the set of 

algebraic equation used in determining temperature 

coefficients and proposed analytical model. This 

analytical model was constructed using finite different 

scheme. Sundaram and Venkatesan (20) studied heat 

transfer characteristics over the pin fin surface using 

RNG Turbulence model. It was observed that 

temperature decreases with the number of perforation of 

pin. Umair and Gulhane (21) observed Nusselt profile 

variation with the emergence of secondary peaks at lower 

nozzle target spacing (
𝑟

𝑑
< 1). 

These variations were attributed to the presence of 

turbulence flow near stagnation region. In line with the 

previous literature, Umar et al. (22) proposed semi 

empirical correlation with low nozzle target spacing 

(
𝑟

𝑑
< 1). These correlation established a power law 

relation across four specific regions: stagnation, near 

wall, far wall and jet region. Umair and Gulhane (23) 

reported the non-uniformity in cooling characteristics of 

target surface. Thermal diffusivity (property variation) 

and geometric thickness (target surface) were studied for 

the occurrences of unevenness in Nusselt profile. The 

author reported a critical dependency of non-uniformity 

(Nusselt Profile) for air flow rate, below 59.33 −
66.76 𝑚𝑚3/𝑠. Siddique et al. (24) also investigated  the 

effect of target surface thickness in inducing the un 

evenness to the profile cooling. Well clarified semi 

empirical correlation for 𝑃𝑟 ×
𝑡

𝑑
< 0.012  and 𝑃𝑟 ×

𝑡

𝑑
<

0.012  was reported. The work future recommended the 

existence of  the Nusselt number correlation as function 

of 𝑃𝑟,
𝑡

𝑑
,

𝑧

𝑑
, 𝑅𝑒 &

𝑟

𝑑
, which take care of such non-

uniformity/ unevenness. Umair et al. (23) experimental 

readings were validated with the coupled SST and 

Gamma – theta transition model in CFX. The Standard 

deviation in Nusselt profile converge with the increase in 

the value of constant 𝑐 =
𝑅𝑒

𝑧/𝑑
 > 6000. Recently, Siddique 
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et al. (25) numerically investigated the modification in 

transitional semi empirical correlation of Nusselt number 

with linearly varying heat flux. The article carried the 

numerical work with unevenness in Nusselt profile, 

considering the slope parameter (𝑚).  Husain and Ariz 

(26) studied the effect of design parameter using 3D 

computational model to enhance heat transfer with 

effusion holes. Aminzadeh et al. (27) numerically 

examined the impact of inlet flow rate and temperature 

differences (0, 100, and 300K) on the behavior of a self-

excited oscillating jet with Reynolds number 1000 and 

3000. ±10% deviation in overall cooling rate was 

observed. The effect of viscous dissipation on heat 

transfer coefficient in laminar, non-Newtonian flows 

studied by Manglik and Prusa (28). The Nusselt number 

correlation with wall temperature gradient in transition 

region was proposed. Lu and Cheng (29) analyzed the 

friction factor and Nusselt number for viscous 

compressible flow in a tube. The turbulence friction 

factor was observed to be a strong function of velocity 

gradient and varies with impinging temperature. Wang et 

al. (30) experimentally investigated forced convection 

over  NACA-63421 airfoil, for different temperature of 

streamed impinging jet,  ranging from −30 ℃ 𝑡𝑜 20℃ . 
At 𝑅𝑒 ≥ 5 × 105, the average Nusselt number 

fluctuation was observed to be greater for a cylinder a 

compared with flat plate airfoil. The value of Nusselt 

density varying Reynold number (0 𝑡𝑜 2
𝑔

𝑚3) for 

multiphase flow was proposed in terms of local Nusselt 

number. The uncertainty of Nusselt number was 

observed to lie within 7.34 %. Wang et al. (31) proposed 

a new non-dimensional correlation of heat transfer 

coefficient with impinging droplet on NACA airfoil at 

different angle of attack. The present work is actually 

inclined with a non – uniform heat flux boundary 

condition, and the degree of local unevenness is 

considered using a slope parameter (𝑚). The average and 

local Nusselt number were found to vary with angle of 

attack. Extensive and massive work is carried out for 

predicting the externa flow heat transfer coefficient 

(Nusselt number) for impinging jet and sufficient 

correlations are available in terms of Reynold, Prandtl 

number and nozzle target spacing (
𝑧

𝑑
). It is true that the 

experimental arrangement for constant wall temperature 

boundary condition, in order to determine the heat 

transfer coefficient is difficult, hence current work, tries 

to propose a unique form of a varying heat flux. Such 

exponentially varying heat flux boundary condition and 

its inverse are some of the similar keens of constant 

temperature boundary conditions. 

The objective of the current study is to establish and 

correlate the slope (𝑚) of non-uniform heat flux, input 

velocity, nozzle –target spacing and heat transfer rate. 

The computations were performed using SST-K omega 

turbulence. In the later part the article proposes few 

empirical correlation, correlating the Nusselt number 

with 𝑅𝑒,
𝑧

𝑑
 and slope (𝑚). Local Nusselt profile 𝑟/𝑑 is the 

local parameter incorporate. 

 
 
2. NUMERICAL METHODOLOGY 
 
2. 1. Computational Approches        The 

computational domain as shown in Figure 1 consist of 

flexible nozzle target spacing (2 <
𝑧

𝑑
< 6). Exponentially 

varying heat flux boundary condition is implemented for 

heating purpose. The numerical simulations are carried 

out using fluent and SST-K omega as solver and primary 

turbulence model, respectively. The Reynolds Number 

varies between 2000 to 14000 . Katti and Prabhu [4], 

proposed the correlation for Nusselt number magnitude 

for Reynolds number range 12000 to 28000. 

The impingement was carried out, using straight 

smooth nozzle of 7.35 mm diameter. Sajad et. al. [17], 

proposed the stagnation Nusselt number correlation for 

Reynolds number range of 6000 − 14000. The air 

impinging nozzle was 13 mm in diameter and 𝐿 = 32𝐷. 

The diameter of impinging nozzle is selective, since the 

present study classifies the stagnation (
𝑟

𝑑
≤ 0), transition 

(1 <
𝑟

𝑑
> 2.5) and wall jet region (

𝑟

𝑑
> 2.5), separately. 

The present study is carried out for the range of 

impinging Reynolds number, 2000 − 14000 under 

impinging nozzle of 8 mm. The air velocity at exit of the 

nozzle at inlet temperature ranges from 2 m/s to 15 m/s 

(For the current range of Reynolds number) The velocity 

of air is calculated using 𝑅𝑒 =
𝜌𝑉𝑑

𝜇
 .The air velocity 

ranges from 2 𝑚/𝑠 to 15 𝑚/𝑠. The nozzle diameter is 

chosen as 8 𝑚𝑚 (4). The nozzle target spacing 𝑧/𝑑 varies 

between 2 − 6. 

𝑄 = 𝑄0 × 𝑒𝑚𝑥   (1) 

 

 

 
Figure 1. Computational Domain 
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Figure 2. Exponential Varying Heat Flux condition 

 

 

The heat flux boundary condition that changes 

exponentially from the stagnation point to far end region 

of the plate is mapped in Figure 2. Equation 1 defines the 

boundary condition as a ramping heat flux input, and 𝑄0 

denotes the constant heat flux magnitude, 𝑚 represents 

the slope of exponentially varying heat flux. The heat 

transfer rate for a fully developed impingement causes a 

forced convection. The heat transfer rate for forced 

convection is given in Equation 2 (16). 

𝑄 = ℎ 𝐴𝑠 (�̅�𝑠 − �̅�𝑓)  (2) 

The governing equation for Continuity , momentum 

and the energy  are solved simultaneously in ANSYS 

FLUENT by using second order upwind method. The 

value of turbulence intensity at nozzle exit is set to 1-3% 

and turbulence Prandtl number as 0.7 (22). 

𝜕𝑢𝑖  

𝑑𝑥𝑖
= 0  (3) 

𝜕(𝜕𝑢)

𝜕𝑡
+ 𝜌𝑢𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
= −

𝜕𝑝

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(2𝜇𝑆𝑖𝑗 − 𝜌𝑢′𝑖𝑢′𝑗̅̅ ̅̅ ̅̅ ̅  (4) 

𝜌(𝜕𝑇)

𝜕𝑡
+ 𝜌𝑢𝑗

𝜕𝑇

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑗
(

𝑘

𝐶𝑝

𝜕𝑇

𝜕𝑥𝑗
− 𝜌𝑢′𝑖𝑇

̅̅ ̅̅ ̅̅ ̅̅ ̅)  (5) 

where, 𝑆𝑖𝑗  is mean strain rate and 𝐶𝑝, 𝜇 & 𝑘  are specific 

heat, viscosity and Thermal conductivity. Shear Stress 

Transport model, combining the effect of free stream and 

near wall region, gave satisfactory results for constant 

Heat Flux and Constant Temperature Boundary 

Condition. The four-equation turbulence model equation 

of 𝑆𝑆𝑇 and 𝐺𝑎𝑚𝑚𝑎 − 𝑇ℎ𝑒𝑡𝑎 is summarized with 

Equation. 

𝜕𝑘

𝜕𝑡
+ 𝑈𝑗

𝜕𝑘

𝜕𝑥𝑗
=  𝑃𝑘 − 𝛽 ∗ 𝑘𝜔 +  𝜕/𝜕𝑥𝑗[[

(𝜗+𝜎𝑘𝜗𝑡)𝜕𝑘

𝜕𝑥𝑗
]   (6) 

𝜕𝜔

𝜕𝑡
+ 𝑈𝑗

𝜕𝜔

𝜕𝑥𝑗
=  𝛼𝑆2 − 𝛽𝜔2 +  𝜕/𝜕𝑥𝑗[[

(𝜗+𝜎𝑤𝜗𝑡)𝜕𝑤

𝜕𝑥𝑗
] +

2(1 − 𝐹1)𝜎𝑤2  
1

𝜔

𝜕𝑘

𝜕𝑥𝑖
 

𝜕𝜔

𝜕𝑥𝑖 
  

(7) 

In Equations 6 & 7 𝑘 represents the turbulent kinetic 

energy and 𝜔 represents the specific dissipation rate. 

(𝜗 + 𝜎𝑘𝜗𝑡) and (𝜗 + 𝜎𝑤𝜗𝑡) represents the effective 

diffusivities of 𝑘 and 𝜔 respectively. 𝛼𝑆2 is cross 

diffusion term. Sajad Alimohammadi et al. (17) validated 

the 𝑆𝑆𝑇 and transition 𝐺𝑎𝑚𝑎 − 𝑇ℎ𝑒𝑡𝑎 turbulence model, 

with CFX solver. Zhang et al. (32) validated the use of 

𝑆𝑆𝑇 𝐾 − 𝑂𝑚𝑒𝑔𝑎 turbulence model for constant Heat 

Flux Boundary Condition. The computation time with 

use of 𝑆𝑆𝑇 + 𝐾 −Omega was found to be far less (60%), 

as compared with CFX (22). 

 
2. 2. Grid Independence Test       An adaptive mesh 

with different growth rate along X and Y axis are 

generated using Mesh modeler of Ansys pack 2023R1. 

Growth rate are kept adaptive, in order to generated 

optimal number of nodes and cell size. The mesh shown 

in Figure 3, is orthogonal unstructured, with skewness in 

range of 0.9-1 The heat transfer highly relies on quality 

and density of grid and number of nodes and structure of 

computational domain. Hence, to ensure that the grid 

independence result and optimistic time of computation. 

Grid independence is carried out by varying the number 

of nodes of 2-D computational domain. The grid 

independence is carried out at 
𝑧

𝑑
= 4 & 𝑅𝑒 = 12000. The 

distance of first cell from wall, in combination with post 

computing multiple, defines a non-dimensional 𝑦+. As 

per Nikuradse (33), this value is maintained much less 

than 1, throughout the domain. Figure 4 shows the 

Nusselt number distribution for various grid sizes. 

In order to get optimum grid size, number of divisions 

are varied along the radial and axial directions, ranging 

from 240 to 480 and 280 to 520, respectively. However, 

it is advisable to adjust the number of divisions according 

 

 

 
Figure 3. Schematic diagram of grid 
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Figure 4. Nusselt profile for various number of division over 

radial/axial direction at z/d=4 & Re=12000 

 

 

to changes in the (
𝑧

𝑑
) value.Thus, mesh size containing 

480 the number of divisions on radial and 520 number 

of division on axial edge is found to give the results 

within ±1% of previous grid size. 

 

2. 3. Validation of Turbulence Model       As per the 

literature study, especially for impingement of jet, it is 

very crucial to accurately compute the heat transfer in 

both the near wall and far wall regions, which majorly 

dependence on the choice of appropriate turbulence 

model. A graphical comparative study is carried out at 
𝑧

𝑑
= 4 and Reynolds number 12000. Figure 5 illustrates 

the result of heat transfer, in form of Nusselt profile for 

different turbulence model. The adverse pressure 

gradient effect makes the 𝑘 −epsilon turbulence model 

fails to predict the heat transfer.   On the other hand, the 

𝑘 −omega turbulence model provides an accurate profile 

but deviates significantly, In near jet and far jet region. 

This is due its especially in predicting the flow behavior 

in near wall region for ‘Internal Forced Convection’. The 

discrepancy arises for the model choice and its ability to 

predict turbulence vortices generated, due to 

impingement. Menter (34) strongly justifies the use of 

SST turbulence model for estimating turbulence heat 

transfer with air jet. The SST turbulence model 

ncorporates an additional term that effectively predicts 

the production and termination of local turbulence 

vortices, the turbulence production term (𝑝𝑘). Not only 

that the latest study by Alimohammadi et al. (17) and 

Umair et al. (35) strongly recommend the use of SST-K 

omega and SST-Gamma Theta for accurately mapping 

the turbulence behavior for the case of impingement. The 

current work is inclined towards measurement of heat 

transfer for ranges of Reynolds number (𝑅𝑒), nozzle 
 

 
Figure 5. Nusselt profile for different Turbulence Models at 

z/d=4 & Re=12000 

 

 

target spacing (
𝑧

𝑑
) and slope parameter (𝑚) against radial 

distance (
𝑟

𝑑
). Figures 6(a) & 6(b)  represent the validation 

of current grid size and turbulence model with the results 

of Katti and Prabhu (4). The proposed correlation at 

stagnation (0 <
𝑟

𝑑
< 1) and transition region (1 <

𝑟

𝑑
<

2.5), digitized and compared in Figures 7(𝑎) & 7(𝑏). 

Validations are carried out for 
𝑧

𝑑
= 4  and Reynolds 

number of 10000,12000 and 14000 which are shown in 

Figures 6(𝑎) & 6(𝑏) . The approximate percentage error 

of present computation with Katti and Prabhu (4) results 

lies within ±10% ~ ±15%. The underestimation of heat 

transfer results with FLUENT, as in present case, is due 

to the lack of constraints in mapping the turbulence 

vortices and its timely changed behavior with different 

boundary condition. 

 

2. 4. Overall and Local Cooling Rate for Different 
Reynolds Number       Figure 7 shows the Nusselt 

number magnitude distribution with varying Reynold 

number at constant nozzle target spacing of 4 and slope 

of 0.5. In the present study Reynolds number is varied 

from 2000 − 14000. With an increase in Reynolds 

number the local Nusselt magnitude increases along, 

locally. The average Nusselt magnitude increases with an 

increase in Reynolds number. The stagnation increase is 

due to the adverse pressure gradient and radial increase 

is due to higher velocity gradient. At higher velocity, the 

heat carried away quickly and thus forced convection 

renders better heat transfer coefficient, with 

impingement. 
 

2. 5. Overall and Local Cooling Rate for Different 
Nozzle Target Spacing (z/d)       Figure 8 represents 
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(a) Stagnation Region 

 
(b) Transition Region 

Figure 6 (a) & (b). Turbulence model validation at 

stagnation and transition region 

 
 

the variation of nozzle target spacing (
𝑧

𝑑
) at a constant 

Reynold number of 12000. The Nusselt profile exhibit a 

consistent slope value of 0.5. As the distance between 

nozzle and target surface increases, the local Nusselt 

magnitude decrease. However, this trend is not 

applicable for a nozzle target spacing less than 1 (
𝑧

𝑑
< 1). 

This is due to the under- development of the potential 

core and lack of computational model availability. At a 

Reynold number of 12000, the potential core is well 

developed for nozzle target spacing values greater than 4 

resulting a smooth Nusselt profile. 

 
 

 
Figure 7. Nusselt Profile at different Reynold number 

 

 

 
Figure 8. Nusselt profile at varying z/d 

 

 

2. 6. Overall and Local Cooling Rate for Different 
Slope of Varying Heat Flux         Figure 9 represents 

the Nusselt profile with a Reynold number of 12000 and 

z/d=4 at various slope (𝑚) parameter of Input heat flux. 

The observation from Figure 9 indicate the heat 

dissipation to be more at lower slope (𝑚 < 0.5 − 0.6). 

The heat transfer rate from the impinging fluid to the 

target surface reduces as the slope of heat flux increases. 

The local Nusselt number is reduced for higher slopes of 

heat input, and the overall distribution of the Nusselt 

profile under non-uniformity heat flux boundary 

conditions is Affected. Such non-uniformity is of 

practical importance in electronic packaging system. 
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Figure 9. Nusselt Profile at different slope of input 

2. 7. Semi-empirical Correlations Representing 
Nusselt Profile          In the current simulation the 

Nusselt number empirical relation is proposed for various 

regions at stagnation region (
𝑟

𝑑
= 0) & (0 <

𝑟

𝑑
< 1), 

transition region (1<r/d<2.5) and wall jet regions (
𝑟

𝑑
>

2.5). The empirical correlations are formed using 

regression analysis by sampling the data of different heat 

transfer results of varying Reynolds (𝑅𝑒),
𝑧

𝑑
 & 𝑚. Table 

1 shows the corresponding correlation for every 

individual region. The correlations proposed in Table 1, 

is within ±15% error, and should be applicable for 

practical problems of non-uniform heat flux. The error of 

±15%  as shown in Figure 10 is well in line with external 

forced convection of , Cenjal (16). 

 

 

 

 
TABLE 1. Proposed Correlation for Local Nusselt Number at Different Regions 

Region Function Semi-empirical relation 

Stagnation region (
𝑟

𝑑
= 0) G1(Re,

𝑧

𝑑
, 𝑚,

𝑟

𝑑
) 𝑁𝑢= 0.0282 × (𝑅𝑒)0.815 (

𝑧

𝑑
)

−0.131
(𝑚)−1.425 

Stagnation region  (0 <
𝑟

𝑑
< 1) 𝐺2 (Re,

𝑧

𝑑
, 𝑚,

𝑟

𝑑
) 𝑁𝑢= 0.0212 × (𝑅𝑒)0.815 (

𝑧

𝑑
)

−0.104
(𝑚)−1.419 (

𝑟

𝑑
)

−0.119

 

Transition region (1 <
𝑟

𝑑
< 2.5) 𝐺3 (Re,

𝑧

𝑑
, 𝑚,

𝑟

𝑑
) 𝑁𝑢= 0.0254 × (𝑅𝑒)0.788 (

𝑧

𝑑
)

−0.078
(𝑚)−1.419 (

𝑟

𝑑
)

−0.382

 

Wall jet region  (
𝑟

𝑑
> 2.5) G4(Re,

𝑧

𝑑
, 𝑚,

𝑟

𝑑
) 𝑁𝑢= 0.192 × (𝑅𝑒)0.79 (

𝑧

𝑑
)

−0.202
(𝑚)−1.328 (

𝑟

𝑑
)

−0.584

 

 

 

 
 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Figure 10. Validation of G1, G2, G3 &G4 function with local 

Nusselt number 
 

 

3. CONCLUSION 
 

The present work investigated using exponentially 

varying heat flux boundary, inevitably justifies the 

dependency of impinging Reynolds number (pumping 

power) and nozzle-target surface spacing, as that of 

constant heat flux boundary condition literature. The 

extended robustness of SST coupled K-Omega 

turbulence model in computing the flow field for non-

uniform boundary condition is observed. The local 

cooling profile (Nu Vs G (Re, z/d, m, r/d)) for non-

uniform exponent of 0.1 – 1, is found to replicate the 

constant wall temperature boundary condition. The 

customized exponentially powered heat flux boundary 

condition can be taken as the substitute for constant wall 

temperature boundary condition computation purpose. 

Many commercial computing software like FLUENT, 

OpenFOAM, MATLAB. is less responsive to such 

constant wall temperature boundary condition. 

 

 

4. SCOPE OF FUTURE WORK 
 

Constant wall temperature boundary condition is 

seamless problem for young researchers, specially when 

it is simulation in FLUENT. As per the most authorative 

textbooks, the constant wall temperature boundary 

condition, is achieved with wall hot water circulation. 

Such traditional arrangement in FLUENT, will require 

extra computational effort and time. The novel 

exponentially powered heat flux boundary condition 

renders a similar result as that of constant temperature. 

The choice of exponent magnitude, as per the available 

non – uniform heat flux or uniform temperature, can be 

easily replicated with exponent magnitude. The generic 

profile of exponential heat flux boundary condition can 

be further investigated more to its equivalency for 

constant temperature BC. The exponential slope 

parameter can even be use for defining the cooling in 

various material processing industries, to forecast the 

type of strength desired. 
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Persian Abstract 

 چکیده 
د. خنک سازی معمولی  سرعت خنک کننده تحت برخورد جت هوا کاربرد گسترده ای در بسته بندی الکترونیکی، صنایع پردازش مواد و خنک سازی توربین گاز پیدا می کن

سازی برابر سرعت خنک 1.5با روش معمولی، سینک های حرارتی تا به امروز با استفاده از فن و پمپ انجام می شد. اخیراً مشخص شده است که برخورد مهم هوا در مقایسه  

سازی برای شرایط مرزی شار حرارتی ثابت انجام شده است و کمتر برای دمای  کند. پیش از این، تحقیقات جذابی در مورد مشاهده سرعت خنکبا قدرت پمپاژ یکسان تولید می 

ین سینک های حرارتی برخورد شده با جت، با شرایط مرزی شار حرارتی ارائه می دهد. تغییر  ثابت دیوار در دسترس است. تحقیق حاضر یک بررسی عددی عمیق را برای چن

شود. محاسبات عددی برای  ینمایی بزرگی شار حرارتی با فاصله شعاعی )دور از نقطه برخورد(، به عنوان یک جایگزین عمومی از شرایط مرزی دمای دیواره ثابت مشاهده م

شود. یک دامنه محاسباتی مش دوبعدی متعامد با مدل  انجام می   FLUENT (ANSYS 2023R1)انتقال حرارت چنین سینک شار حرارتی با نیروی نمایی با استفاده از  

سازی شده است. برخورد جت و خنک کننده موضعی سطح هدف به ترتیب با  هدف مختلف شبیه-فشرده برای سرعت ورودی و فاصله نازل  K-Omegaو    SSTتلاطم  

- 0.1توان به آسانی انتخاب کرد )شوند را می هایی که به طور یکنواخت گرم می از عدد رینولدز و ناسلت غیربعدی شناخته شده تعریف می شود. توان نمایی برای سینک   استفاده

سراسر جهان به خود جلب    ( برای تکرار گرمایش غیریکنواخت فعلی یا شرایط مرزی دمای دیوار ثابت. گرمایش غیریکنواخت توجه بسیاری از محققین انتقال حرارت را در 1

هدف، با استفاده از رگرسیون بهترین برازش را داشتند و با نتایج ادبیات قبلی ارجاع شده  -شده برای عدد رینولدز مختلف و فاصله نازلکرده است. نتایج محاسباتی استخراج

شود. این وابستگی ها بر اساس قدرت توان ها قضاوت می سازی موضعی مشاهده میدر نرخ خنک  z/d  اعتبارسنجی شدند. وابستگی شدید پارامتر شیب به عدد رینولدز و

تواند طراحی سیستم خنک   شوند. همبستگی های نیمه تجربی به طور جداگانه برای مناطق رکود، انتقال و جت دیواری به طور جداگانه تعریف می شوند. چنین همبستگی می

 .کننده را در شرایط گرمایش غیر یکنواخت برنامه ریزی کند
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A B S T R A C T  
 

 

This study aims to investigate the use of refractory brick (RBA) by-products as a substitute for coarse 

aggregate in sustainable concrete production. Concrete mixes with water-to-binder (w/c) ratios of 0.52 
and 0.49 and containing 0%, 15%, 30%, and 50% RBA as a partial replacement for ordinary crushed 

stone (OCS) were produced. The following properties were examined in this study: workability, 

compressive strength, stress-time relationship, toughness index, performance criteria, and cost analysis. 
The test results showed that an increase in the RBA percentage in the concrete mixtures positively 

contributed to concrete workability. Moreover, the compressive strength and all phases in the 

compressive stress and time relationship decreased as the percentage of RBA in the concrete mixture 
increased. However, at 15%RBA, the toughness index value was comparable to that of the reference 

concrete, whereas based on the performance criteria, the replacement of OCS with 15%RBA for both 

water-cement ratios met the minimum requirements. Meanwhile, cost comparison analysis discloses that 

material and production costs can be reduced by approximately 51.84% and 1.5–6.5%, respectively. 

Based on the analysis of all the test results, 15%RBA exhibited insignificant differences in value 

compared with the reference concrete. Thus, the use of 15%RBA as an OCS replacement is an acceptable 
and viable option for producing sustainable concrete. 

doi: 10.5829/ije.2024.37.05b.11 
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1. INTRODUCTION 
 

The large-scale construction of buildings and 

infrastructure in urban areas, which are mostly composed 

of concrete and mortar, requires large amounts of sand 

and naturally crushed stone or ordinary crushed stone 

(OCS). Concrete is manufactured with an aggregate 

proportion of approximately 60–75% of the overall 

volume, with approximately 45% coarse aggregate (1, 2). 

Each year, approximately 13.12 billion tons of 

aggregates are globally utilized (3). Related to the 

conditions mentioned above, it is necessary to keep 

abreast of major changes in reuse and recycling 

technology so as to significantly reduce the use of virgin 

materials as building materials and to provide added 

value to non-hazardous waste (4). 

Refractory brick (RB) by-products are non-hazardous 

and non-toxic solid by-products that can be used as fire-

resistant and high-temperature furnace walls. The 

number of RB by-products will continue to grow in line 

with the need for furnaces. Approximately 28 million 

tons of RB by-products are generated each year (5). In 

general, the utilization of RB by-products as aggregates 

or additives for concrete production has been extensively 

studied (6-9). 

Efforts to add value to by-products and provide 

sustainable cement have encouraged cement 

manufacturers to adopt fly ash or pozzolanic materials 

from other by-products as cement substances to produce 

blended cement (10). Such cement recognized as 

sustainable cement and is available in the national market 

as Portland composite cement (PCC) and used to produce 

reliable concrete and mortar (11).  

The robustness of concrete structures to compressive 

loads is characterized by the mechanisms of compressive 

failure that may occur, which depend on the constituent 

properties of the concrete. One of the qualitative 

assessments used to evaluate the failure mechanism is 

through the loading response time behaviour described in 

the scientific literatures (12, 13). 

The investigational method utilized throughout this 

study to develop a link between stress and related time 

responses is proposed as a novel approach to the 

assessment of hardened concrete containing RB and 

blended cement under compressive load. 

 

 

2. MATERIALS AND METHODS 
 

2. 1. Materials       PCC blended cement that available 

on the market serves as the principal binder in the 

manufacture of all concrete mixtures in this study. The 

PCC cement used has a specific gravity of 3.07 and 

fulfills the Indonesian requirement for PCC. 

Fine aggregate is natural sand mined from rivers and 

defined as river sand (RS). Ordinary stone spanning 

numerous surfaces in the same nickel-obtaining location 

was crushed into a smaller, coarser shape and then 

regarded as coarse aggregate. In the present study, such 

aggregate was defined as ordinary crushed stone (OCS) 

in the process of producing regular concrete. The 

Refractory Brick Aggregate (RBA) used in this study was 

acquired from the kiln walls of a nickel slag ore furnace 

in Sorowako, Indonesia. The RBA were crushed 

manually and sieved to obtain the required size and 

amount to produce coarse-aggregate RBA with a size 

range of 10–28 mm. 

The grain size distribution of RS, OCS, and RBA 

complies with the concrete mix gradation standard 

according to ASTM C33 (14). The grain size distribution 

of RS, OCS, and RBA is shown in Figure 1, and the 

physical appearance of RS, OCS, and RBA is shown in 

Figure 2. Meanwhile, the physical properties of RS, OCS, 

and RBA are listed in Table 1. 

The primary chemical compound components of 

RBA are Al2O3 (17.52%), SiO2 (35.11%), and Fe2O3 

(19.55%), all of which can be characterized as reactive 

owing to their high combustion temperatures. Based on 

the physical properties listed in Table 1, RBA possesses 

lower specific gravity and higher water absorption than 

OCS. Such high water absorption was due to the presence 

of pores on the surface of the RBA. The property causes 

the RBA abrasion value greater than OCS, which is 36% 

for RBA and 17.5% for OCS, as summarized in Table 1.  

Owing to the high water absorption of RBA, prior to 

their inclusion in the concrete mix, the RBA were 

pretreated by immersion in water for 4 hours and then air-

dried until saturated surface dry (SSD) conditions. This  
 

 

 

Figure 1. Gradation of aggregate grain size 

  

      
(a) RS (b) OCS (c) RBA 

Figure 2. Physical appearance of the aggregate 

TABLE 1. Physical properties of aggregates 
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Item 
Specific 

gravity  

Water 

absorption 

(%) 

Fineness 

modulus 

Los angeles 

abrasion (%) 

RS 3.02 0.45 3.70 - 

OCS 3.13 0.36 7.25 17.50 

RBA 2.92 2.91 7.20 36.00 

Testing 

standard 

ASTM C127 (15) and 

ASTM C128 (16) 

ASTM 

C136 (17) 

ASTM C131 

(18) 

 
 

approach is in accordance with the methodology applied 

by previous researchers (6). This approach mitigates the 

loss of water during mixing owing to the high water 

absorption of RBA.  

 
2. 2. Mix Proportions and Specimen Preparation       
The design of concrete mixture is carried out through the 

trial mix process to obtain a proportional mixture 

composition for the target concrete strength (f'c) of 21 

MPa and 25 MPa with w/c of 0.52 and 0.49, respectively. 

Eight concrete mix compositions were prepared using the 

RBA by-product as a partial replacement for OCS at 0%, 

15%, 30%, and 50% by aggregate volume. The concrete 

mix design is presented in Table 2, and concrete mixing 

is carried out based on ASTM C192 (19). The concrete 

sample was manufactured using a 75-liter mixer. Then, 

the fresh concrete mixture was poured into an iron 

cylinder mold with a diameter of 100 mm and a height of 

200 mm and compacted for 60 s using a vibrator machine. 

The concrete mixture was then left for 24 hours before 

the mold was opened, and the concrete samples were 

soaked in fresh water at a constant temperature of 20±2 

°C until the testing day. 

 

2. 3. Fresh Concrete Test       The slump test of fresh 

concrete was performed according to ASTM C143 (20). 

In this study, a target slump measuring 20±2 cm was 

used. 

 

2. 4. Compressive Strength Test       The compressive 

strength test was performed using a universal testing 

machine (UTM) with a capacity of 1000 kN, as depicted 

in Figure 3, based on ASTM C39 (21). The load is 

applied to the surface of the specimen at a speed of 0.25 

MPa/second until the specimen is crushed. To provide a 

straightforward alignment between the time response and 

compressive stress, a load cell coupled with a set of 

computerized devices was used to capture the load value 

and linked time during the compressive testing process. 

A concrete compressive strength test was performed on 

three specimens of each concrete mixture, and the 

average values of the three samples were adopted for 

quantitative assessment.  

 
2. 5. Toughness Index       The toughness index is a 

parameter that describes the behaviour of a solid material  

 

 
TABLE 2. The concrete mix designs 

Notation 
f’c = 21 MPa (w/c = 0.52) f’c = 25 MPa (w/c = 0.49) 

RC 15%RBA 30%RBA 50%RBA RC 15%RBA 30%RBA 50%RBA 

Water, (kg/m3) 238 238 238 238 236 236 236 236 

Cement, (kg/m3) 458 458 458 458 487 487 487 487 

RS, (kg/m3) 755 755 755 755 743 743 743 743 

OCS, (kg/m3) 1132 962 793 566 1115 948 781 558 

RBA, (kg/m3) 0 159 318 531 0 157 314 523 

 

 

 

Figure 3. Concrete specimen test setup 

 

such as concrete at post-peak stress and indicates the 

energy capability of the concrete to resolve the fracture 

of the material. 

As depicted in Figure 4, the toughness index is 

calculated by dividing the area under compressive stress 

against time with details of the initial stress area up to 

80% post-peak stress divided by the area from initial 

stress to peak stress, where in this study the y axis is 

compressive stress and the x axis is time. This calculation 

is based on previous studies (22, 23). 
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Figure 4. Definition of toughness index 

 

 
3. RESULTS AND DISCUSSION 
 
3. 1. Workability       According to Figure 5, it is clear 

that the slump values achieved by the RC and all RBA 

mixtures meet the slump design of 20±2 cm, which 

indicates that the workability of fresh concrete can be 

easily handled in the field. Other studies also found that 

the use of brick waste as coarse aggregates in concrete 

mixes increases the slump (24). The visual observation 

depicted in Figure 6 revealed that bleeding and 

segregation did not occur. These qualitative results 

indicate good workability, which positively influences 

the pouring and compaction processes. 

 

 

 

Figure 5. Slump values of the fresh concrete for different 

percentages of RBA 

  

    
(a) RS (b) OCS 

Figure 6. Visual observations of slump tests in fresh concrete 

3. 2. Compressive Strength       Figures 7 and 8 depict 

the effect of using RBA on the compressive strength. The 

results implied that the compressive strength increased 

with increasing curing times of 7 and 28 days for all 

samples. A similar trend was also found in the use of 

ceramic waste (RBA belongs to the ceramic subgroup) as 

aggregate in concrete mixtures (25). Furthermore, the 

trend of declining values in compressive strength 

occurred with the addition of RBA in the concrete 

mixture as an OCS partial substitution. 

A possible rational explanation for the declining 

values in compressive strength along with an increase in 

the substitution of RBA for OCS in the concrete mix is 

due to the consequence of RBA being more porous 

compared to OCS, as detailed in Table 1.  

Similar findings were obtained by a previous 

researcher who used recycled brick as a partial substitute 

for natural coarse aggregate in concrete. An increase in 

the use of recycled brick aggregate in concrete mixes 

resulted in a decline in the compressive strength values 

as a consequence of high water absorption and the weaker 

strength of the recycled aggregate (26). 

As shown in Figures 7 and 8, the use of 15%RBA as 

a substitute for coarse aggregate in concrete mixes with 

w/c 0.59 and w/c 0.49 results in the minimum loss of 

compressive strength among variations of concrete 

 

 

 

Figure 7. Compressive strength of concrete for w/c 0.59 

  

 

Figure 8. Compressive strength of concrete for w/c 0.49 
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mixtures modified with 30%RBA and 50%RBA when 

compared to RC.  

 
3. 3. Compressive Stress and Time Pattern       The 

findings shown in Figures 9 and 10 were obtained based 

on a compressive strength test that also measured the 

response time. As depicted in Figures 9 and 10, the 

pattern of the relationship between compressive stress 

and response time in all mixtures with and without RBA 

showed the same tendency. Two different phases can be 

clearly observed in all the mixtures: the rising phase, 

which shows a linear trend until it approaches the peak 

stress, and the declining phase of the post peak stress, 

which appears to immediately drop steeply.  

This finding confirms that even though RBA is 

weaker than OCS, RBA has brittle properties that cause 

brittle behavior in concrete modified with RBA. So that 

the use of RBA in concrete mixtures in principle does not 

change the brittle behavior of the relationship between 

compressive stress and time. According to the cited 

literature, the coarse aggregate skeleton plays an essential 

role in carrying compressive loads. Hence, the quality of 

the coarse aggregate affects the brittle of concrete when 

carry compressive loads (2). 

Furthermore, the relationship between the normalized 

compressive stress and response time was determined 

with the aim of thoroughly and quantitatively examining 

the action of compressive stress in attaining the elastic, 

peak, and ultimate phases of both RC and concrete 

containing RBA. The elastic and ultimate phases were 

specified in this study as stress at 40% peak stress and 

80% post-peak stress, respectively. 

 
3. 4. Elastic Phases       According to Figures 9 and 10, 

because the quality of coarse aggregates affects the 

ability of concrete to control elastic deformation due to 

compressive loading, the response time in the elastic 

phase is heavily dependent on the coarse aggregate 

quality. The more rapid rate of reaching the elastic phase 

in all the RBA containing concretes was attributed to the 

declining robustness of the concrete with increasing RBA 

amounts, which was observed at 7 and 28 days of 

passage. 

 
3. 5. Peak Phases       According to Figures 9 and 10, it 

can be quantitatively determined that the difference in 

response time between the RC and RBA concrete after 28 

days of passage was less than 17%. Such a finding is due 

to the fact that all concrete mixtures contain cement paste 

and mortar in the same amount. The response time did 

not differ significantly at this stage, indicating that the 

effort to sustain the inelastic phase owing to the current 

compressive load was controlled more by the mortar or 

cement paste, which bound the coarse aggregate to 

maintain the overall robustness of the concrete. These 

findings are corroborated by earlier scientific 

investigations. In accordance with the relevant scientific 

literature, when subjected to compressive stresses, the 

specimen underwent lateral and vertical deformations, 

with the lateral deformation retained by the mortar and 

ITZ bonding the coarse aggregate. Consequently, the 

quantity and quality of the mortar and paste used control 

the ability of the concrete to endure a load in the inelastic 

phase up to the peak stress (27). 
 

3. 6. Ultimate Phases       According to the experimental 

results acquired after 28 days, as depicted in Figures 9 

and 10, the difference in response time between the RC 

and RBA concrete did not exceed 20%. This result 

indicates that efforts to maintain the ultimate phase (i.e., 

post-peak stress) were more controlled by the mortar or 

cement paste, which bound the coarse aggregate to 

maintain the overall strength of the concrete. 

 
3. 7. Toughness Index         According to the calculation 

of the toughness index depicted in Figure 11, 15%RBA 

disclosed a better energy capability of the concrete to 

resolve the failure of the material, which is 7.20% and 

0.93% for w/c 0.52 and w/c 0.49, respectively, compared 

to RC values. Meanwhile, 30% and 50% RBA exhibited 

insignificant decreases in the toughness index values of 

0.73% and 8.91% for w/c 0.52, and 0.12% and 3.64% for 

w/c 0.49, respectively, compared with RC. In accordance 

with the acquired toughness index values, 15%RBA 

exhibited comparable ductile behaviour to that of RC. 

 

3. 8. Performance Criteria       It is important to 

develop performance criteria for concrete containing 

RBA to ensure that they can be applied in actual 

construction work. This study proposes the acceptance of 

the RBA criteria as a coarse aggregate for concrete 

mixtures based on the performance of the relationship 

between compressive stress and response time. Such 

performance acceptance criteria are designed by adopting 

the principle used to accept pozzolanic waste as a partial 

replacement for cement. The strength activity index 

(SAI) was obtained from the results of the compressive 

strength test on the concrete after 28 days, with an 

adequate requirement of 75%, as established in ASTM 

C618 (28). The experimental findings in Table 3 

demonstrate that all RBA mixtures for w/c 0.49 and 15% 

RBA for w/c 0.52 meet the minimum requirements for 

SAI. This indicates that for both water-cement ratios, the 

replacement of OCS with 15% RBA can be utilized in a 

concrete mixture. 

 

3. 9. Cost Comparison Analysis       In addition to 

considering the mechanical properties aspect of the 

compressive stress-time assessment of the use of RBA, 

the comparison of the finished cost of new concrete with 

reference concrete is also evaluated. The findings 

presented in Table 4 compare the costs of handling, 
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processing, and transportation for RBA and natural 

coarse aggregate in the form of crushed stone (OCS). As 

can be seen, the acquisition costs for RBA processing are 

29.34 $/m3, which is 51.84% less expensive than the 

necessary expenditures when using OCS. These results 

show that the use of RBA as a partial replacement for 

coarse aggregate in concrete mixes results in more 

economical concrete production costs compared to 

reference concrete (RC), as stated in Tables 5 and 6. The 

findings in Tables 5 and 6 demonstrate that the use of 
 

 

   

(a) Experimental at 7 days passaged (b) Experimental at 28 days passaged 

Figure 9. Compressive stress and response time with w/c 0.52 for different percentages of RBA in concrete 

 
 

   
(a) Experimental at 7 days passaged (b) Experimental at 28 days passaged 

Figure 10. Compressive stress and response time with w/c 0.49 for different percentages of RBA in concrete 

 
 

 

TABLE 3. SAI of concrete mixture 

Notation RC 15%RBA 30%RBA 50%RBA 

OCS, (%) 100 85 70 50 

RBA, (%) 0 15 30 50 

f’c for w/c 

0.52, (MPa) 
21.59 17.49 15.32 14.37 

f’c for w/c 

0.49, (MPa) 
25.37 24.81 20.32 19.45 

SAI for w/c 

0.52, (%) 
- 81.02 70.97 66.57 

SAI for w/c 

0.49, (%)   
- 97.80 80.08 76.65 

 

Figure 11. Toughness index for different percentages of 

RBA in concrete 
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TABLE 4. Cost analysis of ordinary crushed stone (OCS) and RBA materials 

No Item Quantity Unit 
Rate per unit ($)* Cost ($) 

OCS RBA OCS RBA 

A. Materials       

 - Raw materials 1 m3 18.99 0 18.99 0 

 - Transportation (max. distance 20 km) 1 m3 2.83 2.83 2.83 2.83 

 - Wash water 2 m3 1.86 1.86 3.72 3.72 

B. Labor       

 - Non-skilled labor 1 man/d 7.13 7.13 7.13 7.13 

 - Skilled labor 1 man/d 11.64 11.64 11.64 11.64 

C. Tools and equipment       

 - Processing tools (2% of material cost)     0.51 0.13 

 - Electricity (1% of material cost)     0.26 0.07 

D.  Total cost (A+B+C)     45.08 25.52 

E. Overheads and profit (15% x D)     6.76 3.83 

Cost per m3 of materials (D+E) 51.84 29.34 

*Prices according to the Makassar, Indonesia, local market as of May 2023 

 

 
TABLE 5. Cost analysis of conrete w/c 0.52 with different RBA content 

No Item 

Quantity (kg/m3) Rate 

per unit 

($)* 

Actual cost ($) 

RC 15%RBA 30%RBA 50%RBA RC 15%RBA 30%RBA 50%RBA 

A. Materials          

 - Water 238 238 238 238 0.0034 0.81 0.81 0.81 0.81 

 - Cement 458 458 458 458 0.1668 76.39 76.39 76.39 76.39 

 - RS 755 755 755 755 0.0134 10.12 10.12 10.12 10.12 

 - OCS 1132 962 793 566 0.0168 19.02 16.16 13.32 9.51 

 - RBA 0 159 318 531 0.0028 0.00 0.45 0.89 1.49 

B. Labor          

 
- Non-skilled labor 

(man/d) 
     7.82 7.82 7.82 7.82 

 - Skilled labor (man/d)      12.21 12.21 12.21 12.21 

C. Equipment and tools          

 
- Tools and plants (2% of 

material cost) 
     2.13 2.08 2.03 1.97 

 
- Electricity (1% of 

material cost) 
     1.06 1.04 1.02 0.98 

D. Total cost (A+B+C)      129.56 127.08 124.61 121.30 

E. 
Overheads and profit 

(15% x D) 
     19.43 19.06 18.69 18.19 

Cost per m3 of concrete modified with RBA (D+E)  148.99 146.14 143.30 139.49 

*Prices according to the Makassar, Indonesia, local market as of May 2023 
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TABLE 6. Cost analysis of conrete w/c 0.49 with different RBA content 

No Item 

Quantity (kg/m3) Rate 

per unit 

($)* 

Actual cost ($) 

RC 15%RBA 30%RBA 50%RBA RC 15%RBA 30%RBA 50%RBA 

A. Materials          

 - Water 236 236 236 236 0.0034 0.80 0.80 0.80 0.80 

 - Cement 487 487 487 487 0.1668 81.23 81.23 81.23 81.23 

 - RS 743 743 743 743 0.0134 9.96 9.96 9.96 9.96 

 - OCS 1115 948 781 558 0.0168 18.73 15.93 13.12 9.37 

 - RBA 0 157 314 523 0.0028 0.00 0.44 0.88 1.46 

B. Labor          

 
- Non-skilled labor 

(man/d) 
     7.82 7.82 7.82 7.82 

 - Skilled labor (man/d)      12.21 12.21 12.21 12.21 

C. Equipment and tools          

 
- Tools and plants (2% of 

material cost) 
     2.21 2.17 2.12 2.06 

 
- Electricity (1% of 

material cost) 
     1.11 1.08 1.06 1.03 

D. Total cost (A+B+C)      134.07 131.64 129.20 125.94 

E. 
Overheads and profit 

(15% x D) 
     20.11 19.75 19.38 18.89 

Cost per m3 of concrete modified with RBA (D+E)  154.18 151.38 148.58 144.84 

*Prices according to the Makassar, Indonesia, local market as of May 2023 

 

 

RBA as a partial replacement for coarse aggregate is 

effective in reducing concrete production costs. With 

details for w/c 0.52 and 0.49, the cost savings achieved 

for mixture variations of 15%RBA, 30%RBA, and 50% 

RBA as compared to reference concrete (RC) are 1.5–

2.0%, 3.5–4.0%, and 6.0–6.5%, respectively. This 

acquisition indicates that, in addition to providing 

economic benefits, the use of RBA helps minimize 

degradation of the environment. As a result, the inclusion 

of RBA in the concrete mix will support sustainable 

concrete movement. 

 

 

4. CONCLUSIONS 
 

This paper evaluates the basic engineering properties of 

waste refractory brick as a coarse aggregate through 

compressive stress-time relationship assessment. The 

following conclusions were drawn from the experimental 

results of this study. 

1. The presence of RBA of 15%–50% at w/c 0.49 and 

0.52 is able to interact well with natural aggregate 

and mortar so as to produce good workability. 

2. The presence of 15% RBA provides comparable 

performance at both w/c 0.49 and 0.52 related to 

compressive strength and toughness index based on 

compressive stress and time relationship. 

3. Referring to the SAI analysis, concrete with 15%–

50% RBA at w/c 0.49 meets the minimum 

requirement, while at w/c 0.52, only concrete with 

15% RBA meets the requirements. 

4. The utilization of RBA as a partial replacement for 

coarse aggregate in concrete mixtures has a positive 

impact on reducing material costs and concrete 

production by approximately 51.84% and 1.5–

6.5%, respectively. 

 
 
5. ACKNOWLEDGMENT 
 
All activities were carried out at Eco Materials 

Laboratory of the Civil Engineering Department, 

Universitas Hasanuddin, Indonesia. 
 
 
6. REFERENCES 
 

1. Cachim PB. Mechanical properties of brick aggregate concrete. 

Construction and Building Materials. 2009;23(3):1292-7.  

https://doi.org/10.1016/j.conbuildmat.2008.07.023 

https://doi.org/10.1016/j.conbuildmat.2008.07.023


U. Jureje et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   931-940                                          939 

 

2. Meddah MS, Zitouni S, Belâabes S. Effect of content and particle 
size distribution of coarse aggregate on the compressive strength 

of concrete. Construction and building materials. 2010;24(4):505-

12.  https://doi.org/10.1016/j.conbuildmat.2009.10.009 

3. Mohammed TU, Hasnat A, Awal MA, Bosunia SZ. Recycling of 

brick aggregate concrete as coarse aggregate. Journal of Materials 

in Civil Engineering. 2015;27(7):B4014005.  

https://doi.org/10.1061/(asce)mt.1943-5533.0001043 

4. Hristova T, Savov N, Yanev N. MUNICIPAL SOLID WASTE 

AND NON-HAZARDOUS WASTE PROCESSING FOR 
SUSTAINABLE CIRCULAR ECONOMY THROUGH 

BLOCKCHAIN. Journal of Chemical Technology & Metallurgy. 

2023;58(3).   

5. Horckmans L, Nielsen P, Dierckx P, Ducastel A. Recycling of 

refractory bricks used in basic steelmaking: A review. Resources, 
Conservation and Recycling. 2019;140:297-304.  

https://doi.org/10.1016/j.resconrec.2018.09.025 

6. Khattab M, Hachemi S. Performance of recycled aggregate 
concrete made with waste refractory brick. International Journal 

of Engineering Research in Africa. 2021;57:99-113.  

https://doi.org/https://doi.org/10.4028/www.scientific.net/JERA.

57.99 

7. Khattab M, Hachemi S, Al Ajlouni M. Evaluating the physical 

and mechanical properties of concrete prepared with recycled 
refractory brick aggregates after elevated temperatures’ exposure. 

Construction and Building Materials. 2021;311:125351.  

https://doi.org/10.1016/j.conbuildmat.2021.125351 

8. Hachemi S, Khattab M, Benzetta H. The effects of recycled brick 

and water/cement ratios on the physical and mechanical 

performance of recycled aggregates concrete. Innovative 
Infrastructure Solutions. 2022;7(4):270.  

https://doi.org/10.1007/s41062-022-00868-y 

9. Nematzadeh M, Baradaran-Nasiri A. Residual properties of 
concrete containing recycled refractory brick aggregate at 

elevated temperatures. Journal of materials in civil engineering. 

2018;30(1):04017255.  https://doi.org/10.1061/(asce)mt.1943-

5533.0002125 

10. Caronge MA, Tjaronge M, Rahim IR, Irmawaty R, Lapian FE. 

Feasibility study on the use of processed waste tea ash as cement 
replacement for sustainable concrete production. Journal of 

Building Engineering. 2022;52:104458.  

https://doi.org/10.1016/j.jobe.2022.104458 

11. Tjaronge M, Irmawaty R, Amiruddin A, editors. Early Age of 

Volume Weight, Indirect Tensile Strength and Tensile Elastic 

Modulus of Foam Concrete Containing Blended Cement. IOP 
Conference Series: Earth and Environmental Science; 2022: IOP 

Publishing.  

12. Kim Y-R, De Freitas FA, Jung JS, Sim Y. Characterization of 
bitumen fracture using tensile tests incorporated with viscoelastic 

cohesive zone model. Construction and Building Materials. 

2015;88:1-9.  https://doi.org/10.1016/j.conbuildmat.2015.04.002 

13. Ming F, Li D, Zhang M, Zhang Y. A novel method for estimating 

the elastic modulus of frozen soil. Cold Regions Science and 

Technology. 2017;141:1-7.  

https://doi.org/10.1016/j.coldregions.2017.05.005 

14. ASTM C. Standard specification for concrete aggregates. 

Philadelphia, PA: American Society for Testing and Materials. 

2003.  https://doi.org/10.1520/C0033_C0033M-18 

 

 

 

 

 

15. Astm A. Standard test method for relative density (specific 
gravity) and absorption of coarse aggregate. ASTM West 

Conshohocken, PA. 2015.  https://doi.org/10.1520/C0127-15 

16. ASTM A. Standard test method for density, relative density 
(specific gravity), and absorption of fine aggregate. 2012.  

https://doi.org/10.1520/C0128-22 

17. Astm C. Standard test method for sieve analysis of fine and coarse 
aggregates. ASTM C136-06. 2006.  

https://doi.org/10.1520/C0136_C0136M-19 

18. ASTM C. Standard test method for resistance to degradation of 
small-size coarse aggregate by abrasion and impact in the Los 

Angeles machine. ASTM International, West Conshohocken, PA. 

2006.  https://doi.org/10.1520/C0131_C0131M-20 

19. International A. ASTM C192/C192M-19, Standard Practice for 

Making and Curing Concrete Test Specimens in the Laboratory. 

American Society of Testing Materials; 2019. 

20. International A. ASTM C143/C143M-20, Standard Test Method 

for Slump of Hydraulic-Cement Concrete. ASTM International 

West Conshohocken; 2009. 

21. ASTM A. C39/C39M-21. Standard Test Method for Compressive 

Strength of Cylindrical Concrete Specimens; ASTM 
International: West Conshohocken, PA, USA. 2021.  

https://doi.org/10.1520/C0039_C0039M-21 

22. Gao Y, Wang B, Liu C, Hui D, Xu Q, Zhao Q, et al. Experimental 
investigation on static compressive toughness of steel fiber rubber 

concrete. Reviews on Advanced Materials Science. 

2022;61(1):576-86.  https://doi.org/10.1515/rams-2022-0260 

23. Pasra M, Tjaronge M, Caronge M, Djamaluddin A, Lapian F, 

Tumpu M. Influence of Tensile Load on Bonding Strength of 

Asphalt Concrete Containing Modified Buton Asphalt and 

Polyethylene Terephthalate Waste: A Case Study of Indonesian 

Roads. International Journal of Engineering, Transactions C: 

Aspects. 2022;35(9):1779-86.  

https://doi.org/10.5829/ije.2022.35.09c.14 

24. Liu X, Wu J, Zhao X, Yan P, Ji W. Effect of brick waste content 

on mechanical properties of mixed recycled concrete. 
Construction and Building Materials. 2021;292:123320.  

https://doi.org/10.1016/j.conbuildmat.2021.123320 

25. Yasin Mousavi S, Tavakkoli A, Jahanshahi M, Dankoub A. 
Performance of high-strength concrete made with recycled 

ceramic aggregates (research note). International Journal of 

Engineering, Transactions C: Aspects. 2020;33(6):1085-93.  

https://doi.org/10.5829/ije.2020.33.06c.05 

26. González JS, Gayarre FL, Pérez CL-C, Ros PS, López MAS. 

Influence of recycled brick aggregates on properties of structural 
concrete for manufacturing precast prestressed beams. 

Construction and building materials. 2017;149:507-14.  

https://doi.org/10.1016/j.conbuildmat.2017.05.147 

27. Song H, Yao J, Xiang J. The role of aggregate and cement paste 

in the deterioration of the transitional interface zone of pervious 

concrete during freeze-thaw cycles. Case Studies in Construction 
Materials. 2022;16:e01086.  

https://doi.org/10.1016/j.cscm.2022.e01086 

28. Standard A. C618-12a, Standard Specification for coal fly ash and 
raw or calcined natural Pozzolan for use in concrete. 2012 Annual 

Book of ASTM Standards. 2012.  https://doi.org/10.1520/C0618-

12a 
 

 

 

 

 

 

 

 

https://doi.org/10.1016/j.conbuildmat.2009.10.009
https://doi.org/10.1061/(asce)mt.1943-5533.0001043
https://doi.org/10.1016/j.resconrec.2018.09.025
https://doi.org/https:/doi.org/10.4028/www.scientific.net/JERA.57.99
https://doi.org/https:/doi.org/10.4028/www.scientific.net/JERA.57.99
https://doi.org/10.1016/j.conbuildmat.2021.125351
https://doi.org/10.1007/s41062-022-00868-y
https://doi.org/10.1061/(asce)mt.1943-5533.0002125
https://doi.org/10.1061/(asce)mt.1943-5533.0002125
https://doi.org/10.1016/j.jobe.2022.104458
https://doi.org/10.1016/j.conbuildmat.2015.04.002
https://doi.org/10.1016/j.coldregions.2017.05.005
https://doi.org/10.1520/C0033_C0033M-18
https://doi.org/10.1520/C0127-15
https://doi.org/10.1520/C0128-22
https://doi.org/10.1520/C0136_C0136M-19
https://doi.org/10.1520/C0131_C0131M-20
https://doi.org/10.1520/C0039_C0039M-21
https://doi.org/10.1515/rams-2022-0260
https://doi.org/10.5829/ije.2022.35.09c.14
https://doi.org/10.1016/j.conbuildmat.2021.123320
https://doi.org/10.5829/ije.2020.33.06c.05
https://doi.org/10.1016/j.conbuildmat.2017.05.147
https://doi.org/10.1016/j.cscm.2022.e01086
https://doi.org/10.1520/C0618-12a
https://doi.org/10.1520/C0618-12a


940                                        U. Jureje et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   931-940 

 

 
 

 

 

COPYRIGHTS 

©2024  The author(s). This is an open access article distributed under the terms of the Creative Commons 

Attribution (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, as long 

as the original authors and source are cited. No permission is required from the authors or the publishers . 
 

 

 

 

Persian Abstract 

 چکیده 
های بتنی با دو نسبت آب به عنوان جایگزینی برای سنگدانه درشت در تولید بتن پایدار است. مخلوط (RBA) هدف این مطالعه بررسی استفاده از محصولات جانبی آجر نسوز

تولید شد. خواص زیر در این   (OCS) های خرد شده معمولیبه عنوان جایگزینی جزئی برای سنگ  RBA درصد  50و    30،  15،  0حاوی  و    0.49و   0.52 (w//c) به بایندر

 زمان، شاخص چقرمگی، معیارهای عملکرد و تحلیل هزینه. نتایج آزمایش نشان داد که افزایش درصد-مطالعه مورد بررسی قرار گرفت: کارایی، مقاومت فشاری، رابطه تنش

RBA کند. علاوه بر این، با افزایش درصدهای بتن به طور مثبتی به کارایی بتن کمک می در مخلوط RBA   در مخلوط بتن، مقاومت فشاری و تمام مراحل در تنش فشاری و

با   OCS حالی که بر اساس معیارهای عملکرد، جایگزینی مقدار شاخص چقرمگی با بتن مرجع قابل مقایسه بود، در   ،RBA ٪15رابطه زمانی کاهش یافت. با این حال، در  

15٪ RBA اد و تولید را می توان  برای هر دو نسبت آب به سیمان حداقل الزامات را برآورده کرد. در همین حال، تجزیه و تحلیل مقایسه هزینه نشان می دهد که هزینه های مو

تفاوت های ناچیزی در ارزش در مقایسه با بتن مرجع نشان داد.   RBA %15  آزمایش،  نتایج  تمام تحلیل و  تجزیه  اساس  بر.  داد  کاهش   ٪6.5-1.5  و  ٪51.84به ترتیب تقریباً  

 .یک گزینه قابل قبول و قابل قبول برای تولید بتن پایدار است OCS به عنوان جایگزین RBA %15بنابراین، استفاده از 
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A B S T R A C T  
 

 

In today's dynamic and unpredictable world, the planning and management of humanitarian supply 

chains hold paramount importance. Efficient logistics management is crucial for effectively delivering 
essential aid and resources to affected areas during disasters and emergencies, ensuring timely support 

and relief to vulnerable populations. In this research, we addressed a novel humanitarian supply chain 

network design problem that considers product differentiation and demand uncertainty. Specifically, we 
simultaneously incorporate non-perishable, perishable, and blood products as critical components of the 

network. The problem is formulated as a multi-objective mixed-integer linear programming model 

aiming to minimize the total cost and total traveled distance of products by making location, allocation, 
and production decisions. To enhance realism, we account for demand uncertainty in affected areas. To 

tackle this challenging problem, we proposed a two-phase solution methodology. Firstly, we employed 

a robust optimization approach to establish a deterministic counterpart for the stochastic model. 
Subsequently, an efficient fuzzy programming-based approach reformulates the model into a single-

objective form, effectively accommodating decision-makers' preferences. Numerical instances are 

solved to investigate the performance of the model and solution methodologies. The results demonstrate 
the effectiveness of our fuzzy approach in finding non-dominated solutions, enabling decision-makers 

to explore trade-offs. Also, sensitivity analyses were conducted to provide more insights. Finally, some 
suggestions are presented to extend the current work by feature researchers. 

doi: 10.5829/ije.2024.37.05b.12 
 

 

NOMENCLATURE1 

Sets   

𝐼 The set of suppliers for non-perishable relief products 𝑂 The set of non-perishable relief products 

𝑆 The set of suppliers for perishable relief products 𝑀 The set of perishable relief products 

𝐷 The set of donor groups 𝑄 The set of quality levels for perishable relief products 

𝑃 The set of fixed blood collection centers 𝐺 The set of blood products 

𝐴 The set of mobile blood collection centers 𝐽 The set of potential warehouses 

𝐶 
The set of capacity levels for mobile blood collection 

centers 
𝑁  The set of packages 

𝐿 The set of blood processing centers 𝐾 The set of affected regions 

Parameters 

𝐶𝑁𝑆𝑖 
The fixed contract cost of non-perishable relief products 

supplier 𝑖 
𝑊𝐿𝐶𝑗 The establishment cost of warehouse 𝑗 

𝐶𝑃𝑆𝑠 
The fixed contract cost of perishable relief products 

supplier 𝑠 
𝐵𝐸𝑊𝑔𝑗 The equipment cost of warehouse 𝑗 for blood product 𝑔 

𝑁𝐶𝑃𝑖 
The capacity of supplier 𝑖 to supply non-perishable relief 

products 
𝐶𝑅𝑊𝑗 The capacity of warehouse 𝑗 

𝑃𝐶𝑃𝑠 
The capacity of supplier 𝑠 to supply perishable relief 

products 
𝑊𝑀𝑁 The maximum number of warehouses 

𝑀𝑁𝑆 
The maximum number of suppliers for non-perishable 

relief products 
𝑁𝑁𝑃𝑞𝑛𝑜 

The number of non-perishable relief product 𝑜 at quality 

level 𝑞 in package 𝑛 
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𝑀𝑃𝑆 
The maximum number of suppliers for perishable relief 
products 

𝑁𝑃𝑃𝑛𝑚 The number of perishable relief product 𝑚 in package 𝑛 

𝑇𝑃𝑊𝑖𝑗𝑚 
The transportation cost of perishable relief product 𝑚 from 

supplier 𝑖 to warehouse 𝑗 
𝑁𝐵𝑃𝑛𝑔 The quantity of blood product 𝑔 in package 𝑛 

𝑇𝑁𝑊𝑠𝑗𝑜𝑞 
The transportation cost of non-perishable relief product 𝑜 

at quality level 𝑞 from supplier 𝑠 to warehouse 𝑗 
𝑃𝑃𝑊𝑗𝑛 The production cost of package 𝑛 in warehouse 𝑗 

𝐵𝐷𝐶𝑑 The blood donation capacity of donor group 𝑑 𝑇𝑊𝐴𝑗𝑘𝑛 
The transportation cost of package 𝑛 from warehouse 𝑗 to 

affected region 𝑘 

𝑀𝐿𝐶𝑎𝑐 
The location cost of mobile blood collection center 𝑎 at 

capacity level 𝑐 
𝐷𝑀𝑁𝑘𝑛 The demand of package 𝑛 in affected region 𝑘 

𝑁𝑅𝑀 The number of required mobile blood collection centers 𝐷𝑆𝑇 The minimum percentage of demand satisfaction 

𝐵𝐷𝐹𝑑𝑝 
The donation cost of donor group 𝑝 in fixed blood 

collection center 𝑑 
𝑃𝐶𝑊𝑜 The perishability cost of product 𝑜 

𝐵𝐷𝑀𝑑𝑎 
The donation cost of donor group 𝑝 in mobile blood 

collection center 𝑎 
𝑃𝑅𝐿𝑜𝑞 The perishability rate of product 𝑜 at quality level 𝑞 

𝐹𝐵𝐶𝑝 The capacity of fixed blood collection center 𝑝 𝐸𝐶𝐴𝑛𝑘 
The cost of a packaging error for package 𝑛 in affected region 

𝑘 

𝐹𝐵𝑀𝑎𝑐 
The capacity of mobile blood collection center 𝑎 at 

capacity level 𝑐 
𝐸𝑅𝑃𝑛𝑗 The package production fault for package 𝑛 in warehouse 𝑗 

𝐶𝑈𝑆 The wastage rate of blood in collection centers 𝐷𝑁𝑊𝑖𝑗 
The distance between the non-perishable relief products 

supplier 𝑖 and warehouse 𝑗 

𝑇𝑀𝑃𝑎𝑙 
The transportation cost of blood from mobile blood 

collection center 𝑎 to blood processing center 𝑙 
𝐷𝑃𝑊𝑠𝑗 

The distance between the perishable relief products supplier 

𝑠 and warehouse 𝑗 

𝑇𝐹𝑃𝑝𝑙 
The transportation cost of blood from the fixed blood 

collection center 𝑝 to the blood processing center 𝑙 
𝐷𝑀𝑅𝑎𝑙 

The distance between the mobile blood collection center 𝑎 

and the blood processing center 𝑙 

𝐶𝐵𝑃𝑙 The capacity of blood processing center 𝑙 𝐷𝐿𝑅𝑝𝑙 
The distance between the fixed blood collection center 𝑝 and 

blood processing center 𝑙 

𝑃𝑅𝐶𝑙𝑔 
The production cost of blood product 𝑔 in blood processing 

center 𝑙 
𝐷𝑅𝑊𝑙𝑗 

The distance between the blood processing center 𝑙 and 

warehouse 𝑗 

𝑃𝑈𝑆 The wastage rate of blood in blood processing centers 𝐷𝑊𝐴𝑗𝑘 The distance between the warehouse 𝑗 and affected region 𝑘 

𝑇𝐵𝑊𝑙𝑔𝑗 
The transportation cost of blood product 𝑔 from blood 

processing center 𝑙 to warehouse 𝑗 
𝜙 A big number 

Variables 

𝑞𝑛𝑤𝑖𝑗𝑚 
The quantity of transported non-perishable relief product 

𝑚 from supplier 𝑖 to warehouse 𝑗 
𝑠𝑝𝑠𝑠 

A binary decision variable; 1 if supplier 𝑠 for perishable 

products is selected and 0, otherwise 

𝑞𝑝𝑤𝑠𝑗𝑜𝑞 
The quantity of transported perishable product 𝑜 at level 𝑞 

from supplier 𝑠 to warehouse 𝑗 
𝑙𝑚𝑐𝑎𝑐 

A binary decision variable; 1 if mobile blood collection 

center 𝑎 at capacity level 𝑐 is located and 0, otherwise 

𝑞𝑠𝑤𝑗𝑜 The quantity of spoiled product 𝑜 in warehouse 𝑗 𝑙𝑤ℎ𝑗  
A binary decision variable; 1 if warehouse 𝑗 is established 

and 0, otherwise 

𝑞𝑏𝑚𝑑𝑎 
The quantity of blood donation by donor group 𝑑 in mobile 

collection center 𝑎 
𝑒𝑐𝑤𝑔𝑗 

A binary decision variable; 1 if warehouse 𝑗 is equipped to 

holding infrastructures of product 𝑔 and 0, otherwise 

𝑞𝑏𝑓𝑑𝑝 
The quantity of blood donation by donor group 𝑑 in fixed 

collection center 𝑝 
𝑝𝑏𝑣𝑗𝑛 

A binary decision variable; 1 if warehouse 𝑗 produce the 

package type 𝑛 and 0, otherwise 

𝑞𝑚𝑝𝑎𝑙 
The quantity of transported blood from mobile blood 

collection center 𝑎 to blood processing center 𝑙 
𝑑𝑎𝑚𝑑𝑎 

A binary decision variable; 1 if donor group 𝑑 is assigned to 

mobile blood collection center 𝑎 and 0, otherwise 

𝑞𝑓𝑝𝑝𝑙 
The quantity of transported blood from fixed blood 

collection center 𝑝 to blood processing center 𝑙 
𝑑𝑎𝑓𝑑𝑝 

A binary decision variable; 1 if donor group 𝑑 is assigned to 

fixed blood collection center 𝑝 and 0, otherwise 

𝑞𝑏𝑤𝑔𝑙𝑗 
The quantity of transported blood product 𝑔 from blood 

processing center 𝑙 to warehouse 𝑗 
𝑎𝑚𝑝𝑎𝑙 

A binary decision variable; 1 if mobile blood collection 

center 𝑎 is assigned to blood processing center 𝑙 and 0, 

otherwise 

𝑞𝑝𝑝𝑗𝑛 
The quantity of produced packages of type 𝑛 in warehouse 

𝑗 
𝑎𝑝𝑓𝑝𝑙 

A binary decision variable; 1 if fixed collection center 𝑝 is 

assigned to blood processing center 𝑙 and 0, otherwise 

𝑡𝑞𝑎𝑗𝑘𝑛 
The number of transported package type 𝑛 from warehouse 

𝑗 to affected region 𝑘 
𝑏𝑠𝑤𝑔𝑙𝑗 

A binary decision variable; 1 if blood processing center 𝑙 is 
assigned to warehouse 𝑗 for transformation of product 𝑔 and 

0, otherwise 

𝑠𝑛𝑠𝑖 
A binary decision variable; 1 if supplier 𝑖 for non-

perishable relief products is selected and 0, otherwise 
  

 
1. INTRODUCTION 
 

Disaster events have always been on human life paths. 

Various crises, such as earthquakes, floods, storms, 

terrorist attacks, etc., have impacted people's lives in the 

past years (1). Since the beginning of 21st century, 

around 22,000 natural and man-made disasters have 

occurred worldwide (2). The September 11th terrorist 

attack, the Kermanshah earthquake in Iran, the Japan 

Tsunami, and the Pakistan flood are some of the disasters 

in the recent century. Regarding the severity, the possible 

consequences of disaster events might be catastrophic. 

Physical injuries and economic and environmental 

problems are examples of such negative results of 

disasters (3). During the terrorist attack of September 

11th, almost 3,000 people lost their lives, and more than 

6,000 were injured. The 2010 flood in Pakistan left over 

300,000 dead and missing people, billions of lost 
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property, and more than 20 millions homeless (4). 

According to the reports on Japan's tsunami, more than 

24,000 people were dead or missing, more than 76,000 

houses were destroyed, and people suffered a lot of 

damage. In 2017, during the Kermanshah earthquake in 

Iran, more than 10,000 people were injured, 600 people 

died, and many others became homeless (5). Also, a list 

of recent statistic shown in Figure 1 indicates that about 

24.5 million people have been displaced due to disasters 

worldwide during the past 15 years1. In this situation, 

governments and humanitarian organizations must be 

prepared for the crisis events and respond to them 

efficiently by providing medical aid, food, and shelter to 

the victims (6). Here, humanitarian supply chain (HSC) 

planning is of great importance. HSC planning is defined 

as a process of planning, implementation, efficient 

control, and managing flows in the storage of crisis-

related goods and services to reduce the suffering of 

vulnerable people (7, 8). The importance of HSC 

planning prompted researchers to focus on this problem 

in recent years. 

One of the main features of HSCs is the demand for 

multiple product types, which are totally different in their 

nature. In general, there are three categories of items in 

HSCs: non-perishable, perishable, and blood products (9, 

10). As the first category, the non-perishable relief 

products include the prevailing items such as tents, 

blankets, sleeping bags, etc. The main feature of these 

products is that they do not lose their properties over time 

and can be stored long, and there is no special storage 

requirement. Perishable products are the second category 

of products in HSCs. Unlike non-perishable products, 

they require special storage infrastructures, such as air 

circulation systems or low-temperature environments, to 

maintain quality. The lack of these types of equipment 

and conditions results in the degradation of the products. 

Alcohol, medicine, etc., are some examples of perishable 

products. Finally, blood products are the third category 

of products in HSCs. Although, blood products are 

inherently perishable, several factors distinguish blood 
 
 

 
Figure 1. Number of people displaced from 2008 to 2021 

 
1 www.statistia.com 

from other products, even similar perishable products. 

While non-perishable and perishable products can be 

purchased from companies and retailers at a purchasing 

cost, humans are the suppliers of blood, and blood 

donation is a volunteer activity. Therefore, the blood 

supply is very limited. In addition, the donated blood can 

not be directly used in the affected region. The whole 

blood should be tested, processed, and decomposed into 

subproducts, including red blood cells, platelets, and 

plasma. The resulting subproducts are also different in 

their properties; each has a particular shelf life and 

storage condition, which are totally different. Finally, the 

results of blood shortage in HSCs differ from other 

products and may cause human death (11). 

To the best of the authors' knowledge, no paper in the 

literature addresses the HSC design problem considering 

these products and the related features. More specifically, 

the recent work by Abazari, Aghsami (9) is one of the 

closest works to this research, which addresses the non-

perishable and perishable products in an HSC. However, 

they ignored the presence of blood products in the HSC 

system. This research aims to design an HSC network 

considering three types of non-perishables, perishables, 

and blood products. In this problem, total cost and total 

traveled distance were considered objective functions to 

cover the network's economic and emergency response 

goals. As the first part of the solution methodology, we 

present an efficient fuzzy programming approach to 

establish a trade-off between these conflictive objectives 

and establish the single-objective counterpart model. 

Since the demand of affected regions in HSCs is violated 

during the crisis period, the product demand uncertainty 

is also considered to present a more realistic framework. 

In this direction, a robust optimization approach will be 

provided in the second part of the solution methodology 

to consider the demand uncertainty. The performance of 

the developed model and proposed methodologies will be 

investigated through extensive analysis of numerical 

examples. Briefly, the main contribution of this work can 

be summarized as follows: 

• Developing a multi-objective HSC design problem 

considering three categories of non-perishable, 

perishable, and blood products under demand 

uncertainty . 

• Developing a mixed-integer linear programming 

(MILP) mathematical model for the problem . 

• Presenting an efficient fuzzy programming 

approach to deal with the conflicts of objectives. 

• Presenting a robust optimization approach to deal 

with the demand uncertainty . 

• Solving several numerical examples to investigate 

the performance of the developed model and 

solution methodologies . 
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The rest of the paper is organized as follows. Section 2 

provides a review of the related studies in the literature. 

Section 3 provides the problem definition and a multi-

objective mixed-integer linear mathematical model for 

the defined problem. Section 4 presents a two-part 

solution methodology for the problem. First, a fuzzy-

programming approach is proposed to handle the 

objectives' conflicts. Then, a robust optimization 

approach is discussed to address the uncertainty. Section 

5 explores the performance model of the model and 

solution methodologies by solving several numerical 

examples. Section 6 presents managerial insights based 

on the computational results. Finally, section 7 provides 

a conclusion to the paper and some direction for future 

works. 

 

 

2. RELATED STUDIES 
 

As pointed out before, the proper planning of operations 

is very important in disaster conditions. Therefore, the 

HSC planning problems have been investigated from 

different viewpoints in recent years. Researchers have 

tried to define several strategic, tactical, and operational 

problems for HSC networks. In these problems, optimal 

decision-making frameworks for various decisions, such 

as facility location, flow allocation, inventory planning, 

production, etc., have been addressed. In this section, we 

reviewed the relevant studies to this paper in the 

literature. Interested readers can study the review papers 

in the literature, such as the works by Kovács and Spens 

(12) and Balcik, Bozkir (13). 

A significant portion of studies in the field of HSC 

planning has been focused on network design problems 

with location-allocation decisions. Zhan and Liu (14) 

studied a multi-objective HSC design problem that 

simultaneously minimizes the unmet demand and service 

time. They utilized a goal programming approach to 

address the conflict of objectives. Murali, Ordóñez (15) 

developed a new model to determine the optimal location 

of facilities in an HSC. In this paper, the goal is to 

maximize the number of served people. Bozorgi-Amiri, 

Jabalameli (16) addressed the uncertainty in the HSC 

design problem by considering uncertainty in demand, 

capacities, and cost parameters. The model was solved 

using a PSO algorithm. Khayal, Pradhananga (17) 

studied a location planning problem for impermanent 

distribution centers of HSC. A dynamic resource 

allocation approach for these facilities was also 

presented.  Hasani and Mokhtari (18) presented some 

strategies for designing and redesigning an HSC. In this 

paper, a rolling horizon planning method was used to 

address the uncertainty and dynamics of the network. In 

another research, Hasani and Mokhtari (19) studied a 

multi-objective HSC and employed the fault tree analysis 

(FTA) method for risk assessment of the network. The 

objective functions were the minimization of total cost 

and risk and the maximization of population coverage. 

Wang and Nie (20) tried to improve the transportation 

operations of an HSC and developed a location-

allocation model considering traffic congestion. 

Aghajani, Torabi (21) utilized the option contract for 

coordination in an HSC. The results prove that this 

contract can improve the responsiveness and cost-

efficiency of the network. Mansoori, Bozorgi-Amiri (22) 

considered evacuating injured people from the affected 

region. They proposed a multi-objective model to 

minimize unmet demand and the number of non-evacuate 

homeless people. Nezhadroshan, Fathollahi-Fard (23) 

focused on a robust humanitarian logistics problem for 

disaster response, aiming to address operational and 

disruption uncertainties. They introduced a novel 

scenario-based possibilistic-stochastic programming 

approach to address uncertainty in a network with central 

warehouses and distribution centers. Recently, Mahtab, 

Azeem (24) proposed a multi-objective robust-stochastic 

model for humanitarian logistics, focusing on pre- and 

post-disaster decisions. The authors addressed facility 

location, pre-positioning, distribution scheduling, and 

equity in supply distribution. Their model incorporated 

uncertainties in demand, transportation, and supply 

condition, with a real flood case study. Akbari, Valizadeh 

(25) developed a model for integratig service provider 

collaboration in HSC. The authors used cooperative 

game theory approaches to solve this problem. Foroughi, 

Moghaddam (26) presented a resilient HSC with multiple 

disasters in their paper. The resilience parameters were 

obtained using the best-worst multi-criteria decision-

making method .  

The importance of transportation and inventory 

decisions in HSCs motivated researchers to develop 

models focusing on these problems. Ukkusuri and 

Yushimito (27) suggested inventory preposition as an 

effective strategy for increasing the responsiveness of 

HSC. They presented the idea as a location-routing 

problem.  Kutanoglu and Mahajan (28) developed a 

model for inventory management of an HSC. The 

network included a central warehouse and several local 

warehouses. The authors also considered the possibility 

of transshipment between the local warehouses. 

Campbell and Jones (29) developed a new model to 

determine the location of HSC suppliers in predisaster 

conditions. Their model also incorporated inventory 

decisions. Ahmadi, Seifi (30) developed a multi-depot 

vehicle routing-location problem for an HSC network. 

They considered the failure of the network and stochastic 

travel times. Bozorgi-Amiri and Khorsi (31) developed a 

multi-objective location-routing problem for an HSC 

under the risk of disruption. The model aimed to 

minimize unsatisfied demand, total cost, and travel time. 

Sabouhi, Bozorgi-Amiri (32) presented a transportation 

planning problem for an HSC that included location, 
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routing, and scheduling decisions. The authors 

formulated the disruption of routes, and the objective 

function was minimizing the expected arrival time of 

relief vehicles. Tofighi, Torabi (33) worked on a two-

level HSC network, which included warehouses and 

distribution centers. The uncertainty in supply, demand, 

and availability levels of the transportation routes were 

taken into account, and the problem was formulated 

using a two-stage stochastic programming model.  

As pointed out, several types of products are in 

demand in HSCs. Some of the previous studies aimed to 

address these products and their features in disasters. 

Zhang and Jiang (34) investigated the pharmacy 

management problem in an HSC as a perishable product 

and tried simultaneously minimizing the system's total 

cost and servicing time. Akbarpour, Torabi (35) also 

presented a model for pharmacy supply chain planning 

during disasters. In this research, an option contract is 

proposed for coordination with suppliers. Some other 

works investigated the planning of blood flow in the 

outbreak of crisis events. Jabbarzadeh, Fahimnia (36) 

proposed a new problem for blood supply chain design 

under disaster scenarios. In this paper, the demand 

uncertainty was addressed by a robust optimization 

approach. Khalilpourazari, Soltanzadeh (10) presented a 

blood supply chain planning problem to respond to the 

earthquake disaster. They considered the possibility of 

helicopter usage to transport blood and injured people. 

Fallahi, Mousavian Anaraki (37) developed a new model 

for supply chain planning of regular and convalescent 

plasma during the COVID-19 pandemic. The authors 

suggested using motivational programs and a 

transshipment strategy to increase the efficiency of the 

supply chain . Haghjoo, Tavakkoli-Moghaddam (38) 

suggested a reliable approach to address the disruption of 

the blood supply chain during the disaster. In this study, 

the impact level of disruption on facilities depends on the 

initial investment level. Kamyabniya, 

Noormohammadzadeh (39) presented an integrated 

model for the flow management of platelet blood 

products. They assumed ABO/Rh(d)-compatibility and 

difference in age of products to establish a more realistic 

problem. Recently, Hong (40) introduced a weighted 

goal programming model to optimize an HSC 

configuration while accounting for emergency response 

facility disruptions. By employing a two-stage network 

data envelopment analysis (DEA) approach, the 

proposed method consistently identifies efficient 

configurations, offering valuable insights for disaster 

response planning. Modarresi and Maleki (41) developed 

a two-stage stochastic model for efficient humanitarian 

relief supply chain design, integrating pre- and post-

disaster decisions to enhance disaster management. The 

model encompasses quantity flexibility contracts, 

equitable relief goods distribution, warehouse location, 

inventory planning, and various post-disaster activities. 

The approach effectively reduces inventory levels pre-

disaster and mitigates supply risks post-disaster, as 

demonstrated in the context of a potential earthquake in 

Iran. 

Table 1 presents a comprehensive comparison of the 

key features and contributions of our current work in 

contrast to previous research efforts. This table serves as 

a valuable reference to highlight the distinct advantages 

and novel aspects of our study compared to the prior 

state-of-the-art. As can be seen in the literature, there are 

several papers on optimizing HSCs. Also, some papers in 

other research areas studied the supply chain planning of 

particular perishable products such as blood and 

pharmacy in disaster situations. However, none of the 

previous papers investigated an HSC design problem 

considering three types of non-perishable, perishable, 

and blood products. This research aims to cover this gap 

by developing a new MILP multi-objective model for the 

problem. The total cost and total traveled distance of 

products are considered as the objective functions to 

provide flexibility for decision-makers to make trade-offs 

between economic and emergency response aspects. The 

conflicts of these objectives will be handled by 

presenting an efficient fuzzy programming approach. 

Moreover, the uncertainty in product demand is another 

assumption of this research, which will be addressed by 

a robust optimization approach. 

 
 
3. PROBLEM DEFINITION AND MODELING 
 

In this section, we describe the new problem for 

designing an HSC network under three categories of non-

perishable, perishable, and blood relief products. First, 

the problem definition is presented. Then, the MILP 

mathematical model is developed by presenting 

notations, objective functions, and constraints. 

 

3. 1. Problem Definition        Natural and human 

disasters have always been a part of human life. Today, 

crisis management is very effective in preventing damage 

from these disasters. One of the crisis management 

mechanisms is the design of the HSC network, which 

greatly reduces the damages after the disaster. This paper 

considers a multi-echelon HSC that includes perishable, 

non-perishable, and blood products as three types of 

relief items (9, 10). The main echelons are the suppliers 

of perishable and non-perishable relief products, the 

blood donor groups, fixed and mobile blood collection 

centers, blood processing centers, warehouses, and 

affected regions. The perishable and non-perishable 

relief products are purchased from a set of available 

suppliers and directly transported into warehouses. The 

location of warehouses should be determined from a set 

of potential locations. Regarding the perishable nature, 

we assumed that perishable relief products are available  
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TABLE 1. The novelties of the current research against the previous work in the literature 

 

 

in different quality levels. There is a set of donor groups 

who volunteer to donate blood. We consider a set of fixed 

blood collection centers and mobile blood collection 

centers to receive the whole blood from these volunteer 

groups. The location of fixed blood collection centers is 

prespecified. However, mobile blood collection centers 

should be located in the network. 

Also, each mobile blood collection center has a set of 

collection capacity levels, and the optimal capacity level 

for each center should be determined. The collected 

whole blood should be transported into processing 

centers for testing and production of subproducts. A 

portion of blood in collection and processing centers 

cannot be used and is lost. 
After processing, different subproducts, e.g. red 

blood cells, platelets, and plasma, are obtained from 

Research Year 

Product types 
Objective 

numbers 
Uncertainty 

Solution 

approach Case 

study Non-

perishable 
Perishable Blood Single Multiple Exact 

(Meta) 

heuristic 

Zhan and Liu (14) 2011 ✓    ✓ ✓ ✓   

Murali, Ordóñez (15) 2012 ✓   ✓  ✓ ✓  ✓ 

Bozorgi-Amiri, Jabalameli 

(16) 
2012 ✓   ✓  ✓  ✓  

Zhang and Jiang (34) 2014  ✓   ✓ ✓ ✓  ✓ 

Jabbarzadeh, Fahimnia (36) 2014   ✓ ✓  ✓ ✓  ✓ 

Ahmadi, Seifi (30) 2015 ✓   ✓  ✓ ✓ ✓ ✓ 

Khayal, Pradhananga (17) 2015 ✓   ✓   ✓  ✓ 

Bozorgi-Amiri and Khorsi (31) 2016 ✓    ✓ ✓ ✓  ✓ 

Tofighi, Torabi (33) 2016 ✓    ✓ ✓ ✓ ✓ ✓ 

Hasani and Mokhtari (18) 2018 ✓    ✓ ✓ ✓  ✓ 

Wang and Nie (20) 2019 ✓   ✓  ✓ ✓  ✓ 

Aghajani, Torabi (21) 2020 ✓    ✓ ✓ ✓ ✓ ✓ 

Khalilpourazari, Soltanzadeh 

(10) 
2020   ✓ ✓   ✓  ✓ 

Akbarpour, Torabi (35) 2020  ✓   ✓ ✓ ✓  ✓ 

Mansoori, Bozorgi-Amiri 

(22) 
2020 ✓    ✓ ✓ ✓  ✓ 

Haghjoo, Tavakkoli-

Moghaddam (38) 
2020   ✓ ✓  ✓ ✓ ✓ ✓ 

Nezhadroshan, Fathollahi-

Fard (23) 
2021 ✓    ✓ ✓ ✓  ✓ 

Kamyabniya, 

Noormohammadzadeh (39) 
2021   ✓  ✓ ✓ ✓  ✓ 

Sabouhi, Bozorgi-Amiri (32) 2021 ✓   ✓  ✓ ✓  ✓ 

Mahtab, Azeem (24) 2022 ✓    ✓ ✓ ✓  ✓ 

Akbari, Valizadeh (25) 2022 ✓   ✓  ✓  ✓ ✓ 

Fallahi, Mousavian Anaraki 

(37) 
2022   ✓  ✓  ✓  ✓ 

Foroughi, Moghaddam (26) 2022 ✓    ✓   ✓ ✓ 

Modarresi and Maleki (41) 2023 ✓   ✓  ✓ ✓  ✓ 

Hong (40) 2023 ✓    ✓  ✓  ✓ 

This paper 2023 ✓ ✓ ✓  ✓ ✓ ✓   
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whole blood. Then, the produced blood subproducts are 

sent to the warehouses. Different blood products need 

different holding equipment. Therefore, the decisions for 

inventory holding equipment of warehouses are also 

taken into account in the problem. The received non-

perishable, perishable, and blood products are packaged 

and grouped in the warehouse to transport to affected 

regions (42). A portion of perishable relief products may 

expire or spoil based on a perishability rate while being 

stored in warehouses and cannot be included in relief 

packages. Each type of package contains a prespecified 

amount of each product. We consider the possibility of 

human fault in the packaging of products, and a portion 

of packages may not be used in affected regions due to 

these faults (42). Depending on the package type, these 

faults impose a cost in each affected region.  

Note that each facility can service another facility if 

they are within servicing distance. There is a service level 

constraint, and a minimum level of demand for each 

affected region should be satisfied (43). The goal is to 

determine the optimal location, allocation, blood 

production, and packaging decisions so that the objective 

functions are optimized. The economic aspects are 

considered in the first objective, where the goal is to 

minimize the total cost of the HSC. To improve the 

responsiveness of the network, the second objective 

function aims to minimize the total traveled distance of 

products in the network. Figure 1 demonstrates the 

structure of the studied HSC network. 

 

3. 2. Mathematical Modelling        Considering the 

above-described components, the total cost objective can 

be expressed as follows:  

𝑀𝑖𝑛 𝑍1 = ∑ 𝐶𝑁𝑆𝑖𝑠𝑛𝑠𝑖
𝐼
𝑖=1 + ∑ 𝐶𝑃𝑆𝑠𝑠𝑝𝑠𝑠

𝑆
𝑠=1 +

∑ ∑ 𝑀𝐿𝐶𝑎𝑐𝑙𝑚𝑐𝑎𝑐
𝐶
𝑐=1

𝐴
𝑎=1 +

∑ ∑ 𝐵𝐷𝐹𝑑𝑝𝑞𝑏𝑓𝑑𝑝
𝑃
𝑝=1

𝐷
𝑑=1 +

(1) 

∑ ∑ 𝐵𝐷𝑀𝑑𝑎𝑞𝑏𝑚𝑑𝑎
𝐴
𝑎=1

𝐷
𝑑=1 +

∑ ∑ 𝑇𝑀𝑃𝑎𝑙𝑞𝑚𝑝𝑎𝑙
𝐿
𝑙=1

𝐴
𝑎=1 +

∑ ∑ 𝑇𝑀𝑃𝑎𝑙𝑞𝑚𝑝𝑎𝑙
𝐿
𝑙=1

𝐴
𝑎=1 +

∑ ∑ ∑ 𝑃𝑅𝐶𝑔𝑙𝑞𝑏𝑤𝑔𝑙𝑗
𝐽
𝑗=1

𝐿
𝑙=1

𝐺
𝑔=1 +

∑ ∑ ∑ 𝑇𝐵𝑊𝑔𝑙𝑗𝑞𝑏𝑤𝑔𝑙𝑗
𝐽
𝑗=1

𝐿
𝑙=1

𝐺
𝑔=1 + ∑ 𝑊𝐿𝐶𝑗𝑙𝑤ℎ𝑗

𝐽
𝑗=1 +

∑ ∑ 𝐵𝐸𝑊𝑔𝑗𝑒𝑐𝑤𝑔𝑗
𝐽
𝑗=1

𝐺
𝑔=1 +

∑ ∑ ∑ 𝑇𝑃𝑊𝑖𝑗𝑚𝑞𝑛𝑤𝑖𝑗𝑚
𝑀
𝑚=1

𝐽
𝑗=1

𝐼
𝑖=1 +

∑ ∑ ∑ ∑ 𝑇𝑁𝑊𝑠𝑗𝑜𝑞𝑞𝑝𝑤𝑠𝑗𝑜𝑞
𝐽
𝑗=1

𝑆
𝑠=1

𝑄
𝑞=1

𝑂
𝑜=1 +

∑ ∑ 𝑇𝐹𝑃𝑝𝑙𝑞𝑓𝑝𝑝𝑙
𝐿
𝑙=1

𝑃
𝑝=1  + ∑ ∑ 𝑃𝑃𝑊𝑗𝑛𝑞𝑝𝑝𝑗𝑛

𝑁
𝑛=1

𝐽
𝑗=1 +

∑ ∑ 𝑃𝑃𝑊𝑗𝑛𝑞𝑝𝑝𝑗𝑛
𝑁
𝑛=1

𝐽
𝑗=1 +

∑ ∑ ∑ 𝑇𝑊𝐴𝑗𝑘𝑛𝑡𝑞𝑎𝑗𝑘𝑛
𝑁
𝑛=1

𝐾
𝑘=1

𝐽
𝑗=1 +

∑ ∑ ∑ 𝐸𝐶𝐴𝑛𝑘𝐸𝑅𝑃𝑛𝑗𝑡𝑞𝑎𝑗𝑘𝑛
𝑁
𝑛=1

𝐾
𝑘=1

𝐽
𝑗=1 +

∑ ∑ 𝑃𝐶𝑊𝑜𝑞𝑠𝑤𝑗𝑜
𝐽
𝑗=1

𝑂
𝑜=1  

The total cost of the presented HSC network includes 

the fixed contract cost of non-perishable relief products, 

the fixed contract cost of perishable products, the 

location cost of mobile blood collection centers, the 

blood donation cost at fixed blood collection centers, the 

blood donation cost at mobile blood collection centers, 

the blood transportation cost from mobile blood 

collection centers to blood processing facilities, the blood 

transportation cost from fixed blood collection centers to 

blood processing facilities, the production cost of blood 

products in blood processing facilities, the establishment 

cost of warehouses, the equipment cost of warehouses for 

blood products, the transportation cost of non-perishable 

relief products from suppliers to warehouses, the 

transportation cost of perishable products from suppliers 

to warehouses, the transportation cost of blood products 

from blood processing centers to warehouses, the 

production cost of packages in warehouses, the 

transportation cost of packagers from warehouses to 

affected regions, the exceed cost, and the total 

perishability cost. 
 

 

 
Figure 1. A schematic illustration of the studied network 
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𝑀𝑖𝑛 𝑍2 =

∑ ∑ ∑ 𝐷𝑁𝑊𝑖𝑗𝑞𝑛𝑤𝑖𝑗𝑚
𝑀
𝑚=1

𝐽
𝑗=1

𝐼
𝑖=1 +

∑ ∑ ∑ ∑ 𝐷𝑃𝑊𝑠𝑗𝑞𝑝𝑤𝑠𝑗𝑜𝑞
𝐽
𝑗=1

𝑆
𝑠=1

𝑄
𝑞=1

𝑂
𝑜=1 +

∑ ∑ 𝐷𝐿𝑅𝑝𝑙𝑞𝑓𝑝𝑝𝑙
𝐿
𝑙=1

𝑃
𝑝=1 +

∑ ∑ 𝐷𝑀𝑅𝑎𝑙𝑞𝑚𝑝𝑎𝑙
𝐿
𝑙=1

𝐴
𝑎=1 +

∑ ∑ ∑ 𝐷𝑅𝑊𝑙𝑗𝑞𝑏𝑤𝑔𝑙𝑗
𝐽
𝑗=1

𝐿
𝑙=1

𝐺
𝑔=1 +

∑ ∑ ∑ 𝐷𝑊𝐴𝑗𝑘𝐵𝑃𝑗𝑘
𝑛𝑁

𝑛=1
𝐾
𝑘=1

𝐽
𝑗=1   

(2) 

In addition, the second objective function minimizes 

the total traveled distance of products, including non-

perishable relief products, perishable products, whole 

blood, blood subproducts, and the produced packages. 

The objective functions is subjected to the following 

constraints: 

 

Establishment constraints 

∑ ∑ 𝑞𝑛𝑤𝑖𝑗𝑚 ≤ 𝜙𝑙𝑤ℎ𝑗
𝐼
𝑖=1

𝑀
𝑚=1   ∀𝑗 ∈ 𝐽 (3) 

∑ ∑ 𝑞𝑛𝑤𝑖𝑗𝑚 ≤ 𝜙𝑠𝑛𝑠𝑖
𝐽
𝑗=1

𝑀
𝑚=1   ∀𝑖 ∈ 𝐼 (4) 

∑ ∑ ∑ 𝑞𝑝𝑤𝑠𝑗𝑜𝑞 ≤ 𝜙𝑠𝑝𝑠𝑠
𝑄
𝑞=1

𝑂
𝑜=1

𝐽
𝑗=1   ∀𝑠 ∈ 𝑆  (5) 

𝑎𝑝𝑚𝑎𝑙 ≤ ∑ 𝑙𝑚𝑐𝑎𝑐
𝐶
𝑐=1   

∀𝑎 ∈ 𝐴,  

(6) 

∀𝑙 ∈ 𝐿  

∑ 𝑝𝑏𝑣𝑗𝑛
𝑁
𝑛=1 = 𝑙𝑤ℎ𝑗   ∀𝑗 ∈ 𝐽  (7) 

∑ ∑ 𝑡𝑞𝑎𝑗𝑘𝑛
𝐾
𝑘=1

𝑁
𝑛=1 ≤ 𝜙𝑙𝑤ℎ𝑗   ∀𝑗 ∈ 𝐽  (8) 

𝑞𝑝𝑝𝑗𝑛 ≤ 𝜙𝑝𝑏𝑣𝑗𝑛  

∀𝑗 ∈ 𝐽,  

(9) 

∀𝑛 ∈ 𝑁  

Constraints 3 to 5 limit product flow to the established 

warehouses and selected suppliers. Constraints 6 limit the 

flow of blood between the established mobile blood 

collection centers and blood processing centers. 

Constraints 7 guarantee that one package type is 

produced in each established warehouse. Constraints 8 

limit the outflow of packages to the established 

warehouses. Constraints 9 limit the production of 

package types to the determined facilities for each 

package type. 

 

Capacity constraints 

∑ ∑ 𝑞𝑛𝑤𝑖𝑗𝑚 ≤ 𝑁𝐶𝑃𝑖
𝑀
𝑚=1

𝐽
𝑗=1   ∀𝑖 ∈ 𝐼  (10) 

∑ ∑ ∑ 𝑞𝑝𝑤𝑠𝑗𝑜𝑞
𝐽
𝑗=1

𝑄
𝑞=1

𝑂
𝑜=1 ≤ 𝑃𝐶𝑃𝑠  ∀𝑠 ∈ 𝑆  (11) 

∑ 𝑞𝑏𝑚𝑑𝑎
𝐴
𝑎=1 + ∑ 𝑞𝑏𝑓𝑑𝑝

𝑃
𝑝=1 ≤ 𝐵𝐶𝐷𝑑  ∀𝑑 ∈ 𝐷  (12) 

∑ 𝑞𝑏𝑓𝑑𝑝
𝐷
𝑑=1 ≤ 𝐹𝐵𝐶𝑝  ∀𝑝 ∈ 𝑃  (13) 

∑ 𝑞𝑏𝑚𝑑𝑎
𝐷
𝑑=1 ≤ ∑ 𝐹𝐵𝑀𝑎𝑐𝑙𝑚𝑐𝑎𝑐

𝐶
𝑐=1   ∀𝑎 ∈ 𝐴  (14) 

∑ 𝑙𝑚𝑐𝑎𝑐
𝐶
𝑐=1 ≤ 1  ∀𝑎 ∈ 𝐴  (15) 

∑ 𝑞𝑚𝑝𝑎𝑙
𝐴
𝑎=1 + ∑ 𝑞𝑓𝑝𝑝𝑙

𝑃
𝑝=1 ≤ 𝐶𝐵𝑃𝑙  

∀𝑎 ∈ 𝐴,  

(16) 

∀𝑙 ∈ 𝐿  

∑ 𝑞𝑝𝑝𝑗𝑛
𝑁
𝑛=1 ≤ 𝐶𝑅𝑊𝑗   ∀𝑗 ∈ 𝐽  (17) 

Constraints 10 and 11 are the limitations on suppliers' 

capacity for non-perishable and perishable relief 

products. Constraints 12 consider the donation capacity 

of each donor group. Constraints 13 and 14 are the 

capacity constraints of fixed and mobile collection 

centers, respectively. Constraints 15 guarantee that each 

mobile blood collection center is worked with one 

capacity level. The capacity limitation of blood 

processing centers is considered by Constraints 16. 

Constraints 17 consider the package production capacity 

of the warehouses.  

 

Facility numbers constraints 

∑ 𝑠𝑛𝑠𝑖
𝐼
𝑖=1 ≤ 𝑀𝑁𝑆   (18) 

∑ 𝑠𝑝𝑠𝑠
𝑆
𝑠=1 ≤ 𝑀𝑃𝑆   (19) 

∑ ∑ 𝑙𝑚𝑐𝑎𝑐
𝐶
𝑐=1

𝐴
𝑎=1 ≤ 𝑁𝑅𝑀   (20) 

∑ 𝑙𝑤ℎ𝑗
𝐽
𝑗=1 ≤ 𝑊𝑀𝑁   (21) 

Constraints (19) and (19) limit the number of suppliers to 

the specified threshold. Constraints (20) limit the number 

of mobile blood collection centers to the specified 

threshold. The maximum number of located warehouses 

is taken into account by constraints (21). 

 

Network balance constraints 

(1 − 𝐶𝑈𝑆) ∑ 𝑞𝑏𝑓𝑑𝑝
𝐷
𝑑=1 = ∑ 𝑞𝑓𝑝𝑝𝑙

𝐿
𝑙=1   ∀𝑝 ∈ 𝑃  (22) 

(1 − 𝐶𝑈𝑆) ∑ 𝑞𝑏𝑚𝑑𝑎
𝐷
𝑑=1 =

∑ 𝑞𝑚𝑝𝑎𝑙
𝐿
𝑙=1   

∀𝑎 ∈ 𝐴  (23) 

(1 − 𝑃𝑈𝑆)(∑ 𝑞𝑚𝑝𝑎𝑙
𝐴
𝑎=1 +

∑ 𝑞𝑓𝑝𝑝𝑙
𝑃
𝑝=1 ) = ∑ ∑ 𝑞𝑏𝑤𝑔𝑙𝑗

𝐽
𝑗=1

𝐺
𝑔=1   

∀𝑙 ∈ 𝐿  (24) 

𝑞𝑝𝑝𝑗𝑛𝑁𝑃𝑃𝑚𝑛 ≤ ∑ 𝑞𝑛𝑤𝑖𝑗𝑚
𝐼
𝑖=1 +

𝜙(1 − 𝑝𝑏𝑣𝑗𝑛)  

∀𝑛 ∈ 𝑁, 

(25) ∀𝑚 ∈ 𝑀, 

∀𝑗 ∈ 𝐽 



A. Fallahi et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   941-958                                         949 

 

𝑞𝑝𝑝𝑗𝑛𝑁𝑁𝑃𝑞𝑛𝑜 ≤ ∑ ((1 −𝑆
𝑠=1

𝑃𝑅𝐿𝑜𝑞)𝑞𝑝𝑤𝑠𝑗𝑜𝑞) + 𝜙(1 − 𝑝𝑏𝑣𝑗𝑛)  

∀𝑗 ∈ 𝐽, 

(26) 

∀𝑜 ∈ 𝑂, 

∀𝑞 ∈ 𝑄, 

∀𝑛 ∈ 𝑁 

𝑞𝑝𝑝𝑗𝑛𝑁𝐵𝑃𝑛𝑔 ≤ ∑ 𝑞𝑏𝑤𝑔𝑙𝑗
𝐿
𝑙=1 +

𝜙(1 − 𝑝𝑏𝑣𝑗𝑛)  

∀𝑗 ∈ 𝐽, 

(27) ∀𝑔 ∈ 𝐺, 

∀𝑛 ∈ 𝑁 

𝑞𝑠𝑤𝑗𝑜 = ∑ ∑ 𝑃𝑅𝐿𝑜𝑞𝑞𝑝𝑤𝑠𝑗𝑜𝑞
𝑄
𝑞=1

𝑆
𝑠=1   

∀𝑗 ∈ 𝐽, 

(28) 

∀𝑜 ∈ 𝑂 

∑ 𝑡𝑞𝑎𝑗𝑘𝑛
𝐾
𝑘=1 ≤ 𝑞𝑝𝑝𝑗𝑛  

∀𝑗 ∈ 𝐽, 

(29) 

∀𝑛 ∈ 𝑁 

The flow constraints of blood in fixed collection 

centers, mobile collection centers, and processing centers 

are formulated in constraints (22) to (24), respectively. 

Constraints (25) to (27) ensure that each warehouse 

produces one type of package and limit the inflow and 

outflow of facilities based on the production quantity. 

Constraints (28) determine the quantity of spoiled 

perishable products in warehouses. Constraints (29) 

ensure that the total flow of packages from the 

warehouses to affected regions is less than or equal to the 

quantity of produced packages. 

 

Facilities assignment constraints 

∑ 𝑑𝑎𝑚𝑑𝑎
𝐴
𝑎=1 + ∑ 𝑑𝑎𝑓𝑑𝑝

𝑃
𝑝=1 ≤ 1  ∀𝑑 ∈ 𝐷 (30) 

𝑞𝑏𝑚𝑑𝑎 ≤ 𝜙𝑑𝑎𝑚𝑑𝑎  

∀𝑑∈𝐷, 

(31) 

∀𝑎∈𝐴 

𝑞𝑏𝑚𝑑𝑎 ≥ 𝑑𝑎𝑚𝑑𝑎 

∀𝑑∈𝐷, 

(32) 

∀𝑎∈𝐴 

𝑞𝑏𝑓𝑑𝑝 ≤ 𝜙𝑑𝑎𝑓𝑑𝑝 

∀𝑑 ∈ 𝐷, 

(33) 

∀𝑝 ∈ 𝑃 

𝑞𝑏𝑓𝑑𝑝 ≥ 𝑑𝑎𝑓𝑑𝑝 

∀𝑝 ∈ 𝑃, 

(34) 

∀𝑑 ∈ 𝐷 

𝑞𝑚𝑝𝑎𝑙 ≤ 𝜙𝑎𝑝𝑚𝑎𝑙 

∀𝑎 ∈ 𝐴, 

(35) 

∀𝑙 ∈ 𝐿 

𝑞𝑚𝑝𝑎𝑙 ≥ 𝑎𝑝𝑚𝑎𝑙 

∀𝑎 ∈ 𝐴, 

(36) 

∀𝑙 ∈ 𝐿 

𝑞𝑓𝑝𝑝𝑙 ≤ 𝜙𝑎𝑝𝑓𝑝𝑙 

∀𝑝 ∈ 𝑃, 

(37) 

∀𝑙 ∈ 𝐿 

𝑞𝑓𝑝𝑝𝑙 ≥ 𝑎𝑝𝑓𝑝𝑙 

∀𝑝 ∈ 𝑃, 

(38) 

∀𝑙 ∈ 𝐿 

𝑞𝑏𝑤𝑔𝑙𝑗 ≤ 𝜙𝑏𝑠𝑤𝑔𝑙𝑗  

∀𝑙 ∈ 𝐿, 

(39) ∀𝑔 ∈ 𝐺, 

∀𝑗 ∈ 𝐽 

𝑞𝑏𝑤𝑔𝑙𝑗 ≥ 𝑏𝑠𝑤𝑔𝑙𝑗 

∀𝑙 ∈ 𝐿, 

(40) ∀𝑔 ∈ 𝐺, 

∀𝑗 ∈ 𝐽 

∑ 𝑞𝑏𝑤𝑔𝑙𝑗
𝐿
𝑙=1 ≤ 𝜙𝑒𝑐𝑤𝑔𝑗  

∀𝑔 ∈ 𝐺, 

(41) 

∀𝑗 ∈ 𝐽 

Each donor group should be assigned to a fixed or 

mobile blood collection center, and constraints (30) 

ensure this. Constraints (31) to (40) limit the flow of 

products only to the assigned facilities. Constraints (41) 

limit blood product flow to warehouses with the required 

holding equipment. 

 

Demand stisfaction consrtains 

∑ (1 − 𝐸𝑅𝑃𝑛𝑗)𝑡𝑞𝑎𝑗𝑘𝑛
𝐽
𝑗=1 ≥

𝐷𝑀𝑁𝑘𝑛𝐷𝑆𝑇  

∀𝑘 ∈ 𝐾, 

(42) 

∀𝑛 ∈ 𝑁, 

∀𝑚 ∈ 𝑀, 

∀𝑗 ∈ 𝐽 

 

Constraints (42) ensure the minimum level of demand 

satisfaction in each affected region. 

 

 

4. SOLUTION APPROACH 
 

The section addresses the presented two-phase solution 

methodology for the problem. The goal is to 

simultaneously handle the objectives conflicts and the 

models's uncertainty. First, a robust optimization 

approach is presented to deal with the demand 

uncertainty of the HSC system. Afterward, a fuzzy 
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programming approach is described that handles the 

conflicts of the objective functions and provides a single-

objective counterpart of the MILP model. 
 

4. 1. Robust Optimization Approach          Considering 

the above-described components, the total cost objective 

can be expressed as follows: 

Several approaches have been presented in the 

literature to address the uncertainty in optimization 

problems. A well-known way to deal with uncertainty is 

stochastic programming. However, this approach needs 

historical data to estimate probability mass/density 

functions. In addition, constraint violation may occur in 

stochastic programming. Therefore, a robust 

optimization approach was developed in the literature to 

address these problems. Robust optimization aims to 

develop a feasible solution for all realizations of 

unknown parameters. Unlike stochastic programming, 

the robust optimization approach can deal with both hard 

constraints and interval uncertainty. In this procedure, an 

interval uncertainty is considered for the stochastic 

parameters . 

As mentioned, we considered the uncertainty in 

demand for packages in affected regions. It is difficult to 

estimate the demand of the HSC systems using a 

probability distribution function. We use the proposed 

approach by Bertsimas and Sim (44) as one of the most 

well-known approaches in the literature (45). Consider 

the following optimization problem: 

𝑀𝑎𝑥 𝑐𝑥  

(43) 

S.t  

∑ �̃�𝑖𝑗𝑥𝑗𝑗∈𝐽𝑖
+ ∑ �̃�𝑖𝑗𝑥𝑗𝑗∈𝑁{𝐽𝑖} ≤ 𝜇𝑖(𝑥)  ∀𝑖 ∈ 𝐼  

𝑥𝜖𝐹(𝑥) ∀�̃�𝑖𝑗 ∈ 𝐽𝑖 

where �̃�𝑖𝑗  is the uncertain parameter of the system and is 

in the interval [�̅�𝑖𝑗 − �̂�𝑖𝑗 , �̅�𝑖𝑗 + �̂�𝑖𝑗]. In this interval,  �̅�𝑖𝑗 

and �̂�𝑖𝑗 are the nominal value and deviation. In addition, 

𝐽𝑖 is the set of uncertain parameters in row 𝑖. This 

approach considers a parameter, denoted by Γ𝑖, for each 

𝑖, which is referred to as the budget of uncertainty. This 

parameter allows for control over the level of 

conservatism in the solution and can take on integer 

values in the range of (0, |𝐽𝑖|). The budget of uncertainty 

ensures that the solution remains feasible even when 

multiple parameters are changed simultaneously. The 

reformulation of the problem using the budget of 

uncertainty is as follows: 

𝑀𝑎𝑥 𝑐𝑥  

(44) S.t  

∀𝑖 ∈ 𝐼, 

∑ 𝑎𝑖𝑗𝑥𝑗𝑗∈𝑁 +

max
{𝑆𝑖|𝑆𝑖𝜖𝐽𝑖,|𝑆𝑖|=Γ𝑖}

{∑ 𝑎𝑖�̂�𝑥𝑗𝑗∈𝑆𝑖
} ≤ 𝑏𝑖   ∀�̃�𝑖𝑗 ∈ 𝐽𝑖 

𝑥𝜖𝐹(𝑥) ∀�̃�𝑖𝑗 ∈ 𝐽𝑖 

However, the above model is in a nonlinear form, 

which can be linearized as follows: 

𝑀𝑎𝑥 𝑐𝑥  

(45) 

S.t  

𝑧𝑖Γ𝑖 + ∑ 𝑝𝑖𝑗𝑗∈𝐽𝑖
+ ∑ 𝑎𝑖𝑗𝑗∈𝑁 𝑥𝑗 ≤ 𝑏𝑖   ∀𝑖 ∈ 𝐼 

𝑧𝑖 + 𝑝𝑖𝑗 ≥ �̃�𝑖𝑗𝑥𝑗  
∀𝑖 ∈ 𝐼, 

𝑗 ∈ 𝐽𝑖 

𝑧𝑖 , 𝑝𝑖𝑗 ≥ 0 

∀𝑖 ∈ 𝐼, 

∀𝑗 ∈ 𝐽 

𝑥𝜖𝐹(𝑥) ∀�̃�𝑖𝑗 ∈ 𝐽𝑖 

where 𝑧𝑖 and 𝑝𝑖𝑗  are two auxiliary variables. Considering 

the explained procedure, the robust formulation of the 

presented problem substitutes Equation (42) with the 

following constraints: 

∑ (1 − 𝐸𝑅𝑃𝑛𝑗)𝑡𝑞𝑎𝑛𝑗𝑘
𝐽
𝑗=1 ≥

(𝐷𝑀𝑁𝑘𝑛
̃ + 𝑃𝑘

𝑛 + 𝑍𝑘
𝑛Γ)𝐷𝑆𝑇  

∀𝑘 ∈ 𝐾 

(46) 

∀𝑛 ∈ 𝑁 

𝑃𝑘
𝑛 + 𝑍𝑘

𝑛 ≥ 𝐷𝑀𝑁𝑘𝑛
̂  

∀𝑘 ∈ 𝐾, 

(47) 

∀𝑛 ∈ 𝑁 

 

4. 1. Fuzzy Programming Multi-objective 
Approach              Several approaches have been 

developed in the literature to address the conflicts of 

objectives in multi-objective optimization problems. 

Among these approaches, fuzzy techniques are becoming 

more popular due to their ability to determine the 

satisfaction level of any objective function directly (46, 

47). This allows decision-makers to calculate Pareto 

solutions depending on their choices (i.e., the relative 

degree of importance of objectives). Zimmermann (48) 

developed the first approach for multi-objective based on 

fuzzy theory, which was the max-min method. The main 

deficiency of this method is that it does not ensure the 

calculation of Pareto solutions. Considering this problem, 

Lai and Hwang (49) developed the augmented max-min 

method. The SO and LZL methods were some other 

approaches that were developed in subsequent years by 

Selim and Ozkarahan (50) and Li, Zhang (51), 

respectively. In this paper, we utilize the TH method, 

which was developed by Torabi and Hassini (52), to 
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handle the conflict between total cost and total traveled 

distance of products. This approach guarantees the 

calculation of Pareto solutions and includes the following 

phase: 

Phase I: In this phase, the positive ideal solution and 

negative ideal solutions of each objective function are 

calculated. Consider a bi-objective problem. The positive 

best solutions (PBS) of each objective function, 𝑃𝐵𝑆𝑍1 

and 𝑃𝐵𝑆𝑍2 are obtained through the separate 

optimization of the model for each objective function. In 

addition, the negative best solution (NBS) is obtained as 

follows: 

𝑁𝐵𝑆𝑍1 = 𝑍1(𝑥𝑃𝐵𝑆𝑍2
)  (48) 

𝑁𝐵𝑆𝑍2 = 𝑍2(𝑥𝑃𝐵𝑆𝑍1
)  (49) 

 

Phase II: In this phase, for each objective function, a 

linear membership function is established as follows: 

𝜇1(𝑥) = {

1                              𝑍1 ≤ 𝑃𝐵𝑆𝑍1
𝑁𝐵𝑆𝑍1−𝑍1

𝑁𝐵𝑆𝑍1−𝑃𝐵𝑆𝑍1
         𝑃𝐵𝑆𝑍1 ≤ 𝑍1 ≤ 𝑁𝐵𝑆𝑍1  

0                             𝑍1 ≥ 𝑁𝐵𝑆𝑍1 

  (50) 

𝜇2(𝑥) = {

1                               𝑍2 ≤ 𝑃𝐵𝑆𝑍2
𝑁𝐵𝑆𝑍2−𝑍2

𝑁𝐵𝑆𝑍2−𝑃𝐵𝑆𝑍2
        𝑃𝐵𝑆𝑍2 ≤ 𝑍2 ≤ 𝑁𝐵𝑆𝑍2  

0                           𝑍2 ≥ 𝑁𝐵𝑆𝑍2 

  (51) 

 
Phase III: In this phase, the single-objective equivalent 

problem is established using the aggregation function of 

TH method as below: 

𝑀𝑖𝑛 𝜆(𝑥) = 𝛽𝜆0 + (1 −
𝛽) ∑ 𝑤𝑖𝑖 𝜇𝑖(𝑥)  

 

(52) 

S.t:  

𝜆0 ≤ 𝜇𝑖(𝑥) ∀𝑖 = 1,2  

𝑥 ∈ 𝐹(𝑥)  

𝜆0, 𝜆 ∈ [0,1]  

 
 
5. COMPUTATIONAL EXPERIMENTS 
 

In this section, we validate the developed model and 

provide insights by solving several numerical examples. 

The data of numerical examples are mostly adopted from 

the works by Abazari, Aghsami (9) and Khalilpourazari, 

Soltanzadeh (10). Table 2 presents the details of the data. 

To explore the performance of the problem, the model 

is coded in GAMS programming software, and the 

CPLEX solver is used to solve each problem. The 

examples are randomly generated and run on a personal 

laptop with 8 GB of RAM, Intel Core i7, and CPU 2.6 

GHz. As previously highlighted, there exist inherent 

conflicts between the objectives, making it challenging to 

optimize both objective functions simultaneously. This 

inherent trade-off implies that enhancing one objective 

may come at the expense of the other. Table 3 provides a 

comprehensive summary of our findings. The values 

presented in the third and fourth columns of the table 

quantitatively illustrate the nature of these conflicts . 

When efforts are made to improve the total traveling 

distance, the optimization process tends to favor the 

selection of closer facilities. However, this preference 

may lead to increased costs for the healthcare system. 

Consequently, in this scenario, the model tends to 

allocate less attention to minimizing the location cost of 

the facilities. Conversely, when the focus is on improving 

the total cost, the optimization process shifts towards 

selecting facilities that minimize location costs and other 

cost components.  
 

 

TABLE 2. The considered ranges for the data of numerical 

examples 

Parameter Value 
Paramet

er 
Value 

𝑁𝐶𝑃𝑖 Rand(40000,7000) 𝑃𝑅𝐿𝑜𝑞  Rand(0.1,0.2) 

𝑃𝐶𝑃𝑠 Rand (2000,3000) 𝑀𝐿𝐶𝑎𝑐  
Rand(5000,5000

0) 

𝐵𝐷𝐶𝑑 Rand (100,3000) 𝐵𝐷𝐹𝑑𝑝  Rand(0.5,3) 

𝑊𝐿𝐶𝑗 Rand(1000,3000) 𝐵𝐷𝑀𝑑𝑎  Rand(0.05,3) 

𝐶𝑁𝑆𝑖 Rand (20000,40000) 𝑇𝑀𝑃𝑎𝑙  Rand(0.05,2) 

𝐶𝑅𝑊𝑗 Rand(7000,18000) 𝑇𝐹𝑃𝑝𝑙  Rand(0.25,2) 

𝐶𝑃𝑆𝑠 Rand (20000,50000) 𝑇𝐵𝑊𝑙𝑔𝑗  Rand(0.02,1.5) 

𝑃𝐶𝑊𝑜 Rand(200,500) 𝑃𝑅𝐶𝑙𝑔  Rand(0.05,1.75) 

𝐹𝐵𝐶𝑝 Rand(500,2000) 𝐹𝐵𝑀𝑎𝑐  Rand(100,1000) 

𝐶𝐵𝑃𝑙 Rand(500,2000) 𝐷𝑃𝑊𝑠𝑗  Rand(10,350) 

𝑀𝑁𝑆 RandI(1,3) 𝐷𝑁𝑊𝑖𝑗  Rand(10,1000) 

𝑊𝑀𝑁 RandI(2,5) 𝐷𝑀𝑅𝑎𝑙  Rand(1,600) 

𝑀𝑃𝑆 RandI(1,3) 𝐷𝐿𝑅𝑝𝑙  Rand(50,550) 

𝑁𝑅𝑀 RandI(1,5) 𝐷𝑅𝑊𝑙𝑗  Rand(8,1000) 

𝐶𝑈𝑆 Rand(0.1,0.2) 𝐷𝑊𝐴𝑗𝑘  Rand(50,600) 

𝑃𝑈𝑆 Rand(0.05,0.15) 𝐵𝐸𝑊𝑔𝑗  Rand(20,700) 

𝐷𝑆𝑇 Rand(0.85,0.95) 𝑃𝑃𝑊𝑗𝑛  Rand(0.15,1.5) 

𝑇𝑃𝑊𝑖𝑗𝑚 Rand(0.2,2) 𝐸𝑅𝑃𝑛𝑗  Rand(0.05,2) 

𝑇𝑊𝐴𝑗𝑘𝑛 Rand(0.01,2) 𝑁𝑁𝑃𝑞𝑛𝑜  RandI(0,40) 

𝐷𝑀𝑁̅̅ ̅̅ ̅̅
�̅�𝑛 RandI(0,10) 𝑁𝑃𝑃𝑛𝑚  RandI(0,50) 

𝐷𝑀�̂�𝑘𝑛 Rand(0.05,0.2) 𝑁𝐵𝑃𝑛𝑔  RandI(0,50) 

𝑇𝑁𝑊𝑠𝑗𝑜𝑞 Rand(0.05,1.5)   



952                                         A. Fallahi et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   941-958 

 

In this continuing, the analysis of sensitivity is 

performed to provide more insights into the behavior of 

the model. Sensitivity analysis is a systematic approach 

to investigate the impact of variation on the input of 

parameters to the outputs of the model. We carry out the 

sensitivity analysis on model parameters and problem 

parameters. First, we are going to analyze the sensitivity 

of results based on variations in the price of robustness, 

as the main parameter of the proposed robust 

optimization methodology. The obtained computational 

results in different levels of price of robustness are 

summarized in Table 3. The conducted sensitivity 

analysis on the price of robustness provides crucial and 

illuminating findings for the multi-objective optimization 

problem in HSC planning. The results reveal that both the 

total cost and total traveled distance objectives are highly 

responsive to changes in the price of robustness. As the 

price of robustness increases, there is a clear and 

significant upward trend in both cost and distance 

metrics, highlighting the trade-off between achieving 

cost efficiency and ensuring robustness in the network 

design. 

This pivotal insight emphasizes the necessity of 

carefully selecting an appropriate price of robustness, as 

it directly impacts the delicate balance between 

minimizing expenses and guaranteeing a robust supply 

chain in unpredictable contexts. Understanding the trade-

off allows decision-makers to make informed choices 

that align with their priorities and strategic objectives. 

Moreover, the analysis demonstrates that CPU time 

remains stable and unaffected by variations in the price 

of robustness. This stability is of immense practical 

importance, as it enables decision-makers to explore a 

diverse range of robustness values without compromising 

the optimization process's computational speed. The 

ability to efficiently examine different robustness levels 

empowers planners to make timely and well-informed 

decisions even under time constraints. 

In this part, we evaluate the impact of changes in 

some parameters on the objective functions of the studied 

HSC. The supplier's capacity, demand, and blood 

wastage rate are selected as three important parameters 

for sensitivity analysis.  The sensitivity analysis of the 

objective functions to variations in the nominal value of 

the demand rate has been thoroughly investigated, and 

the findings are depicted in Figure 2.   Understanding the 

sensitivity of the objective functions to demand 

variations offers invaluable insights for supply chain 

decision-makers. By recognizing the intricate 

relationship between demand rates and cost and distance 

metrics, planners can proactively adapt their strategies to 

cope with dynamic demand scenarios effectively. 
 

 
 

TABLE 3. The results of the problem based on the degree of importance of objective functions 

(𝒘𝟏, 𝒘𝟐) 𝚪 𝜷 𝒛𝟏 𝒛𝟐 𝝁𝒛𝟏
 𝝁𝒛𝟐

 %Gap CPU time (S) 

(0.0,1.0) 0.5 0.3 242267.64 322693.05 0.441 0.965 0.00 1.41 

(0.2,0.8) 0.5 0.3 242382.33 282957.99 0.724 0.832 0.00 1.62 

(0.4,0.6) 0.5 0.3 242382.96 282957.99 0.724 0.832 0.00 1.40 

(0.2,0.8) 0.5 0.3 242382.96 282957.99 0.780 0.731 0.00 1.52 

(1.0,0.0) 0.5 0.3 251491.01 222314.23 0.780 0.731 0.00 1.44 

 

 

TABLE 4. The results of the problem based on the variation in the price of robustness 

(𝒘𝟏, 𝒘𝟐) 𝚪 𝜷 𝒛𝟏 𝒛𝟐 𝝁𝒛𝟏
 𝝁𝒛𝟐

 %Gap CPU time (S) 

(0.8,0.2) 0.00 0.3 239863.75 272809.46 0.736 0.792 0.00 1.47 

(0.8,0.2) 0.10 0.3 240367.59 274844.88 0.736 0.791 0.00 1.53 

(0.8,0.2) 0.20 0.3 240871.44 276880.31 0.736 0.791 0.00 1.52 

(0.8,0.2) 0.30 0.3 241375.28 278915.73 0.735 0.791 0.00 1.49 

(0.8,0.2) 0.40 0.3 241879.12 280951.15 0.735 0.791 0.00 1.53 

(0.8,0.2) 0.50 0.3 242382.96 282986.58 0.735 0.791 0.00 1.47 

(0.8,0.2) 0.60 0.3 242886.81 285022.00 0.735 0.791 0.00 1.47 

(0.8,0.2) 0.70 0.3 243390.65 287057.42 0.734 0.791 0.00 1.48 

(0.8,0.2) 0.80 0.3 243894.49 289092.85 0.734 0.791 0.00 1.49 

(0.8,0.2) 0.90 0.3 244398.34 291128.27 0.734 0.791 0.00 1.45 

(0.8,0.2) 1.00 0.3 244902.18 293163.69 0.734 0.792 0.00 1.46 
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Implementing appropriate demand management and 

response mechanisms can lead to more resilient and cost-

efficient supply chain networks, ensuring timely and 

optimal delivery of humanitarian aid and resources to 

those in need. As expected, the results reveal a clear and 

consistent negative impact of increasing demand rates on 

both objective functions. This behavior is intuitively 

understandable, as higher demand necessitates a greater 

flow of products within the supply chain network. 

Consequently, an increase in product flow leads to a rise 

in both the total cost and total traveled distance 

objectives. The amplified demand significantly affects 

the overall transportation and distribution processes, 

resulting in higher costs incurred and longer distances 

traveled. These observations underscore the critical 

importance of managing and responding to fluctuating 

demand patterns in HSC planning. Notably, the 

sensitivity analysis highlights that the total traveled 

distance objective exhibits a higher degree of sensitivity 

compared to the total cost. This finding suggests that 

changes in demand rates have a more pronounced impact 

on the transportation aspect of the supply chain network, 

which directly influences the total distance traveled by 

products. 

In the investigation of the second parameter, we 

analyzed the sensitivity of the objective functions 

concerning the wastage rate of blood products, as 

illustrated in Figure 3. Understanding the sensitivity of 

the objective functions to the wastage rate of blood 

products empowers supply chain decision-makers to 

design more robust and cost-effective networks. By 

strategically managing blood product utilization and 

implementing waste reduction measures, organizations 

can enhance their responsiveness to emergencies and 

humanitarian crises, ensuring a reliable supply of blood 

products to those in need. As anticipated, the results 

exhibit a clear and consistent negative correlation 

between increasing wastage rates of blood products and 

the performance of the objective functions. This negative 

impact is expected, as higher wastage rates imply a 

higher percentage of blood products that become 

unsuitable for use or are discarded, resulting in 

inefficiencies in the supply chain network. To mitigate 

the adverse effects of increased wastage rates, the 

network's donation and processing of blood must be 

strategically increased to satisfy demand efficiently. By 

bolstering the blood flow through the network, the 

system can better meet the demand for blood products. 

However, the analysis reveals that such increases in 

blood flow come at a cost, as they lead to higher total cost 

and total traveled distance objectives. These findings 

underscore the significance of minimizing wastage rates 

and optimizing the blood supply facilities to ensure 

efficient allocation and utilization of blood products. 

Effective waste management strategies and enhanced 

processing and distribution procedures can play a pivotal 

role in reducing wastage rates and associated costs while 

improving overall supply chain performance. 

In our latest phase of investigation, we are delving 

into a sensitivity analysis of the objective functions, 

regarding variations in supplier capacity, as vividly 

depicted in Figure 4. This critical analysis serves as a 

powerful tool for supply chain decision-makers, 

providing them with valuable insights for making 

informed and strategic choices. This strategic approach 

to supplier capacity planning ensures the timely and 

efficient delivery of essential goods and resources; thus, 

enhancing the network's responsiveness in effectively 

addressing humanitarian crises and emergency scenarios. 

Our sensitivity analysis has unveiled intriguing and 

contrasting behaviors exhibited by the objective 

functions in response to changes in supplier capacity. 

One noteworthy revelation is that increases in supplier 

capacity do not significantly impact the overall 

performance of the supply chain network. This finding 

suggests that the network is inherently equipped to 

 

 

 
Figure 2. Sensitivity analysis of objectives with respect to 

the demand for packages 

 

 

 
Figure 3. Sensitivity analysis of objectives with respect to 

blood wastage rate 
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Figure 4. Sensitivity analysis of objectives with respect to 

the capacity of suppliers 

 

 

accommodate higher supplier capacities without 

incurring substantial adverse effects on the total cost and 

total traveled distance objectives. On the flip side, when 

supplier capacity experiences reductions, it triggers a 

remarkable and noteworthy ripple effect throughout the 

network's performance. This leads to a substantial 

increase in both the total cost and total traveled distance, 

emphasizing the critical role of prudent supplier capacity 

management in optimizing supply chain performance. 

While our analysis indicates that augmenting supplier 

capacity may not necessarily yield substantial 

improvements, it underscores the paramount importance 

of maintaining adequately calibrated capacities. This 

proactive approach helps mitigate the risk of cost 

escalations and operational inefficiencies. Additionally, 

addressing reductions in supplier capacity in a timely and 

proactive manner is crucial to preempt potential 

disruptions and ensure the seamless operation of the 

supply chain. 

 

 

6. MANAGERIAL INSIGHTS 
 

Our computational experiments offer valuable insights 

for supply chain decision-makers in the context of HSC 

management. By analyzing various scenarios and 

conducting sensitivity analyses, we unveil critical 

considerations for optimizing HSC networks. Here are 

the key managerial insights: 

Balancing conflicting objectives: In HSC planning, 

there exists a fundamental trade-off between minimizing 

total cost and reducing total traveled distance. As 

demonstrated in Table 3, varying the importance of each 

objective function affects the network's performance. 

When prioritizing one objective, such as minimizing total 

traveling distance, it results in selecting nearer facilities 

but potentially increases costs. Conversely, minimizing 

total costs involves selecting facilities that reduce 

location costs and other cost components, which may 

lead to longer distances traveled. Managers must 

carefully consider this trade-off to align network design 

with specific priorities and operational constraints. 

• Robustness of network: The sensitivity analysis of 

the price of robustness, as depicted in Table 4, 

highlights a critical managerial decision. Both total 

cost and total traveled distance objectives are highly 

responsive to changes in the price of robustness. 

Decision-makers should strategically select an 

appropriate price of robustness, as it directly impacts 

the balance between cost efficiency and network 

robustness. This choice influences the network's 

ability to adapt to uncertainties without incurring 

substantial cost increases. Moreover, the stability of 

CPU time allows planners to explore different 

robustness levels efficiently, even under time 

constraints, enabling informed decisions in dynamic 

environments. 

• Managing demand variations: Understanding the 

sensitivity of objective functions to demand 

variations, as shown in Figure 2, is pivotal for HSC 

managers. Higher demand rates significantly impact 

both total cost and total traveled distance, 

necessitating proactive demand management 

strategies. To enhance network resilience and cost-

effectiveness, managers should implement demand 

forecasting and response mechanisms. This enables 

the efficient allocation of resources and ensures 

timely aid delivery during fluctuating demand 

scenarios. 

• Minimizing Blood Wastage: The sensitivity 

analysis related to blood wastage rates, which is 

provided in Figure 3, emphasizes the importance of 

waste reduction strategies in blood product supply 

chains. Increasing wastage rates negatively affect 

both cost and distance objectives. To mitigate these 

effects, organizations should focus on optimizing 

blood supply facilities, enhancing processing and 

distribution procedures, and minimizing waste. 

Efficient waste management strategies can lead to 

cost savings while improving overall supply chain 

performance. 

• Supplier Capacity Management: Analyzing the 

sensitivity of objective functions to changes in 

supplier capacity, which is presented in Figure 4, 

reveals the significance of prudent supplier capacity 

management. Increasing supplier capacity does not 

substantially impact overall network performance, 

indicating room for accommodating higher capacities 

without incurring significant cost or distance 

penalties. However, reducing supplier capacity has a 

noteworthy negative impact. To optimize supply 

chain performance, managers should maintain well-

calibrated capacities, proactively address reductions, 

and ensure smooth operations, particularly in 

humanitarian crises and emergency situations. 
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This paper can be extended in several ways by future 

research. From the problem development viewpoint, 

resiliency is of great importance for HSCs. One of the 

potential directions is to consider the resiliency 

objectives and improve the power of the network in 

facing disruptions (26). Furthermore, some other 

important decisions, such as the inventory and routing 

decisions, also have the potential to be incorporated in 

the presented model by considering proper coordination 

agreements such as VMI (53). From the solution 

methodology perspective, we employed the CPLEX 

commercial solver, a powerful optimization tool known 

for its ability to handle MILP mathematical models. 

CPLEX allowed us to find non-dominated solutions for 

the studied multi-objective HSC network design 

problem. However, it's essential to acknowledge that as 

the problem size scales up, the computational costs 

associated with solving it can become quite substantial 

regarding the NP-hard complexity of the problem. 

Researchers and practitioners should be mindful of these 

computational challenges Therefore, the exact or 

metaheuristic algorithms such as can be designed in 

future research to consider this issue. Some examples are 

different variants of Lagrangian relaxation, fast fireworks 

(54), memetic (55-57), hybrid multi-objective 

evolutionary (58), tabu search (59-61), differential 

evolution (62, 63), ant-based (64), multi-objective 

profitable severity and delay reduction (65), particle 

swarm optimization (66)  algorithms. In addition, the 

machine learning approaches, such as unsupervised 

learning methods, can be used to cluster the packages, 

and improve the performance of the system (67). 

 
 
7. CONCLUSION 
 

In this research, we developed a new humanitarian 

supply chain network design problem under product 

differentiation and demand uncertainty. For the first time, 

non-perishable, perishable, and blood products were 

simultaneously considered as three important products of 

the network. The problem was formulated using a MILP 

multi-objective mathematical model. The model aims to 

minimize the total cost and total traveled distance of 

products by determining location, allocation, and 

production decisions. To provide a more realistic 

problem, the uncertainty in demand of affected areas was 

also taken into account.  

A two-phase solution methodology was suggested to 

solve this problem. First, a robust optimization approach 

was presented to establish the deterministic counterpart 

of the stochastic model. Next, an efficient fuzzy 

programming-based approach was designed to 

reformulate the model in a single-objective form. The 

model's performance and solution methodologies were 

investigated by solving numerical instances. The results 

showed that the proposed fuzzy approach can 

successfully find non-dominated solutions for the 

problem considering the decision-maker's preferences. 

The choice of the price of robustness significantly 

influences the balance between cost efficiency and 

network robustness, highlighting the importance of 

strategic decision-making for this parameter. Sensitivity 

analyses reveal the impact of demand variations on both 

cost and distance objectives, emphasizing the need for 

proactive demand management strategies. Furthermore, 

minimizing blood wastage rates and prudent supplier 

capacity management emerge as crucial factors for cost 

savings and network responsiveness.  

 

 

8. REFERENCES 
 

1. Javadian N, Modares S, Bozorgi A. A bi-objective stochastic 

optimization model for humanitarian relief chain by using 

evolutionary algorithms. International Journal of Engineering. 

2017;30(10):1526-37. 10.5829/ije.2017.30.10a.14  

2. Batta R, Peng J, Smith JC, Greenberg HJ. Leading Developments 

from INFORMS Communities: INFORMS; 2017. 

3. Cotes N, Cantillo V. Including deprivation costs in facility 

location models for humanitarian relief logistics. Socio-Economic 

Planning Sciences. 2019;65:89-100. 10.1016/j.seps.2018.03.002  

4. Barzinpour F, Esmaeili V. A multi-objective relief chain location 

distribution model for urban disaster management. The 

International Journal of Advanced Manufacturing Technology. 

2014;70:1291-302. 10.1007/s00170-013-5379-x  

5. Omrani H, Najafi I, Bahrami K, Najafi F, Safari S. Acute kidney 

injury following traumatic rhabdomyolysis in Kermanshah 
earthquake victims; a cross-sectional study. The American 

journal of emergency medicine. 2021;40:127-32. 

10.1016/j.ajem.2020.01.043  

6. Charles A, Lauras M, Van Wassenhove LN, Dupont L. Designing 

an efficient humanitarian supply network. Journal of Operations 

Management. 2016;47:58-70. 10.1016/j.jom.2016.05.012  

7. Malmir B, Zobel CW. An applied approach to multi-criteria 

humanitarian supply chain planning for pandemic response. 

Journal of Humanitarian Logistics and Supply Chain 
Management. 2021;11(2):320-46. 10.1108/JHLSCM-08-2020-

0064  

8. Nikkhoo F, Bozorgi-Amiri A. A procurement-distribution 

coordination model in humanitarian supply chain using the 

information-sharing mechanism. International Journal of 

Engineering. 2018;31(7):1057-65. 10.5829/ije.2018.31.07a.08  

9. Abazari SR, Aghsami A, Rabbani M. Prepositioning and 

distributing relief items in humanitarian logistics with uncertain 
parameters. Socio-Economic Planning Sciences. 

2021;74:100933. 10.1016/j.seps.2020.100933  

10. Khalilpourazari S, Soltanzadeh S, Weber G-W, Roy SK. 
Designing an efficient blood supply chain network in crisis: 

neural learning, optimization and case study. Annals of 

Operations Research. 2020;289:123-52. 10.1007/s10479-019-

03437-2  

11. Fallahi A, Mokhtari H, Niaki STA. Designing a closed-loop blood 

supply chain network considering transportation flow and quality 
aspects. Sustainable Operations and Computers. 2021;2:170-89. 

10.1016/j.susoc.2021.07.002  

12. Kovács G, Spens KM. Humanitarian logistics in disaster relief 
operations. International Journal of Physical Distribution & 



956                                         A. Fallahi et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   941-958 

 
Logistics Management. 2007;37(2):99-114. 

10.1108/09600030710734820  

13. Balcik B, Bozkir CDC, Kundakcioglu OE. A literature review on 

inventory management in humanitarian supply chains. Surveys in 
Operations Research and Management Science. 2016;21(2):101-

16. 10.1016/j.sorms.2016.10.002  

14. Zhan S-l, Liu N, editors. A multi-objective stochastic 
programming model for emergency logistics based on goal 

programming. 2011 fourth International Joint Conference on 

Computational Sciences and Optimization; 2011: IEEE.  

15. Murali P, Ordóñez F, Dessouky MM. Facility location under 

demand uncertainty: Response to a large-scale bio-terror attack. 
Socio-Economic Planning Sciences. 2012;46(1):78-87. 

10.1016/j.seps.2011.09.001  

16. Bozorgi-Amiri A, Jabalameli MS, Alinaghian M, Heydari M. A 
modified particle swarm optimization for disaster relief logistics 

under uncertain environment. The International Journal of 

Advanced Manufacturing Technology. 2012;60:357-71. 

10.1007/s00170-011-3596-8  

17. Khayal D, Pradhananga R, Pokharel S, Mutlu F. A model for 

planning locations of temporary distribution facilities for 
emergency response. Socio-Economic Planning Sciences. 

2015;52:22-30. 10.1016/j.seps.2015.09.002  

18. Hasani A, Mokhtari H. Redesign strategies of a comprehensive 
robust relief network for disaster management. Socio-Economic 

Planning Sciences. 2018;64:92-102. 10.1016/j.seps.2018.01.003  

19. Hasani A, Mokhtari H. An integrated relief network design model 
under uncertainty: A case of Iran. Safety Science. 2019;111:22-

36. 10.1016/j.ssci.2018.09.004  

20. Wang Q, Nie X. A stochastic programming model for emergency 

supply planning considering traffic congestion. IISE 

Transactions. 2019;51(8):910-20. 

10.1080/24725854.2019.1589657  

21. Aghajani M, Torabi SA, Heydari J. A novel option contract 

integrated with supplier selection and inventory prepositioning 

for humanitarian relief supply chains. Socio-Economic Planning 

Sciences. 2020;71:100780. 10.1016/j.seps.2019.100780  

22. Mansoori S, Bozorgi-Amiri A, Pishvaee MS. A robust multi-

objective humanitarian relief chain network design for earthquake 
response, with evacuation assumption under uncertainties. Neural 

Computing and Applications. 2020;32:2183-203. 

10.1007/s00521-019-04193-x  

23. Nezhadroshan AM, Fathollahi-Fard AM, Hajiaghaei-Keshteli M. 

A scenario-based possibilistic-stochastic programming approach 

to address resilient humanitarian logistics considering travel time 
and resilience levels of facilities. International Journal of Systems 

Science: Operations & Logistics. 2021;8(4):321-47. 

10.1080/23302674.2020.1769766  

24. Mahtab Z, Azeem A, Ali SM, Paul SK, Fathollahi-Fard AM. 

Multi-objective robust-stochastic optimisation of relief goods 

distribution under uncertainty: a real-life case study. International 
Journal of Systems Science: Operations & Logistics. 

2022;9(2):241-62. 10.1080/23302674.2021.1879305  

25. Akbari F, Valizadeh J, Hafezalkotob A. Robust cooperative 
planning of relief logistics operations under demand uncertainty: 

a case study on a possible earthquake in Tehran. International 

Journal of Systems Science: Operations & Logistics. 

2022;9(3):405-28. 10.1080/23302674.2021.1914767  

26. Foroughi A, Moghaddam BF, Behzadi MH, Sobhani FM. 

Developing a bi-objective resilience relief logistic considering 
operational and disruption risks: a post-earthquake case study in 

Iran. Environmental Science and Pollution Research. 

2022;29(37):56323-40. 10.1007/s11356-022-18699-w  

27. Ukkusuri SV, Yushimito WF. Location routing approach for the 
humanitarian prepositioning problem. Transportation research 

record. 2008;2089(1):18-25. 10.3141/2089-03  

28. Kutanoglu E, Mahajan M. An inventory sharing and allocation 
method for a multi-location service parts logistics network with 

time-based service levels. European Journal of Operational 

Research. 2009;194(3):728-42. 10.1016/j.ejor.2007.12.032  

29. Campbell AM, Jones PC. Prepositioning supplies in preparation 

for disasters. European Journal of Operational Research. 

2011;209(2):156-65. 10.1016/j.ejor.2010.08.029  

30. Ahmadi M, Seifi A, Tootooni B. A humanitarian logistics model 

for disaster relief operation considering network failure and 
standard relief time: A case study on San Francisco district. 

Transportation Research Part E: Logistics and Transportation 

Review. 2015;75:145-63. 10.1016/j.tre.2015.01.008  

31. Bozorgi-Amiri A, Khorsi M. A dynamic multi-objective 

location–routing model for relief logistic planning under 

uncertainty on demand, travel time, and cost parameters. The 
International Journal of Advanced Manufacturing Technology. 

2016;85:1633-48. 10.1007/s00170-015-7923-3  

32. Sabouhi F, Bozorgi-Amiri A, Vaez P. Stochastic optimization for 
transportation planning in disaster relief under disruption and 

uncertainty. Kybernetes. 2021;50(9):2632-50. 10.1108/K-10-

2020-0632  

33. Tofighi S, Torabi SA, Mansouri SA. Humanitarian logistics 

network design under mixed uncertainty. European Journal of 

Operational Research. 2016;250(1):239-50. 

10.1016/j.ejor.2015.08.059  

34. Zhang Z-H, Jiang H. A robust counterpart approach to the bi-

objective emergency medical service design problem. Applied 

Mathematical Modelling. 2014;38(3):1033-40. 

10.1016/j.apm.2013.07.028  

35. Akbarpour M, Torabi SA, Ghavamifar A. Designing an integrated 
pharmaceutical relief chain network under demand uncertainty. 

Transportation Research Part E: Logistics and Transportation 

Review. 2020;136:101867. 10.1016/j.tre.2020.101867  

36. Jabbarzadeh A, Fahimnia B, Seuring S. Dynamic supply chain 

network design for the supply of blood in disasters: A robust 

model with real world application. Transportation Research Part 
E: Logistics and Transportation Review. 2014;70:225-44. 

10.1016/j.tre.2014.06.003  

37. Fallahi A, Mousavian Anaraki SA, Mokhtari H, Niaki STA. 
Blood plasma supply chain planning to respond COVID-19 

pandemic: a case study. Environment, Development and 

Sustainability. 2022:1-52. 10.1007/s10668-022-02793-7  

38. Haghjoo N, Tavakkoli-Moghaddam R, Shahmoradi-Moghadam 

H, Rahimi Y. Reliable blood supply chain network design with 

facility disruption: A real-world application. Engineering 
Applications of Artificial Intelligence. 2020;90:103493. 

10.1016/j.engappai.2020.103493  

39. Kamyabniya A, Noormohammadzadeh Z, Sauré A, Patrick J. A 
robust integrated logistics model for age-based multi-group 

platelets in disaster relief operations. Transportation Research 

Part E: Logistics and Transportation Review. 2021;152:102371. 

10.1016/j.tre.2021.102371  

40. Hong J-D. Design of humanitarian supply chain system by 

applying the general two-stage network DEA model. Journal of 
Humanitarian Logistics and Supply Chain Management. 

2023;13(1):74-90. 10.1108/JHLSCM-06-2022-0069  

41. Modarresi SA, Maleki MR. Integrating pre and post-disaster 
activities for designing an equitable humanitarian relief supply 

chain. Computers & Industrial Engineering. 2023;181:109342. 

10.1016/j.cie.2023.109342  



A. Fallahi et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   941-958                                         957 

 

42. Vaillancourt A. Kit management in humanitarian supply chains. 
International Journal of Disaster Risk Reduction. 2016;18:64-71. 

10.1016/j.ijdrr.2016.06.002  

43. Noham R, Tzur M. Designing humanitarian supply chains by 
incorporating actual post-disaster decisions. European Journal of 

Operational Research. 2018;265(3):1064-77. 

10.1016/j.ejor.2017.08.042  

44. Bertsimas D, Sim M. The price of robustness. Operations 

Research. 2004;52(1):35-53. 10.1287/opre.1030.0065  

45. Kaviyani-Charati M, Heidarzadeh Souraki F, Hajiaghaei-Keshteli 
M. A robust optimization methodology for multi-objective 

location-transportation problem in disaster response phase under 
uncertainty. International Journal of Engineering. 

2018;31(11):1953-61. 10.5829/ije.2018.31.11b.20  

46. Fallahi A, Shahidi-Zadeh B, Niaki STA. Unrelated parallel batch 
processing machine scheduling for production systems under 

carbon reduction policies: NSGA-II and MOGWO 

metaheuristics. Soft Computing. 2023:1-29. 10.1007/s00500-

023-08754-0  

47. Amani Bani E, Fallahi A, Varmazyar M, Fathi M. Designing a 

sustainable reverse supply chain network for COVID-19 vaccine 
waste under uncertainty. Computers & Industrial Engineering. 

2022;174:108808. 10.1016/j.cie.2022.108808  

48. Zimmermann H-J. Fuzzy programming and linear programming 
with several objective functions. Fuzzy Sets and Systems. 

1978;1(1):45-55. 10.1016/0165-0114(78)90031-3  

49. Lai Y-J, Hwang C-L. A new approach to some possibilistic linear 
programming problems. Fuzzy Sets and Systems. 

1992;49(2):121-33. 10.1016/0165-0114(92)90318-X  

50. Selim H, Ozkarahan I. A supply chain distribution network design 

model: an interactive fuzzy goal programming-based solution 

approach. The International Journal of Advanced Manufacturing 

Technology. 2008;36:401-18. 10.1007/s00170-006-0842-6  

51. Li X-q, Zhang B, Li H. Computing efficient solutions to fuzzy 

multiple objective linear programming problems. Fuzzy Sets and 

Systems. 2006;157(10):1328-32. 10.1016/j.fss.2005.12.003  

52. Torabi SA, Hassini E. An interactive possibilistic programming 

approach for multiple objective supply chain master planning. 

Fuzzy Sets and Systems. 2008;159(2):193-214. 

10.1016/j.fss.2007.08.010  

53. Asadkhani J, Fallahi A, Mokhtari H. A sustainable supply chain 

under VMI-CS agreement with withdrawal policies for imperfect 
items. Journal of Cleaner Production. 2022;376:134098. 

10.1016/j.jclepro.2022.134098  

54. Chen M, Tan Y. SF-FWA: A Self-Adaptive Fast Fireworks 
Algorithm for effective large-scale optimization. Swarm and 

Evolutionary Computation. 2023;80:101314. 

10.1016/j.swevo.2023.101314  

55. Dulebenets MA. An Adaptive Polyploid Memetic Algorithm for 

scheduling trucks at a cross-docking terminal. Information 

Sciences. 2021;565:390-421. 10.1016/j.ins.2021.02.039  

56. Dulebenets MA. A Diffused Memetic Optimizer for reactive 

berth allocation and scheduling at marine container terminals in 

response to disruptions. Swarm and Evolutionary Computation. 

2023;80:101334. 10.1016/j.swevo.2023.101334  

 

 

 

 

 

 

 

57. Keshavarz T, Salmasi N, Varmazyar M. Minimizing total 
completion time in the flexible flowshop sequence-dependent 

group scheduling problem. Annals of Operations Research. 

2015;226:351-77. 10.1007/s10479-014-1667-6  

58. Pasha J, Nwodu AL, Fathollahi-Fard AM, Tian G, Li Z, Wang H, 

et al. Exact and metaheuristic algorithms for the vehicle routing 

problem with a factory-in-a-box in multi-objective settings. 
Advanced Engineering Informatics. 2022;52:101623. 

10.1016/j.aei.2022.101623  

59. Seydanlou P, Sheikhalishahi M, Tavakkoli-Moghaddam R, 
Fathollahi-Fard AM. A customized multi-neighborhood search 

algorithm using the tabu list for a sustainable closed-loop supply 
chain network under uncertainty. Applied Soft Computing. 

2023:110495. 10.1016/j.asoc.2023.110495  

60. Varmazyar M, Akhavan-Tabatabaei R, Salmasi N, Modarres M. 
Operating room scheduling problem under uncertainty: 

Application of continuous phase-type distributions. IISE 

Transactions. 2020;52(2):216-35. 

10.1080/24725854.2019.1628372  

61. Varmazyar M, Salmasi N. Sequence-dependent flow shop 

scheduling problem minimising the number of tardy jobs. 
International Journal of Production Research. 2012;50(20):5843-

58. 10.1080/00207543.2011.632385  

62. Fallahi A, Mahnam M, Niaki STA. A discrete differential 
evolution with local search particle swarm optimization to direct 

angle and aperture optimization in IMRT treatment planning 

problem. Applied Soft Computing. 2022;131:109798. 

10.1016/j.asoc.2022.109798  

63. Fallahi A, Amani Bani E, Niaki STA. A constrained multi-item 

EOQ inventory model for reusable items: Reinforcement 
learning-based differential evolution and particle swarm 

optimization. Expert Systems with Applications. 

2022;207:118018. 10.1016/j.eswa.2022.118018  

64. Singh E, Pillay N. A study of ant-based pheromone spaces for 

generation constructive hyper-heuristics. Swarm and 

Evolutionary Computation. 2022;72:101095. 

10.1016/j.swevo.2022.101095  

65. Singh P, Pasha J, Moses R, Sobanjo J, Ozguven EE, Dulebenets 

MA. Development of exact and heuristic optimization methods 
for safety improvement projects at level crossings under 

conflicting objectives. Reliability Engineering & System Safety. 

2022;220:108296. 10.1016/j.ress.2021.108296  

66. Keshavarz T, Salmasi N, Varmazyar M. Flowshop sequence-

dependent group scheduling with minimisation of weighted 

earliness and tardiness. European Journal of Industrial 

Engineering. 2019;13(1):54-80. 10.1504/EJIE.2019.097920  

67. Kochakkashani F, Kayvanfar V, Haji A. Supply chain planning of 

vaccine and pharmaceutical clusters under uncertainty: The case 
of COVID-19. Socio-Economic Planning Sciences. 

2023;87:101602. 10.1016/j.seps.2023.101602  

 

 

 

 

 

 

 

 

 

 

 

 

 



958                                         A. Fallahi et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   941-958 

 
 

 

COPYRIGHTS 

©2024  The author(s). This is an open access article distributed under the terms of the Creative Commons 

Attribution (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, as long 

as the original authors and source are cited. No permission is required from the authors or the publishers . 
 

 

 

 

Persian Abstract 

 چکیده 
لجستیک کارا  های تامین بشردوستانه از اهمیت بسیار بالایی برخوردار است. در این راستا مدیریت  ریزی و مدیریت زنجیره بینی دنیای امروز، برنامهدر محیط پویا و غیرقابل پیش 

دیده به عمل آید.  زده تحویل گردند و در نهایت پشتیبانی لازم از جمعیت آسیب شود تا کالاها و منابع ضروری در شرایط قابل قبول و در زمان مناسب به نواحی بحرانسبب می 

گیرد.  چنین شرایط عدم قطعیت تقاضا مورد بررسی قرار می ی زنجیره تامین بشردوستانه با در نظرگرفتن تمایز میان اقلام و همی طراحی شبکهدر این پژوهش، یک مسئله

ی طراحی  ی زنجیره تامین بشردوستانه در مسئله ی کلی کالاهای فسادناپذیر، کالاهای فسادپذیر و خون به عنوان سه دسته کالای اساسی در شبکه تر، سه دستهصورت دقیقبه

سازی مجموع هزینه و مجموع  شده، حداقلی ارائهشود. اهداف مسئلهخطی فرموله می - ریزی ریاضی چندهدفه عددصحیحدل برنامهدر قالب یک م شوند. مسئلهشبکه لحاظ می 

گردد. یک نیز لحاظ می  تر نمودن فرضیات پژوهش به شرایط دنیای واقعی، عدم قطعیت در پارامتر تقاضای محصولات منظور نزدیک باشند. بهی کالاها میشده  مسافت طی

گیرد. ارز قطعی مسئله مورد بحث قرار می سازی مدل هم سازی استوار جهت فرمولهشود. در ابتدا، یک رویکرد بهینهی به عنوان روش حل مسئله ارائه می متدولوژی دو مرحله

داده شده و  شود. عملکرد مدل ریاضی توسعههدفه تشریح میی تکی دوهدفه به یک مسئلهریزی فازی جهت تبدیل مسئله ی دوم، یک روش کارای مبتنی بر برنامهدر مرحله

 گیرند. نتایج محاسباتی بیانگر این هستند که روش فازی پیشنهادی قادر است تا مجموعه های عددی مختلف مورد تجزیه و تحلیل قرار می متدولوژی پیشنهادی از طریق حل مثال 

 حساسیت بر روی پارامترهای ورودی مسئله با هدف ایجاد بینش   چنین تحلیل گیرنده ایجاد نماید. همگرفتن ترجیحات تصمیمرا با در نظر    های نامغلوب برای مسئلهجواب 

 شود. ی پژوهش فعلی ارائه می شود. در انتها پیشنهاداتی برای تحقیقات آتی جهت توسعهبیشتر انجام می 
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A B S T R A C T  
 

 

This research has been carried out with the aim of evaluating the energy, economic and environmental 

performance of selected countries that export energy resources with the integrated approach of data 

envelopment analysis (DEA) and game theory. The methodology of this research, including super-
efficiency and cross-efficiency methods have also been used to rank efficient countries before the 

cooperation phase. Then, in the cooperation phase, each country is investigated using the method of 

cooperative games theory and Shapley's value. The resulting model was implemented and the rank of 
the efficient countries was compared with each other in the super-efficiency and cross-efficiency method 

(before cooperation) and the Shapley’s value method (after cooperation). The results showed that Qatar 

and Yemen have the highest, Lebanon and Jordan the lowest energy efficiency; Kuwait, Qatar and 
Turkmenistan have the highest economic efficiency, Iran and Turkey have the lowest economic 

efficiency; UAE and Qatar have the highest, Iran and Jordan the lowest environmental efficiency. 

doi: 10.5829/ije.2024.37.05b.13 
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1. INTRODUCTION 
 

Energy consumption is an indispensable aspect of 

production processes across all stages, as it is imperative 

for the production process to function. It is impossible to 

carry out any production activity without the use of 

energy. Economic growth models that neglect the 

significance of energy in driving economic growth suffer 

imperfections. Numerous scholarly works have 

examined the relationship between economic growth and 

energy consumption, while comparatively a few studies 

have delved into the effects of energy on product growth 

(1). Energy consumption and all economic activities 

exert direct and indirect impacts on the environment; 

meaning that the process of energy production, from 

extraction to production, and consumption, can 

significantly harm the environment (2). The correlation 

between economic development and the environment is 

a major and convoluted economic concern. Energy 

consumption is an essential component of any economic 

activity. It plays a vital role in driving economic growth 

and enhancing the overall quality of human life while 

leading to the generation of environmental pollutants (3). 

Energy is widely acknowledged as a major constituent in 

the establishment and advancement of industrial societies 

(4). In that light, the level of access to various energy 

sources serves as an indicator of the political and 

economic development and influence of countries. The 

combination of high energy prices and the significant 

investment required in the capital sector, along with the 

rapid expansion of industrialization and the increasing 

energy demands of societies, has prompted the adoption 

of policies to optimize energy consumption (5). These 

policies aim to prevent uncontrolled and inefficient 

energy usage while reducing production costs and 

enhancing public welfare (6). Therefore, given the great 

importance of energy and the reduction of fossil energy 

sources and the increasing fuel price in production and 

services, as well as environmental issues, the 

improvement of consumption status and efficiency has 

given much attention as possible in its use (7). Enhancing 

energy efficiency is a widely used cost-effective 

approach to the enhancement of energy security; the 

promotion of industrial competitiveness, and the 

mitigation of climate change repercussions (8). 

Furthermore, with the rise in population growth and 

energy dependence, there has been a corresponding 

increase in the consumption of fossil fuels, leading to 

environmental challenges (9). As a result, there is a 

growing necessity for politicians to engage with experts 

and opinion leaders to formulate and execute policies that 

promote energy efficiency and reduce overall energy 

consumption (10). A significant number of developing 

countries are undergoing raised energy consumption as a 

result of economic growth and subsequent better living 

standards (11). Besides, this increasing trend cannot 

continue to rise as the available resources are limited. 

This is while energy security and environmental crises 

are other issues that have raised serious concerns. In 

addition, the utilization of energy often requires 

substantial investments, which are frequently limited in 

developing countries (12). Moreover, energy 

consumption in these nations tends to contribute to 

elevated levels of environmental pollution and energy 

inefficiency when compared to more developed 

countries. Consequently, improving energy, economic, 

and environmental efficiency emerges as a feasible 

solution (13).  

In spite of the extensive endeavors made in developed 

nations to enhance awareness, adopt environmentally 

friendly technologies, and increase energy efficiency; the 

rapid pace of economic development has resulted in a 

substantial surge in energy consumption (14). 

Consequently, this has given rise to multiple 

environmental challenges, including the international 

emission of greenhouse gases. Each year, state-level 

meetings are convened to address environmental risks, 

promote stability, and mitigate greenhouse gas emissions 

(15, 16). Based on a comprehensive analysis of these 

conventions, certain countries demonstrably lack a 

definitive stance toward effectively attaining the 

objectives outlined in these conventions, evidently 

shunning the principle of responsibility (17). These 

conventions serve countries as an opportunity to be able 

to align their policy-making with global CO2 emission 

reduction policies while interacting with credible 

international institutions. In recent conventions, a legally 

binding regime aimed at reducing emissions for all 

countries has been approved, indicating that in order to 

achieve the objectives of emission reduction, it is 

imperative for both developed and developing countries 

to establish robust policy frameworks (18). To 

effectively utilize emission reduction permits as a means 

to regulate pollution levels and align them with socially 

optimal standards, an exhaustive constraint has been 

imposed on the overall emission levels within a given 

region (19). This restriction enables the evaluation and 

allocation of permits to countries that have actively 

participated in the program. This limited availability 

serves as a driving force behind the trade and exchange 

of licenses (20). To ensure the efficiency of these licenses 

several criteria must be thoroughly examined: 

responsibility, qualification, equality, effectiveness, and 

sustainable development. In order to determine the 

optimal emission rate in countries to create a win-win 

situation in terms of environmental impact and efficiency 

in the study area, permits were efficiently allocated while 

taking into account the social and economic aspects (21, 

22). To establish an appropriate setting for the 

achievement of Pareto optimal conditions, it is feasible to 

ensure that all countries are placed in a favorable position 
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once the efficiency frontier outlined in the employed 

model is attained (23). 

The evaluation of energy and environmental 

performance holds significant importance for 

policymakers and economists. This interest stems from 

two key factors: the escalating levels of greenhouse gas 

emissions and the limited availability of energy 

resources. These factors are integral in shaping the 

behavior of energy consumers and how they respond to 

energy programs. In certain instances, consumers exhibit 

complete responsiveness, while in others, they pose 

challenges to policy packages (24). In light of the 

escalating energy consumption and environmental 

pollution, and subsequently their adverse impact on 

health, it has become imperative to prioritize the 

optimization of existing resources and prevent energy 

waste (25). This directs the attention of energy 

policymakers toward the necessity of optimally 

exploiting energy sources. Unmistakably, relevant 

decision-making and planning require a full grasp of the 

current and final consumption of energy carriers in terms 

of efficiency (26). The unchecked surge in energy 

consumption across developing nations has made it 

imperative to adopt energy optimization strategies (27). 

As a result, in conjunction with other production factors, 

the efficiency and optimization of energy is a 

determining constituent of the economic pulse of nations 

(28). Accordingly, economic developments have 

progressively increased the significance of energy 

efficiency and optimization. As environmental concerns 

continue to rise, it is crucial to consider the negative 

impacts and pollutants that arise from economic activities 

when evaluating the efficiency of businesses at both the 

micro and macro levels. This is especially important in 

energy-intensive industries and at the macro level where 

pollutants can have a significant impact on the 

environment (29).  

Besides, other methods are also available to measure 

efficiency. DEA has become increasingly popular in 

recent years as a method for measuring efficiency. It is 

based on mathematical programming that allows for 

measuring the relative efficiency of the units using the 

possible production set (PPS) formed by all units. This 

method has many significant advantages: Its main 

advantage is its ability to compute the efficiency of units 

with multiple inputs and outputs. Additionally, it does 

not make any assumptions about the production frontier 

shape or the internal structure of decision-making units 

(30).  

In the past, classic DEA models regarded systems as 

a black box and to some extent ignored their internal 

structures. That is to say, models with network structures 

were treated as a single unit. This approach failed to 

account for the fact that real-world problems in 

telecommunications, such as power distribution and 

transportation, often have a network structure. Over the 

past few years, there have been advancements in the 

development of models that also incorporate the network 

structure of decision-making units. It is crucial to 

acknowledge that in problems with a network structure, 

the collaboration among subsystems leads to an increase 

in the overall efficiency of the system. Consequently, 

models should be able to effectively take this 

collaboration into account. Game theory is a viable 

methodology that can facilitate the achievement of this 

objective. The approach mentioned has gained popularity 

in recent years and is commonly referred to as centralized 

models in the field of data envelopment analysis. One of 

the main issues with these models is their inability to 

provide a distinct performance value for each subunit 

(31). It should be noted that certain researchers have 

adopted the leader-follower approach or the concept of 

achieving maximum efficiency. However, it is important 

to recognize that this approach is at odds with the 

principles of the cooperative gameplay concept. In 

classical DEA models, it is commonly assumed that data 

is certain. As a result, these models lack the capability to 

handle data uncertainties. In the real world, certain data 

are inherently inaccurate, ambiguous, and uncertain. 

Therefore, it is crucial to adopt approaches that can 

effectively manage this uncertainty during the modeling 

process. Numerous methods have been proposed for 

controlling uncertainty in optimization problems. In 

recent years, there has been a significant focus on 

approaches to addressing complex problems, such as 

fuzzy set theory, random programming, and 

optimization. These methods have proven to be effective 

in tackling a wide range of challenges and have garnered 

significant attention from researchers. It is worth noting 

that previous investigations into the implementation of 

these approaches in DEA have primarily focused on 

issues with simple and non-network structures. However, 

there is a dearth of quantitative research on the use of 

uncertainty control approaches in network-structured 

issues. It is important to mention that the existing studies 

are restricted to the use of fuzzy approaches, ignoring 

other approaches. The objective of this study is to address 

the aforementioned issues by first introducing a DEA 

model based on the Nash bargaining game, a technique 

in game theory. Then, in order to effectively control the 

uncertainty of the proposed model, three approaches are 

employed: fuzzy set theory, random programming, and 

robust optimization. In conclusion, various numerical 

examples and case studies were used to validate the 

proposed models and estimate their efficiency.  

Gabriel et al. (1) reported that energy service 

companies face limited resources. The companies are 

centralized using the DEA method. The DEA model is 

used to limit the efficient use of resources. The results of 

the study demonstrated that this method demonstrated 

good effectiveness in improving energy consumption in 

energy service companies in Spain.  
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Amani and Bagherzadeh Valami (32) studied a 

thorough examination of sustainable development and 

sustainability using DEA analysis. They suggested that 

these concepts have been at the core of policy-making 

within multilateral agreements at a wide range of levels. 

Despite their importance, both concepts have been 

defined ambiguously. Data envelopment analysis is an 

increasingly used method for measuring sustainability. 

This paper is a review of the body of research published 

between 2017 and 2020 and explores the extent to which 

DEA has been applied to measuring sustainability. 

Previous research demonstrated that social capital 

remains a key factor in measuring sustainability. 

Furthermore, process indicators are also being treated as 

an alternative measure. Despite their significance, these 

measures fail to fully capture the multidimensional 

nature of sustainability and sustainable development. The 

findings of this research reveal that the majority of 

programs are focused on Asian countries or Chinese 

regions, while it seems to be a significant research gap in 

European territories. 

Maddi et al. tried to analyze and forecast the relative 

efficiency of multiple branches of the Social Security 

Organization throughout Iran. A framework was 

developed in this study to estimate the future value of unit 

efficiency using artificial neural networks. This research 

delves into the measurement of cost and technical 

efficiency in a two-tier supply chain under both stable 

and unstable price conditions. To achieve this, we 

utilized the non-parametric method of DEA and game 

theory. By doing so, we were able to address research 

gaps in this field and provide valuable insights. First, 

branch efficiency was assessed using the DEA method, 

followed by the classification of the efficiency level. We 

used time series functions to predict the future 

efficiencies of units based on their previous efficiencies 

and cost-efficiency calculations over several consecutive 

years. By analyzing historical data and using advanced 

forecasting techniques, we were able to accurately 

predict the future efficiencies of these units. The findings 

of this research suggest that managers must implement a 

data collection and processing system and consistently 

perform clustering and efficiency prediction for 

upcoming months and years based on whose results they 

must concentrate on enhancing and optimizing inputs and 

outputs.  

Amani and Bagherzadeh Valami (32) report that 

DEA is a linear programming-based approach utilized in 

economics to measure the efficiency of decision-making 

units. In classical models of data envelopment analysis, 

the efficiency of a system is typically calculated by 

treating the entire system as a decision-making unit 

(DMU) and disregarding the inter-process relationships 

within the system. However, the internal relationships of 

different parts of a DMU may have diverse structures that 

can complicate the evaluation of its efficiency. A 

network perspective is a viable solution to model inter-

unit relationships (33). The relationship between subunits 

in a DMU may occur in series, parallel, or mixed states. 

The objective of this study is to address the 

aforementioned issues by introducing a DEA model 

based on the Nash bargaining game, a technique in game 

theory. In the next stage, in order to effectively control 

uncertainty, three approaches are employed: fuzzy set 

theory, random programming, and robust optimization.  

 
1. 1. Research Questions 

1. What is the energy efficiency of the selected 

countries?  

2. What is the economic efficiency of the selected 

countries?  

3. What is the environmental efficiency of the selected 

countries?  

4. What is the integrated efficiency rate of selected 

countries in cooperative game conditions?  

 
1. 2. Research Objectives 

1. Design a model to overcome the limitations of 

standard DEA analysis  

2. Application of the game theory method and how to 

integrate them with the DEA model 

3. Determine factors influencing energy, economic, 

and environmental efficiency  

 

 
2. METHODOLOGY 

 

This is a development-oriented study in which the main 

approach is based on mathematical modeling. This 

research paper proposes a parametric linear mathematical 

programming model to analyze a three-stage data 

envelope problem with a series structure. The proposed 

model is based on game theory and the system identifies 

uncertainties. Additionally, various approaches were 

employed to control uncertainty. The data in this study is 

quantitative-qualitative. The data were collected using 

the library survey method. The library method was used 

for general data collection. The employed data analysis 

methods are stated as follows: 

1. Data coverage analysis: to identify units whose 

decision-making is carried out effectively. This 

article estimates efficiency using linear programming 

dual. The dual problem imposes a minimum 

requirement on the quantities of inputs, which is 

conditioned by specific amounts of the product, as 

outlined below: 

 

Provided that the "DEA model" is its returns to scale 

structure, which includes: 
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- The CCR constant returns of scale;  

- The BCC variable returns of scale; 

The proposed robust bargaining model is based on the 

scenario-based discrete robust optimization approach. 

Another feature of this model is that it uses the proposed 

solution to improve inefficient units and achieve the 

efficiency frontier. These solutions include input-

oriented DEA and output-oriented DEA models. 

The selection between an input-oriented or output-

oriented perspective is contingent upon the level of 

management control over the inputs or outputs. When 

management lacks control over the outputs and their 

quantity is predetermined and fixed, the reduction in 

input quantity is regarded as a managerial viewpoint. 

Consequently, the model is approached as an input-

oriented model. Conversely, if management lacks control 

over the inputs and their quantity is predetermined and 

fixed, the reduction in output quantity is considered a 

managerial viewpoint. In this case, the model is 

approached as an output-oriented model.  

2. Collaborative Game Theoretical Model: In non-

cooperative games, players may adopt a strategy that 

ultimately results in the least possible outcome, based on 

the opponent's chosen strategy, in order to maximize their 

own outcome. Therefore, in peer games, players try to 

cooperate with the player or other players of the game to 

achieve more benefits. In this case, a set of singles, duets, 

or multiple players is called a coalition. In cooperative 

game theory, the primary emphasis is on the formation of 

feasible coalitions and the calculation of surplus that 

accrues to the set of players in each coalition. Next, the 

obtained surplus must be allocated among the players, 

which is mentioned in cooperative games with 

transferable utility. The allocation of surplus encourages 

players to join feasible coalitions. The cooperative game 

is displayed as (N, v). In every specific game and per 

coalition T, the security level can be defined with respect 

to (T)v. It is referred to as the characteristic function 

game (CFG). The characteristic function is assumed to 

have no information asymmetry. Per each coalition T, T 

can be defined as the function (T)v. This demonstrates 

the total surplus that the coalition members receive 

through cooperation regardless of the strategies adopted 

by the players outside the coalition. In a cooperative 

game, for the selected action of coalition members and 

the complementary coalition, the outcome of the 

coalition T versus those outside equals the sum of the 

outcomes of each coalition member. It is calculated as 

follows: 

 

3. The Nash product: Suppose there will be increased 

mutual benefits resulting from cooperation between two 

countries in reducing energy consumption and CO2 

emissions. When the level of cooperation is strong, the 

interests of both countries will significantly increase. 

Conversely, if the level of cooperation is low, the impact 

on their interests will be minimal. The Nash product, 

which represents the product of the multiplication of their 

combined additional benefits, is derived from their 

collaborative efforts. Due to the assumption that 

cooperation between the two sides will generate 

additional interests, the interests of both countries exceed 

their individual interests at the point of threat. The 

disparity between the interests at the threat point and the 

interests resulting from mutual cooperation leads to the 

acquisition of supplementary interests. The Nash product 

is obtained by utilizing the coordinate system. As 

depicted below, moving from point A upwards along line 

AB increases the value of the country's interests. 

However, in a competitive scenario, the value of the 

interests of the first country remains constant. Similarly, 

moving from point A to the right along line AC enhances 

the value of the first country's interests, while the value 

of the second country's interests remains unaltered in the 

competitive state. The interests of the second country 

under a competitive state is shown in Figure 1. 

In the event of competitive conditions and lack of 

cooperation between two countries, their interests can be 

demonstrated by A. However, if these countries choose 

cooperation over competition, they can enjoy additional 

interests beyond point A. For instance, at point N, both 

countries can agree on the amount of energy 

consumption and emissions, resulting in increased 

interest for each country. The value of these benefits can 

be represented as V1 and W1, respectively. By agreeing 

to cooperate, both countries can increase their interests.  

 

 

 
Figure 1. The interests of the second country under a 

competitive state 
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The increase in interests is equal to N1 for the first 

country and N2 for the second country. The level of 

cooperation can be determined by comparing the 

interests of cooperation to those of competitive 

conditions. 

4. The relationship between DEA and game theory: 

DEA is a non-parametric method used to evaluate the 

relative efficiency of decision-making units. DEA is a 

powerful tool that uses all collected observations to 

measure efficiency and optimizes each observation in 

comparison to the optimal efficient frontier, unlike 

regression analysis, which obtains the best performance 

available in the study set of units by averaging. In 

regression analysis, the performance of each unit is 

estimated relative to an optimized regression equation, 

while in DEA, the performance of units is examined by 

constructing and solving n models. 

The primary DEA model is founded on the principles 

of inclusive observations, convexity, constant returns to 

scale, feasibility, and minimal extrapolation. The concept 

of production possibility set is essential in this analysis, 

as it should comprise all inputs and corresponding 

outputs that are realistically feasible. Additionally, this 

set should generally include the set of observations of the 

units under evaluation. The problem can be posited 

mathematically as follows:  

Suppose X is the input vector for a decision-making 

unit and Y is its output vector. Then, the production 

possibility set is introduced as follows:  

𝑇 = {(𝑋. 𝑌)|𝑁𝑜𝑛 − 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑥 𝑐𝑎𝑛 𝑝𝑟𝑜𝑑𝑢𝑐𝑒 𝑛𝑜𝑛 − 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑦. } 

To establish a comprehensive set of principles, we 

acknowledge these principles that are at the core of data 

coverage analysis models. 

The principle I is based on the argument that the 

inputs received are aligned with the desired outputs. This 

principle is widely accepted. To put it differently, it 

serves as the real production possibility of the society. 

Mathematically, this principle can be represented as 

(𝑋𝑗 . 𝑌𝑗) ∈ 𝑇;  𝑗 = 1. … . 𝑛, where n represents the number 

of units. 

(Principle II) Feasibility: It states that if (𝑋. 𝑌) ∈ 𝑇, then 

X has the ability to produce Y. This means that any input 

greater than X can also result in the production of Y, and 

any output less than Y can still be produced from X. The 

principle can be expressed mathematically as follows: 

 

(Principle III) Convexity: It states that if (�́�. �́�) ∈

𝑇 . (𝑋. 𝑌) ∈ 𝑇, then we will have: 

 

According to the convexity principle, if Y, X produce 

�́�. �́�, then, the input λ𝑋 + (1 − 𝜆)�́� can generate an 

output of λ𝑌 + (1 − 𝜆)�́�, where 0 ≤ 𝜆 ≤ 1. 

(Principle IV) Constant scale return: It states that if X is 

added with a coefficient of λ, the value of Y will also 

grow with the same coefficient λ. 

(Principle V) Minimal extrapolation T: This set is taken 

as the smallest set of values that satisfy the first four 

principles. 

In DEA, units strive to determine the optimal weight 

combination for measuring their performance. The 

efficiency measurement method in this analysis is based 

on the minimal distances of each unit from the production 

set frontier. This approach is essentially a form of 

minimization, which is a subset of optimization 

In this section of the article, the primary approach 

under consideration is the integration of the bargaining 

game with DEA. It is worth noting that the solutions 

derived from the bargaining game exhibit Pareto 

optimality. These principles can be subject to 

modification depending on various assumptions. The 

model is outlined as follows: 

T= (K.L.E.GDP.CO2): (K.L.E)    (GDP.CO2) 

As the data results in the production of limited outputs, T 

is regarded as the production function. The objective of 

this study was to employ a methodology that aligns with 

production theory concepts while simultaneously 

minimizing undesirable outputs and maximizing 

desirable outputs. Mathematically, the representation of 

robust data access and desired outputs is as follows: 

(K.L.E.GDP.CO2)𝜖 T(or (K.L.E.GĎP.CO2) 𝜖T) 

If(K.L.E.GDP.CO2) 𝜖T and(Ќ.Ĺ.É)≥(K.L.E) (or GĎP≤ GDP) 

In 1951, Nash introduced the Nash Equilibrium, also 

known as the Nash Solution, which outlines three 

essential features for resolving any problem. These 

conditions include: 

- Pareto efficiency 

- the independence of solutions from alternative options 

- symmetry 

In order to obtain the Nash solution of the bargaining 

game, it is necessary for the solution space to be compact, 

convex, and inclusive of the payoff vectors. These payoff 

vectors should ensure that the payoffs for each player 

exceed the values of their corresponding breakpoints. 

Suppose utility functions v(x) and U(x) for actors 1 and 

2, respectively. In the context of the bargaining game, if 

we assume V and U, the logical decision would be to 

maximize the product of the multiplication of the 

difference between the utility functions and the 

breakpoint values for each actor. In simpler terms, the 

following conditions must be met: 

Maximize|U(x)-ud| |V(y)-vd| 

The solution acquired is called Nash solution and the 

product of the multiplication is called Nash product. The 

Nash relation can be extended to more than two actors. 

Now, if it is assumed that Ui(x) is the utility function for 
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the ith player and Ui is the value of the breakpoint for the 

ith player -when they have not entered the game; then: 

MaximizeԤn
i=1 |ui-(x)-ui(d)| 

Below is an illustration of a PSTS process model. As 

shown, each DMU j comprises three interconnected 

series stages. Furthermore, the outputs generated by each 

stage serve as the sole inputs for the subsequent stage. 

This implies that stages 1 and 2 do not produce any 

external outputs, while stages 2 and 3 do not receive any 

external inputs. Figure 2 shows DMU of three 

interconnected stages in series. 

Return to scale represents the link between changes 

in inputs and outputs of a system. 

 

2. 1. Research Findings             In this part, in order to 

demonstrate the efficiency and applicability of the 

proposed models, various numerical examples and case 

studies are utilized, and their results are thoroughly 

examined and analyzed. 

In the field of choosing appropriate indicators to 

evaluate energy, economic and environmental 

performance of countries, some researchers have put 

forward suggestions that are mentioned in the second 

part. Based on them, Figure 3 shows the impact of input 

variables on specified efficiencies and their selected 

indicators was prepared, which is stated as follows: 

 

2. 1. 2. The Answers to Questions 1 to 3 are 
Explained below             The data presented in this article 

pertains to a comprehensive evaluation of selected 

countries (Azerbaijan, Kuwait, Qatar, Turkey, Yemen, 

Emirates, Lebanon, Saudi Arabia, Turkmenistan, Jordan, 

Iran, and Bahrain) from 2014 to 2019. The data was 

carefully analyzed using energy, economic, and 

environmental input data, taking into account similar 

conditions. The entire data is presented in the following. 

The efficiency values for energy, economics, and the 

environment were calculated for each DMU. Table 1 

specifies the results. 
Overall, it can be stated that most countries have a 

high level of efficiency, averaging around 50%, and none 

of the DMUs have completely undesirable efficiency. In 

other words, DMUs have been able to achieve relatively 

desirable outcomes from their inputs. It can be 

 

 

 
Figure 2. DMU of three  interconnected stages in series 

 

 

 
Figure 3. Selected inputs and outputs 

 

 

 
TABLE 1. The energy, economic, and environmental efficiency scores of DMUs 

DMU Energy efficiency, % 
Economic efficiency, 

% 

Environmental efficiency, 

% 
Total efficiency 

Azerbaijan 82.1 84 66.41 77.5 

Kuwait 91 100 74.4 88.4 

Qatar 100 100 79 93 

Türkiye 80 86 62 76 

Yemen 100 93 71.3 88.1 

United Arab Emirates 92.8 96 83.8 90.8 

Lebanon 78.5 83 71.4 77.6 

Saudi Arabia 93 98.9 78.9 90.2 

Turkmenistan 94.6 100 72.6 89 

Jordan 73.2 89 61.2 74.4 

Iran 90.7 86 58.6 78.4 

Bahrain 91 100 63.3 84.7 

 

Stages1 Stages2 Stages3 

DMUi(j=1,…,n) 

)rj,…,y1j=(yjY     ) kj,…,p1j=(pjP  )    dj,z,…1j=(zjZ )  mj,x,…1j=(xjX 
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production 

Environmental 
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trade balance, 
foreign exchange 

reserves 
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acknowledged that these DMUs have prevented resource 

and input waste and have had proper management of their 

outputs and inputs. On the other hand, the values 

obtained for each of the lines represent the economic 

scale compared to the constant efficiency. These values 

indicate the economies of scale of each DMU in terms of 

CRS, increasing efficiency to scale (IRS), and decreasing 

efficiency to scale (DRS). In simpler terms, if  =

 =
n

j
j

1
1

, the economies of scale of lines will be constant, if 

 =

 
n

j
j

1
1

, the economies of scale will be 

decreasing, and if , =

 
n

j
j

1
1  , the economies of 

scale will be increasing. Table 2 displays the  values 

obtained for each company. 

As shown in Table 2, DMUs 3 and 11 exhibit a 

constant return to scale, indicating a linear relationship 

between institutions and outputs. On the other hand, 

DMUs 2, 8, and 10 demonstrate an increasing return to 

scale, where an increase in inputs results in a relatively 

greater increase in outputs. Conversely, DMUs 1, 4, 6, 7, 

9, 12, and 5 display diminishing returns to scale, meaning 

that increasing inputs by one unit leads to a smaller 

relative increase in output.  

Computational results of the NBTS-DEA model 

under uncertainty conditions 

In this section, the validity and accuracy of the 

NBTS-DEA model are assessed under uncertain 

conditions. This analysis is based on the following 

relationship: 

 

TABLE 2. The  values of DMUs 

DMU  =

n

j
j

1


 

DMU1 3.462 

DMU2 0.854 

DMU3 1 

DMU4 3.531 

DMU5 0 

DMU6 2.077 

DMU7 3.723 

DMU8 0.861 

DMU9 3.112 

DMU10 0.915 

DMU11 1 

DMU12 2.058 

 

 

where x represents the decision-making unit, W denotes 

the computational efficiency value, and U represents the 

estimated efficiency value under future uncertainty 

conditions. Table 3 summarizes the efficiency values 

obtained from the centralized model and the Nash 

bargaining model at breakpoints (0.0.0) , (𝜃1
min.𝜃2

min. 𝜃3
min). 

According to the findings presented in Table 3, the 

outcomes of the centralized model are nearly identical to 

those of the bargaining model at (0.0.0) breakpoint. As it 

is anticipated that the NBTS-DEA model at breakpoint 

(0.0.0) will exhibit similar behavior to the centralized 
 

 

 
TABLE 3. The results of the centralized model versus the Nash bargaining model 

DMU 

Centralized Model Ba rgaining Model Brealodown Point (0.0.0) 
Ba rgaining Model Brealodown Point 

(𝜽1
min.𝜽2

min. 𝜽3
min) 

Energy 

efficiency 

Economic 

efficiency 

Enviornmental 

efficiency 

Total 

efficiency 

Energy 

efficiency 

Economic 

efficiency 

Enviornmental 

efficiency 

Total 

efficiency 

Energy 

efficiency 

Economic 

efficiency 

Enviornmental 

efficiency 

Total 

efficiency 

1 0.906 1.000 0.572 0.518 0.906 1.000 0.572 0.518 0.906 1.000 0.572 0.518 

2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

3 0.515 0.392 0.501 0.100 0.516 0.388 0.497 0.099 0.517 0.348 0.549 0.099 

4 0.666 0.505 0.425 0.143 0.667 0.504 0.425 0.143 0.669 0.502 0.425 0.143 

5 0.769 0.191 1.000 0.147 0.769 0.191 1.000 0.147 0.769 0.191 1.000 0.147 

6 1.000 0.206 0.468 0.096 1.000 0.206 0.468 0.096 1.000 0.206 0.468 0.096 

7 1.000 0.219 1.000 0.219 1.000 0.220 0.997 0.219 1.000 0.224 0.979 0.219 

8 0.693 0.172 0.832 0.099 0.690 0.172 0.832 0.099 0.690 0.172 0.832 0.099 

9 0.467 0.594 0.862 0.239 0.467 0.592 0.863 0.239 0.466 0.570 0.897 0.238 

10 0.356 1.000 0.738 0.262 0.356 1.000 0.737 0.262 0.381 0.907 0.738 0.255 

11 0.637 0.174 0.835 0.092 0.629 0.174 0.835 0.091 0.629 0.174 0.835 0.091 

12 1.000 0.241 0.726 0.175 1.000 0.240 0.728 0.175 1.000 0.212 0.819 0.174 
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model. The congruence of the results between these two 

models, particularly in terms of overall efficiency and the 

efficiency of each stage, validates the proposed model. 

That DMU 2 is the only efficient entity across all parts in 

both models. 

Based on the analysis of Table 3, it can be inferred 

that the total efficiency scores derived from the 

centralized model are nearly identical to those of the 

Nash bargaining model at breakpoint (𝜃1
min.𝜃2

min. 𝜃3
min) for 

all DMUs. Consequently, it can be deduced that the Nash 

bargaining model proposed offers the same benefits as 

the centralized model in assessing the overall efficiency 

of the process. Furthermore, as shown that the efficiency 

scores of stages II and III in DMUs 3, 9, and 12, as well 

as the efficiency scores of stages I and II in DMU 10, 

calculated by the centralized model, differ from the 

efficiency scores calculated by the proposed non-

parametric model. Additionally, in the centralized model, 

stage II of DMU 10 is efficient, whereas it is inefficient 

in the non-parametric model at breakpoint (𝜃1
min.𝜃2

min. 

𝜃3
min). It should be noted that, unlike the centralized 

model, the non-parametric model provides a fair and 

unique decomposition of overall performance scores into 

component efficiencies. 

 

2. 2. Results of NBTS-DEA Model under Robust 
Conditions           To assess the efficiency of the supply 

chain depicted in Figure 4, analysis was conducted using 

two models: the centralized model and the proposed 

Nash bargaining game model. The objective was to 

calculate the total efficiency values and the efficiency of 

each component of the DMUs for each scenario at the 

(0.0.0) breakpoint and 𝜀 = 0.001 step size. The total 

efficiency scores of all DMUs using both the centralized 

model and the Nash bargaining game model at 

breakpoint (0.0.0) are nearly identical. This outcome 

serves as an indication of the validity of the proposed 

Nash bargaining game model. The results of centralized 

scenario model are summarized in Table 4. 

Here, the method of DMU which involves 

constructing the most anti-ideal DMU, was employed to 

identify breakpoints (see Table 5 for the breakpoints 

obtained in each stage of the process and scenario). 

These breakpoints are utilized in the proposed robust 

bargaining model to determine the total efficiency scores 

and the efficiency of the process components for each 

scenario (see Table 6 for the results). As shown, the total 

efficiency scores were decomposed into the components  

 

TABLE 4. The results of centralized scenario model 

DMUs 

Scenario 1 Scenario 2 Scenario 3 

Step 1 Step 2 Step 3 
All 

system 
Step 1 Step 2 Step 3 

All 

system 
Step 1 Step 2 Step 3 

All 

system 

1 1.000 0.589 1.000 0.589 1.000 0.672 1.000 0.672 1.000 0.731 1.000 0.731 

2 0.975 0.880 0.730 0.626 0.859 0.990 0.787 0.670 0.898 1.000 0.751 0.675 

3 0.808 0.699 0.505 0.286 0.764 0.816 0.622 0.388 0.665 0.926 0.640 0.394 

4 1.000 0.660 0.249 0.164 1.000 0.697 0.261 0.182 1.000 0.724 0.254 0.184 

5 0.948 0.967 0.609 0.558 0.920 0.938 0.717 0.619 0.833 0.929 0.817 0.632 

6 0.787 1.000 0.389 0.307 0.693 1.000 0.490 0.340 0.755 1.000 0.490 0.370 

7 0.825 0.579 0.487 0.232 0.729 0.647 0.515 0.243 0.678 0.678 0.548 0.252 

8 0.832 0.172 0.693 1.000 0.219 0.979 0.224 1.000 0.219 0.997 0.220 1.000 

9 0.862 0.594 0.467 0.690 0.099 0.832 0.172 0.690 0.099 0.832 0.172 0.690 

10 0.738 1.000 0.356 0.467 0.238 0.897 0.570 0.466 0.239 0.863 0.592 0.467 

11 0.835 0.174 0.637 0.356 0.255 0.738 0.907 0.381 0.262 0.737 1.000 0.356 

12 0.726 0.241 1.000 0.629 0.091 0.835 0.174 0.629 0.091 0.835 0.174 0.629 

 

 

TABLE 5. The breakpoints of each step for each scenario 

Scenario 
Step 

3 2 1 

0.543 0.573 0.566 1 

0.638 0.619 0.529 2 

0.166 0.175 0.154 3 

uniquely and equitably. This highlights one of the key 

advantages of the proposed bargaining model. 

In order to utilize the proposed DEA RNBTS model, 

its parameters should be configured. These parameters 

should be set in a manner that does not impact the overall 

problem and aligns with the specific constraints. The 

values for these parameters are specified in Table 7. 
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TABLE 6. The results of the NBTS DEA model 

DMUs 

Scenario 1 Scenario 2 Scenario 3 

Step 1 Step 2 Step 3 
All 

system 
Step 1 Step 2 Step 3 

All 

system 
Step 1 Step 2 Step 3 

All 

system 

1 1.000 0.588 1.000 0.588 1.000 0.672 1.000 0.672 1.000 0.730 1.000 0.730 

2 0.974 0.937 0.664 0.606 0.861 0.988 0.787 0.670 0.898 1.000 0.751 0.675 

3 0.781 0.722 0.505 0.285 0.764 0.816 0.622 0.388 0.691 0.882 0.640 0.390 

4 1.000 0.659 0.249 0.164 1.000 0.696 0.261 0.182 1.000 0.724 0.254 0.184 

5 0.975 0.939 0.609 0.558 0.921 0.937 0.717 0.619 0.832 0.927 0.817 0.630 

6 0.787 1.000 0.389 0.306 0.693 1.000 0.490 0.340 0.755 1.000 0.490 0.370 

7 0.729 0.651 0.466 0.221 0.728 0.646 0.515 0.242 0.678 0.678 0.548 0.252 

8 1.000 0.340 1.000 0.340 1.000 0.763 1.000 0.763 1.000 0.550 1.000 0.550 

9 0.986 0.945 0.897 0.540 0.931 0.943 0.767 0.606 0.823 0.931 0.807 0.604 

10 0.778 1.000 0.345 0.301 0.687 1.000 0.487 0.324 0.766 1.000 0.487 0.369 

11 1.000 0.567 0.234 0.165 1.000 0.767 0.245 0.165 1.000 0.870 0.202 0.168 

12 0.890 0.701 0.499 0.276 0.756 0.818 0.640 0.390 0.689 0.878 0.650 0.387 

 

 

TABLE 7. The values of the RNBTS-DEA model parameters 

  W-
10 W+

10 W-
9 W+

9 W-
8 W+

8 W-
7 W+

7 W1 W6 Parameters 

0.4 2 8 2 8 1 8 1 8 1 Amounts 

 

 

In Table 7, Columns 2 to 6 display the weighted 

average efficiency scores for each stage, as well as the 

total efficiency score and rank for each DMU in the DEA 

model of the Nash bargaining game at breakpoint (0.0.0) 

Similarly, in Table 8, Columns7 to 11 present the 

efficiency scores for each step, the total efficiency score, 

and the rank for each DMU in the RNBTS-DEA model 

at breakpoint (0.0.0) .Table 8 also summarizes the results 

for the same breakpoint (𝜃1
min.𝜃2

min. 𝜃3
min) ,as shown in 

Table 8. 
 

 

TABLE8. Weighted average results of the NBTS-DEA model under the scenario versus the results of the RNBTS-DEA model 

DMUs 

Weighted average results of the VBTS-DEA model under the 

scenario 
RENBTS-DEA Model 

Step 1 Step 2 Step 3 All system Rank Step 1 Step 2 Step 3 All system Rank 

1 1.000 0.666 1.000 0.666 1 0.945 0.647 0.954 0.583 1 

2 0.891 0.971 0.764 0.660 2 0.596 0.874 0.772 0.402 3 

3 0.744 0.821 0.598 0.364 4 0.406 0.743 0.537 0.162 6 

4 1.000 0.694 0.256 0.178 7 0.761 0.634 0.215 0.104 7 

5 0.913 0.934 0.715 0.607 3 0.830 0.759 0.748 0.471 2 

6 0.732 1.000 0.465 0.339 5 0.635 0.859 0.423 0.231 4 

7 0.740 0.637 0.516 0.242 6 0.661 0.591 0.480 0.188 5 

8 1.000 0.659 0.249 0.164 9 1.000 0.770 0.202 0.102 8 

9 1.000 0.567 0.261 0.132 11 0.504 0.436 0.453 0.101 9 

10 1.000 0.659 0.254 0.146 10 0.406 0.438 0.221 0.098 10 

11 1.000 0.567 0.234 0.165 8 0.346 0.548 0.201 0.095 12 

12 0.165 1.000 0.567 0.121 12 0.254 0.387 0.168 0.097 11 
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The above tables illustrate that the per breakpoints 

(0.0.0) and (𝜃1
min.𝜃2

min. 𝜃3
min), total efficiency scores of all 

DMUs in the RNBTS-DEA model are lower compared 

to the total efficiency scores obtained from the weighted 

average of the NBTS-DEA model in the study scenarios. 

This discrepancy arises due to the inclusion of the 2nd 

moment of the NBTS-DEA model and a penalty for 

deviating from the limits in the RNBTS-DEA model, in 

addition to the weighted average of the NBTS-DEA 

model in the given scenarios. The tables also suggest that 

the robust optimization model presented exhibits a 

significant sensitivity to breakpoints. Consequently, both 

the efficiency scores and the ranking of DMUs have 

experienced considerable fluctuations with the alteration 

of breakpoints from (0.0.0) to (𝜃1
min.𝜃2

min. 𝜃3
min). Figure 4 

visually represents the overall performance scores 

acquired from the RNBTS-DEA model and the NBTS-

DEA model for each scenario at breakpoint (0.0.0). The 

figure above illustrates the identical observations at 

breakpoint (𝜃1
min.𝜃2

min. 𝜃3
min). 

As shown in Figures 4 and 5, the efficiency scores 

obtained from the RNBTS-DEA mode are less than or 

equal to the NBTS-DEA model for all DMUs and in all 

scenarios. It should be noted that the results obtained 

from the RNBTS-DEA model are robust in terms of both 

feasibility and optimality. 

 

 

 
Figure 4. Total efficiency scores of the proposed NBTS-

DEA model under different scenarios versus the proposed 

RNBTS-DEA model at breakpoint (0.0.0) 

 
Figure 5. Total efficiency scores of the proposed NBTS-

DEA model under different scenarios versus the proposed 

RNBTS-DEA model at breakpoint (0.0.0) 

 

 

2. 4. Answer to Question 4 it is Explained below          
The evaluation of countries' efficiencies indicated that 

only Azerbaijan, Kuwait, Qatar, and Turkey have 

demonstrated level 1 efficiency and are acknowledged as 

such among the 12 countries evaluated. As a result, a 

collaborative game theory is developed for the mentioned 

countries. 

 

2. 4. 1. First Step: Formation of Coalitions         The 

first step in the process is to establish coalitions. Each 

efficient country is assigned a unique symbol based on 

Table 8. There will be as many as P possible coalitions 

equal to 1 to 4. Coalition formation is stated in Table 9. 

Formation of the coalition and the resulting cohesive 

efficiency stated in Table 10. 

 

 
TABLE 9. Coalition formation 

Country Azerbaijan Kuwait Qatar Türkiye 

Symbol A B C D 

 

2. 4. 2. Step Two: Calculating the Profit of 
Coalitions     
 

 

TABLE 10. Formation of the coalition and the resulting cohesive efficiency 

Integrated 

functionality, % 
Profit Coalition 

Integrated 

functionality, % 
Profit Coalition 

Integrated 

functionality, % 
Profit Coalition 

95 1.211 A-D 73 0.677 A-C 40 0.458 A-B 

99 1.415 A-C-D 39.5 0.452 A-B-D 62 0.622 A-B-C 

25 0.365 B-C 27 0.205 B-C 90.5 1.012 B-A 

16 0.225 B-C-D 36.5 0.384 B-A-D 46 0.514 B-A-C 

86 0.921 C-D 89 0.941 C-B 80.5 0.717 C-A 

27 0.415 C-B-D 92 1.124 C-A-D 89 1.009 C-A-B 

12 0.112 D-C 75.5 0.696 D-B 93.5 1.201 D-A 

60.5 0.620 D-B-C 76 0.709 D-A-C 70 0.650 D-A-B 
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2. 4. 3. Step Three: Calculating the Shapley value 
Based on the evaluation of coalition values, the value of 

decision-making units in each coalition was evaluated 

and calculated using the Shapley value formula (Table 

11). 

Therefore, the countries were compared and 

evaluated based on the obtained Shapley value achieved 

through different coalitions using the cross-efficiency 

and super-efficiency methods (Table 12). 
 
 

3. DISCUSSION  
 

The 2025 Vision Document positions Iran as a 

developed, active, and influential participant in the global 

economy. To achieve the goals outlined in the document, 

Iran must have substantial economic growth. However, 

economic growth and development in any country are 

inextricably linked to energy consumption, which has 

negative environmental impacts. Therefore, it is crucial 

to consider technical, economic, and environmental 

factors when setting energy production and consumption 

patterns. By doing so, Iran can ensure sustainable 

economic growth while minimizing its environmental 

footprint. This research investigates the relationship 

between economic activities, carbon dioxide emissions, 

and energy consumption during the production process. 

Using the data envelopment analysis method, the study 

measures the level of energy efficiency in Iran and 

neighboring countries from 2012 to 2019. Additionally, 

the study evaluates the extent to which the goals outlined 

in the vision document for energy efficiency have been 

achieved. By analyzing these factors simultaneously, In 

response to the questions of the thesis, the findings 
 
 

TABLE 11. The calculated Shapley value after the cooperation 

and coalition phase 

Country Azerbaijan Kuwait Qatar Türkiye 

P=1 0.125 0.325 0.222 0.236 

P=2 1.425 0.229 0.625 0.333 

P=3 0.425 0.111 0.632 0.620 

P=4 0.701 0.222 0.325 0.659 

Shapley value 1.676 0.887 1.807 1.848 

 

 

TABLE 12. The calculated Shapley value after the cooperation 

and coalition phase 

Country Azerbaijan Kuwait Qatar Türkiye 

Super efficiency 0.947 0.857 0.800 0.938 

Cross-functionality 0.900 0.934 0.927 0.960 

Shapley value 1.676 0.887 1.807 1.848 

Ranking 3 4 2 1 

showed that among the 12 selected countries 

(Azerbaijan, Kuwait, Qatar, Turkey, Yemen, UAE, 

Lebanon, Saudi Arabia, Turkmenistan, Jordan, Iran and 

Bahrain), the highest energy efficiency is related to the 

countries of Qatar and Yemen and the lowest The 

efficiency is related to Lebanon and Jordan; The highest 

environmental efficiency is related to the UAE and Qatar 

and the lowest efficiency is related to Iran and Jordan; 

The highest economic efficiency is related to the 

countries of Kuwait, Qatar and Turkmenistan, and the 

lowest efficiency is related to Iran and Turkey. 

The findings related to the efficiency rating of 5 

countries of Qatar, UAE, Saudi Arabia, Turkmenistan, 

Kuwait and Yemen are more efficient. Kuwait, UAE and 

Qatar have been the same in the assessment of super-

efficiency and alliance, and the changes are related to the 

countries of Saudi Arabia and Turkmenistan. This case 

shows that the efficiency score of each decision-making 

country in the super-efficiency method does not 

necessarily cause its rank after the cooperation phase. 

The findings of this work showed that the country of 

Qatar with the highest efficiency also has the most effect 

in the coalition and its rank remains unchanged, but the 

efficiency score of the country of Saudi Arabia is lower 

than that of Turkmenistan, but its impact on the coalition 

is greater, so the score of Saudi Arabia in the Shapley 

method is increased and Its ranking has been improved 

compared to the ranking in the super performance 

method. Also, the country of Turkmenistan, which was 

higher than Saudi Arabia in the super efficiency method, 

has decreased in the Shapley method. 

The research aims to provide a comprehensive 

understanding of the energy efficiency landscape in the 

region. The results of this research demonstrate that the 

current state of energy efficiency in Iran is suboptimal. 

Therefore, Iran must implement programs aimed at 

enhancing energy efficiency. This will not only enable 

the country to expand its economic development 

capabilities but also ensure the preservation of existing 

resources and prevent any harm to the environment and 

human health. As data coverage analysis is a comparative 

approach, it is recommended that future studies in Iran 

should include a comparison with developed countries. 

This will help portray a more accurate picture of energy 

efficiency.  

In recent years, DEA researchers have shown great 

interest in developing models to calculate the efficiency 

of network-structured processes. Classical models have 

proven inadequate in this regard, prompting the seeking 

of new DEA models to overcome this weakness. One 

such model is the multi-stage structure - a particular type 

of network structure - where the outputs of each stage 

serve as inputs for the next stage. The most widely used 

type of model developed in this field is the two-stage data 

DEA model. These models are able to calculate the 
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efficiency scores of each step in addition to the total 

efficiency score. The network structure known as the 

three-stage process is a unique and prevalent 

phenomenon in the real world, with multiple 

applications. A three-level supply chain consisting of 

suppliers, manufacturers, and distributors can exemplify 

these processes.  

There are different methods available for modeling 

three-stage processes, which are derived from 

generalizing the approaches used in two-stage process 

modeling. The game theory approach, also used here, is 

one of the most commonly used such approaches. This 

approach mainly involves non-cooperative and 

cooperative games. The first category of models is 

known as leader-follower or decentralized models, and 

the second category of models is known as centralized 

models. In centralized models, the system's overall 

efficiency is prioritized before evaluating the efficiency 

of individual components. This is while decentralized 

models prioritize the efficiency of the most significant or 

leading component, followed by the subordinate 

components and ultimately determine the overall system 

efficiency. Centralized and decentralized models have 

different assumptions regarding the importance of 

components. In centralized models, all components are 

considered equally important, while in decentralized 

models, components have equal priority. In real-world 

problems with network structures, calculating the overall 

efficiency of the process is more important than 

calculating the efficiency of the components. Therefore, 

methods based on this approach attract more attention 

from company managers. However, in non-collaborative 

models, the leader component is more important than the 

follower components, and calculating the efficiency of 

the components has a higher priority than determining 

the efficiency of the overall process. This approach is less 

favored by managers. Non-collaborative models can be 

used in specific cases where the value of the components 

is not equal, such that the leader has more power than the 

other component (follower), and the follower has no 

control over the leader. The sub-process under the leader 

determines the optimal weights related to intermediate 

criteria (optimal strategy), making it a useful approach in 

certain scenarios. In centralized models, a serious 

challenge is the fair and unique decomposition of the 

overall efficiency score into component efficiency 

scores. However, many developed models have struggled 

to provide a satisfactory solution. To address this issue, a 

data envelopment analysis model is necessary. This 

model should calculate overall and three-stage process 

component efficiency scores while preserving the 

advantages of previous models and providing a fair and 

unique decomposition of component efficiency.  

A DEA model based on the game theory approach is 

considered a viable choice for this objective. In this 

study, the overall efficiency and efficiency of the 

components of the three-stage processes with a net 

structure, in which the outputs of each stage are used as 

the only inputs of the next stage, were calculated. To that 

end, we used a three-stage data envelopment analysis 

model based on the non-cooperative game theory 

approach. The proposed model is able to provide a fair 

and unique decomposition of overall efficiency into 

component efficiencies while maintaining the advantages 

of cooperative games. As game theory models are 

generally nonlinear, finding global optimal solutions in 

such difficult models can be challenging. Hence, multiple 

transformations were used to convert the aforementioned 

nonlinear game theory model into a linear parametric 

programming model. 

To identify the breaking points of each stage, the 

study utilized an anti-ideal DMU approach. The values 

of breaking points can significantly impact the optimal 

solutions of bargaining models, and selecting 

inappropriate values can render the model infeasible. 

Therefore, here, various scenarios were developed to 

perform a sensitivity analysis on breaking point values 

and the extent to which they impact the proposed model. 

This analysis provides valuable insights into the optimal 

selection of breaking point values for slicing models. 

DEA models rely on the efficiency frontier formed by 

the available data to calculate the efficiency of DMUs. In 

that light, any uncertainty can threaten the validity of the 

efficiency scores calculated. To overcome this 

uncertainty challenge, three approaches were employed: 

fuzzy set theory, robust optimization, and stochastic 

optimization. 

The optimization approach used in this study is based 

on the stable scenario method. To achieve the objective, 

several scenarios with specified probable occurrence 

values were applied to a case study of a cement supply 

chain consisting of the supplier, producer, and 

distributor. The proposed robust DEA model was solved 

for each scenario with different breakpoints. The results 

were compared with the centralized model. The total 

efficiency scores obtained from both methods for all 

DMUs were almost equal, indicating the validity of the 

proposed model in an uncertain state. Finally, the 

proposed robust DEA model was implemented on the 

dataset of the study supply chain, and its results were 

analyzed. 

The -cuts method was utilized in the fuzzy 

approach to develop two bargaining DEA models in the 

fuzzy form. These models are used to calculate the lower 

and upper bounds of the efficiency of the three pure 

development process stages. These models were 

converted into a linear form. For the random state, the 

stochastic programming approach was employed, using 

the proposed random bargaining model to evaluate the 

efficiency of the three-stage processes with random 

outputs.  
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4. CONCLUSION AND FUTURE RESEARCH 
 

In the following, to check the validity and efficiency of 

the proposed models, some numerical examples were 

presented, and the results were analyzed. The results 

indicate the energy efficiency of Azerbaijan, Kuwait, 

Qatar, Turkey, Yemen, UAE, Lebanon, Saudi Arabia, 

Turkmenistan, Jordan, Iran, and Bahrain as follows: 

82.1%, 85.7%, 100%, 83.5%, 100%, 90.8%, 78.5%, and 

87.3%.  

The future research suggestions are proposed in the 

following section:  

The focus here is on models that operate under 

constant return-to-scale conditions. However, it is worth 

exploring the potential for developing models that can 

accommodate variable return-to-scale conditions in 

future research endeavors. The proposed model cannot 

be utilized for general three-stage processes that involve 

the presence of external outputs for Stages 1 and 2, or 

external inputs for Stages 2 and 3. Hence, it is 

recommended to develop a modeling approach for 

assessing processes with such structures as a foundation 

for future research. 

In this study, the fuzzy, stable, and random 

approaches were employed to address the data 

uncertainty of PSTS processes. Since each approach was 

implemented individually, future research could explore 

the potential benefits of combining them to enhance the 

management of uncertainty in real-world problems. 

It is suggested to develop the proposed models to 

evaluate processes with unfavorable data.  

The robust bargaining model proposed in this 

research is based on the discrete robust optimization 

approach (scenario-based). Future research can address 

the use of robust continuous approaches.  

Another avenue for future research is the 

development of a stochastic bargaining model that can 

effectively handle uncertainty in all PSTS process data. 
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  ی ط یمح  ستیز  ییکارا  نیو اردن کمتر  رانیو ا  نیشتریامارات و  قطر ب  ؛یاقتصاد  ییکارا  نیکمتر  هیو ترک  رانیو به ا  نیشتریقطر و ترکمنستان ب  ت،یکو  ؛یانرژ  ییکارا  نیاردن کمتر
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A B S T R A C T  
 

 

Finding an alternative material for building constructions is an essential topic nowadays after the weather 

pollution which caused by cement protection factories, at the same time, the engineers thinking to find 

such material from environments wastes to minimize the earth pollutions. Geopolymer is very important 
material which satisfy such purpose, because it is minimizes the need to concrete production and 

overcome the environment from many slags. Geopolymer beams were casted and tested under repeated 

load to study the possibility of using them as structural members exposing to repeated loads.  The beams 
also strengthen by steel fibers and glass fiber reinforced polymer (GFRP) to investigate their effect on 

such new structural member. It was concluded that, it has been observed that the structural behavior of 

geo-polymer concrete beams tends to be more flexible when compared to that of ordinary concrete 
beams. Also, the geopolymer members showed an improvement in strength when using the steel fibers 

and GFRP, which what was observed on conventional concrete. 

doi: 10.5829/ije.2024.37.05b.14 
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1. INTRODUCTION1 
 

Concrete is a broadly used construction material and the 

construction industry exploit the natural resources (1). 

 

*Corresponding Author Email: hussein.shaker@qu.edu.iq  

(H. Raad Shaker) 

Ordinary Portland Cement (OPC) plays a vital function 

in the production of concrete and the manufacturing of 

cement involves burning of huge quantities of fuel and 

breakdown of limestone, which results in large emission 
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of carbon dioxide to the atmosphere (2). The production 

of one ton of Portland cement causes the release of 

approximately one ton of carbon dioxide into the 

environment and the consumption of 1.5 tons of raw 

materials in manufacturing one ton of cement (3). 

Another essential reason pushed the engineers to look for 

another construction material which is a catastrophic 

fires occurs in France in 1973, which led Davidovits to 

think in another non-flammable and non-combustible 

material (4). Davidovits (5) prepared the geopolymer to 

replace OPC by activating active aluminosilicate 

materials with high alkali solution. Geopolymer can be 

produced from industrial wastes and geological sources 

including fly ash (FA), blast furnace slag, bottom ash, 

metakaolin (MK), and so on (6). Both ordinary concrete 

and geopolymer concrete are weak under tensile stresses 

and for this reason; the concrete in tension is neglected in 

many international codes and depends in totally on the 

strength of steel reinforcement to resist the tensile 

strength in structural members. While plain concrete 

tensile strength enhanced significantly by adding steel 

fibers to the concrete mix (7). The use of geopolymer 

cement can reduce carbon dioxide emissions by 44-64% 

compared to Portland cement (8). 

Geopolymer concrete (GPC) is environmentally 

friendly, is energy saving, and also has similar or better 

mechanical properties than OPC concrete (OPCC) [10]. 

Compared to OPCC, GPC has better bond strength under 

similar compressive strength, higher early strength, and 

faster speed of strength development (9). Besides, the fire 

resistance of GPC is much better than the traditional 

concrete. As a result, GPC can be used in repairing and 

strengthening of existing structures, such as bridge 

structures, pavement structures, building structures, and 

so on. The rapid repaired strength can be obtained.  

Geopolymer concrete have an enhanced mechanical 

and chemical properties when comparing with the normal 

conventional concretes, such as higher compressive, 

tensile and flexural strengths (10), faster hardening (10), 

longer durability (10), resistance to fire, and high 

temperature (11). 

Many researchers studied the effect of concrete beam 

under repeated loads (12-14), but there is no research in 

the literature studied the behavior of Geopolymer beams 

under repeated loads. So, it is a novelty to investigate 

such topic for filling up the gap of literature for such 

essential case. 

It was concluded that, from the previous research, a 

magnitude of residual deflection formed at the final of 

each loading stage after the unloading cycle due to the 

microcracks merging and the residual applied stresses. 

Also, the concrete beam which exposed to repeated load 

losses a magniude of its failure load capacity when 

comparing with the static load due to the multi repeating 

cycles of loading and unloading stages (12, 15). 

Repeated load may be subjected on structural 

members by a periodic of series loads which may cause 

due to vehicle passing on bridges. These repeating loads 

causing deflections in each single passing on the beam 

and may cracked the beam with several micro cracks, or 

helps the creep and shrinkage cracks to be matching and 

developing after a period of time till cause failure. This 

phenomenon called as fatigue, the capacity of beam to 

overcome the repeated load after several periodic 

loadings. 

Loads which applied on any structure classified into 

three basic categories, which are: static, dynamic and the 

repeated load. The static loads neither accelerates the 

beam nor effects on the velocity of it, so the first two 

items from the dynamic load equations (Equation 1) were 

neglected at static loading. In contrast to the the dynamic 

loading, which effects on beam velocity and acceleration 

so all items in the equation will be considered. But in the 

case of repeated load, and since the load is too slow, the 

inertia effect ignored (has no effect on the mass) (16-18). 

The study investegated the behaviour of Geopolymer 

beams under the effect of fatiage loading. 

𝑚�̈� + 𝑐�̇� + 𝑘𝑢 = 𝐹(𝑡)  (1) 

 

 
2. EXPERIMENTAL WORK 
 

Nine reinforced concrete beams designed to fail by 

flexural stresses were casted and test under repeated 

loads. Nine beams casted by geo-polymer concrete, and 

one beam made of normal concrete to compare with the 

geo-polymer concrete. The difference between the 

geopolymer beams relenting to the geopolymer mixture 

itself are shown in Tables 1 and 2. The first group 

includes four reinforced geo-polymer concrete beams 

made of the first mix, the second group includes four 

reinforced geo-polymer concrete beams made of the 

second mix, and the third group includes a reinforced 

concrete beam made of normal concrete has a w/c ratio 

equals 0.42. The difference between the first and second 

mixture is the percentage of PVA content.  

All beams have the same dimension 1600 mm length, 

250mm depth, and 150 mm width as shown in Figure 1. 

The beams denoted by mixture type, type of fiber which 

used, reinforcement presence, and the amount of fibers 

which used, as explain in Figure 2. 

The beams were subjected to a successive cycle of 

loading and unloading (repeated loading) (7). Through 

this type of loading, as shown in Figure 3.  

Usually, in the laboratories works, the designers 

tested the beam to loading equals the service load (70% 

of the ultimate service load (Ps)) and then unloaded it to 

get a repeated load cycle. Two cycles exposing quarter 

the service load, then two cycles of exposing half of the 

service load, the next three cycles applying the third-

quarter service load and the final next cycles applying  
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TABLE 1. The mixing proportion for three mixing 

The mixing proportion 1st mixing. 

Type of concrete Slag Sand Glass Sand NaoH (8 mol) Na2Sio3 
Steel 

Fiber 
PVA 0.2% 

Geopolymer 520 962 78 119 297 60 2.6 

The mixing proportion 2nd mixing 

Type of concrete Slag Sand Glass Sand 
NaoH 

(8 mol) 
Na2Sio3 

Steel 

Fiber 
PVA 0.75% 

Geopolymer 520 962 78 119 297 60 9.75 

The mixing proportion 3rd mixing 

Type of concrete Cement Sand Gravel Water Sp N211 

Normal concrete 390 515 1185 235 1.1 

 

 

TABLE 2. The steel proportion for beams 

No. Symbol Type mixing Type of longitudinal reinforcement Top reinforcement Bottom reinforcement 

1st GSRA5 1st steel 2ɸ12 2ɸ12 

2nd GSRB6 1st steel 2ɸ12 2ɸ16 

3rd GGRA7 1st GFRP 2ɸ10 2ɸ10 

4th GGRB8 1st GFRP 2ɸ10 2ɸ14 

5th GSRA13 2nd steel 2ɸ12 2ɸ12 

6th GSRB14 2nd steel 2ɸ12 2ɸ16 

7th GGRA15 2nd GFRP 2ɸ10 2ɸ10 

8th GGRB16 2nd GFRP 2ɸ10 2ɸ14 

9th RCR18 3rd Steel 2ɸ12 2ɸ12 

 

 

fully service load. Such increment in the applied load is 

called a rainfall style of repeating load, as explain in 

Figure 3. 

 

 

3. MATERICAL PROPERTIES  
 

The steel Fibers used is hooked end with a length of 30 

mm and a diameter of 0.51mm and its specifications are 

Bright and clean wire, the density is 7800 kg/m3, the 

Tensile strength is 1200 MPa and aspect ratio (L/d) is 60 .  
 

 

 
Figure 1. Beam Specimens 

 
Figure 2. Bems symbol definations 

 

 

 
Figure 3. Proposed Repeated Loading History of Specimens  
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The tested properites of concrete and geopolymer were 

listed in Figure 6. 
 

3. 1. Cement          Portland cement (Al-Jeser) was used 

in the experimental study. It complies with the Iraqi 

Standard (I.Q.S) NO.5 of 1984. 

 
3. 2. Fine and Course Aggregat            In concrete mix 

used naturally sand and gravel. This sand was tested 

according to Iraqi Standard Specification (I.Q.S NO 45 

of 1984), and gravel was tested according to Iraqi 

Standard Specification (I.Q.S NO 45 of 1984). 

 
3. 3. Reinforced Bars             As explained in Table 3, 

the samples were reinforced with two types of 

longitudinal reinforcement, steel and GFRP, with 

different diameters:  

- STEEL bars: a diameter of 12 mm was used where the  

yield stress was 524 Mpa while ultimate stress was 655 

Mpa, and a steel bar with a diameter of 16 mm where the 

yield stress was 560 Mpa while ultimate stress was 659 

Mpa. 

- GFRP bars: a diameter of 10 mm was used where the 

tensile strength was 895 Mpa and a steel bar with a 

diameter of 14 mm where the tensile strength was 1169 

Mpa. 

For transverse reinforced a diameter of steel bar 10 

mm was used for all beams where the yield stress was 

508 Mpa while ultimate stress was 635 Mpa. 

 

3. 4. Preparation Alkaline Solution for 
Geopolymer and Poly (Vinyl Alcohol) (PVA)            
Preparation of alkaline solution for geopolymer is shown 

in Figure 4, and preparation of PVA is shown in Figure 

5. The tested mechanical properties are illustrated in 

Figure 6. 
 

 

TABLE 3. Reinforcment properties 

No 
Normal Bar Diameter 

(mm) 
Bar Type Description of bar 

Yeild stress 

(MPa) 

Ultimate Stress 

(MPa) 
Bending result at 180° 

1 10 Steel Deformed 508 635 Successful 

2 12 Steel Deformed 524 655 Successful 

3 16 Steel Deformed 560 659  

No. Normal bar Diameter Bar Type Description of bar Tensile strength (MPa) Bending result at 180° 

4 10 GFRP Deformed 895 Successful 

5 14 GFRP Deformed 1169 Successful 

 

 

 
Figure 4. Preparation Of Alkaline Solution For Geopolymer 

 

 

 
Figure 5. Preparation Of PVA 
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Figure 6. Mechanical Properties. 

 

 

4. EXPERIMENTAL TEST RESULTS 
 

Experimental results including mechanical properties of 

mixtures and results from tested beam specimens. The 

mechanical properties including compressive strength, 

tensile strength and flexural strength. are shown in 

Figures 7 to 11, Tables 4 and 5. It can be concluding that, 

increasing PVA within the mix deteriorated the concrete 

compressive strength because it is working on 

incrementing the water amount in the mix. The same 

behavior was observed for the flexural strength and there 

is no significant influence observed for the tensile 

strength . 

 

 

 
Figure 7. Comparison The Load-Deflection Curve Between Beams In The 1st & 3rd Group 

 

 

 
Figure 8. Comparison The Load-Deflection Curve Between Beams In The 2nd & 3rd Group 
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Figure 9. Comparison The Load-Deflection Curve in 1st Group Between Beams Which Have The Same Properties 

 

 

 

 
Figure 10. Comparison The Load-Deflection Curve in 2nd  Group Between Beams Which Have The Same Properties 
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After testing the specimens experimentally, it was 

observed that, all beams’ types failed by flexural stresses 

in spite of their different types; which may indicate that, 

the failure criteria of (geopolymer or concrete) beams; 

still yielding to their theoretical design (which was 

planned before to be flexural) even it was reinforced by 

 

 
Figure 11. Crack pattrens for all tested beams 
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steel fiber, GFRP or even casted by geopolymer material. 

Ultimate loads, cracking loads and increasing of ultimate 

load for all beams are provided in Table 5. 

From the obtained results, when comparing between 

the first two geopolymer beams (GSRA5 and GSRB6) it 

can be concluded that, the increment of steel ratio from 

(5 to 6) enhance the final capacity of beams by 56.37% , 

and 90.8% for GFRP samples after increasing the steel 

ratio from 7% to 8%, all for the same mixes properties 

(the first mix) . 

For the second mix, the resistance of beam developed 

by 46.7% after incrementing the steel ratio from 13% to 

14%, while for GFRP samples, the ultimate capacity of 

beams increased by 32.6% when developing the steel 

ratio from 15% to 16%, as shown in Table 4  . 

As a conclusion, it can be stated that, as the steel fiber 

and EFRB working on developing the concrete strength, 

it is also effective to enhance the properties of 

geopolymer mixed against the applied loads and enhance 

the overall resistance (such as flexural resistance, as well 

as all the others properties) . 

The value of the deflection occurring in the 

geopolymer samples compared to the applied load is 

higher than the deflection occurring in normal concrete . 

By increasing the percentage of reinforcing steel, 

noticed that a delay in the appearance of the initial crack 

in all geopolymer beams when comparing the beam of 

the symbol “A”, which represents the minimum steel 

percentage, with the beam of symbol “B”, which 

represents an increase in the steel percentage . 

The structural behavior of geo-polymer concrete 

beams tends to be more flexible when compared to that 

of ordinary concrete beams  . 

From Figure 7, in which the results of load versus 

deflection of the first group specimens were listed. It can 

be concluded that, the behavior of concrete beam appears 

more brittleness than the geopolymer samples. The 

deflection at the same loading stage seems to be larger in 

geopolymer specimens comparing with the concrete. 

This case appears again when observing the GFRP 

specimens at the same Figure 7. The GFRP shows more 

ductility than the normal concrete and geopolymers 

beams. 

From Figure 8, it can be clearly noticed that, the same 

behavior involved the ductility of conventional concrete 

and the brittleness of GFRP was observed  . 

By following the crack patterns which listed in Figure 

11, it can be seen the flexural cracks formed clearly 

beneath the loaded points, which is described to be 

vertical passing through the neutral axes of beams. 

It can be concluded from Table 6 that, the residual 

deflection after a cycle of load increases gradually due to 

micro cracks merging from the previous loadings besides 

shrinkage cracks. Also, the resigual deflection minimizes 

when increasing the steel reinforcement ratio.  

 

 
TABLE 4. Mechanical Properties Results. 

Mixing No. (MPa) 
First 

mixing 

Second 

mixing 

Third 

mixing 

Compressive strength 47 40 38 

Tensile strength 4.7 4.5 2.3 

Flexure strength 4.92 3.207 3.1 

 

 

TABLE 5. Ultimate Loads And Cracking Loads For All Beams 

Beams No. Beams Symbol First crack loading (KN) Ultimate deflection (mm) Ultimate load (KN) 

9th RCR18 45 12.53 228 

1st GSRA5 91 20.13 204 

2nd GSRB6 150 29 319 

3rd GGRA7 80 26 131 

4th GGRB8 142 27 250 

5th GSRA13 95 21.35 225 

6th GSRB14 155 25 330 

7th GGRA15 85 29 196 

8th GGRB16 120 29 260 

 

 

TABLE 6. Residual deflection at the end of each cycle 

Residual deflection (mm) 

Cycle 

Beams 
1 2 3 4 5 6 7 8 9 10 

G.S.R.A 5 1 1.36 1.9 2.49 3.46 3.87 3.28 4.36 4.72 4.59 

G.S.R.B  6 1.09 1.27 1.98 3.42 4.21 3.85 4.35 5.61 5.2 5.71 
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G.G.R.A 7 0.82 1 2.51 2.4 3 3.4 4.39 4.43 5.34 6 

G.G.R.B  8 1.49 1.91 2.22 2.42 3.2 2.93 2.5 4.14 4.69 3.02 

G.S.R.A 13 0.85 1.14 1.03 1.2 1.22 1.36 1.81 1.66 1.85 2 

G.S.R.B 14 0.49 0.37 0.79 1.68 1.55 2 2.8 2.9 2.89 3.28 

G.G.R.A 15 3 3.42 3.98 4.65 6.38 7.1 7.68 7.43 9.45 7.14 

G.G.R.B 16 0.88 2.79 3.25 3.22 6.08 6.15 6.31 5.44 4.2 1.33 

R.C.R 18 0.31 0.26 1.55 1.52 1.88 1.63 1.67 1.95 2.39 2.13 

 
 

7. CONCLUSIONS 
 

1. The compressive strength increased by 24% for the 

first mixture when compared with the third mixture and 

by 5% when compared with the second mixture. 

2. The tensile strength increased by 104% for the first 

mixture when compared with the third mixture and by 

96% when compared with the second mixture. 

3. The flexural strength increased by 59% for the first 

mixture when compared with the third mixture and by 3% 

when compared with the second mixture. 

4. The optimal ratio of PVA in mixture represents 0.2 %. 

5. When comparing beams made of geo-polymer 

concrete with ordinary concrete, the best percentage of 

increase in ultimate strength was observed for beam 

NO.6 (GSRB14) (45%) which reinforced by steel bars 

2ɸ12mm at top and 2ɸ16mm at bottom. 

6. All the beams that were reinforced with the minimum 

reinforcement gave less resistance than the beam made of 

concrete under repeated load, which is beam No.1, beam 

No.3, beam No.5, and beam No.7 where the percentage 

of decrease was -11%,-43%, -1.3%, and -14% 

respectively.  

7. The percentage of increase in the ultimate strength 

when compared with ordinary concrete was for beam No. 

2 is 40%, beam No.4 is 10% and beam No.8 is 14%.     

8. It has been observed that the structural behavior of geo-

polymer concrete beams tends to be more flexible when 

compared to that of ordinary concrete beams. 

9. The maximum deflection in all samples was high 

compared with the normal concrete, where the ultimate 

deflection reached 29 mm, while in the normal concrete 

it was 12.53mm. 

10. Noticed that the first crack was delayed in appearing 

in the geopolymer samples compared to the normal 

concrete, due to the presence of steel fiber and PVA.  
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Persian Abstract 

 چکیده 
حال مهندسان به    یناست و در ع  یضرور  یموضوع  یمان از کارخانجات حفاظ س  یهوا ناش   یامروزه پس از آلودگ  ی ساختمان  یساخت و سازها  یبرا  یگزین مصالح جا  یافتن

  یاز ن  یراز  کند،یرا برآورده م یطیشرا  ینچن   هاست ک  یمهم  یارماده بس  یمرهستند. ژئوپل  ینزم  یها  یبه حداقل رساندن آلودگ  یبرا  یطیمح  یاز زباله ها  یمواد  ینچن  یافتنفکر  

شدند تا امکان استفاده از آنها    یشو آزما ی گر  یختهمکرر ر   ی تحت بارها یمریژئوپل  یرهای . تکندی غلبه م  یط ها بر محاز سرباره   یاریو از بس  رساندی بتن را به حداقل م  یدبه تول

 یدی جد  یساختار  یاعضا  ینآنها بر چن  یرشوند تا تأث  یم  یتتقو  GFRPو   یفولاد  یافتوسط ال  ین همچن  یرها. تدشو  یمکرر بررس یدر معرض بارها  یسازه ا  یبه عنوان اعضا

نت  یبررس   یاعضا  ین،است. همچن  یرترانعطاف پذ  یمعمول  یبتن  یرهایبا ت  یسهدر مقا  یمریژئوپل  یبتن  یرهایت  یشد که مشاهده شده است که رفتار ساختار  یریگ  یجهشود. 

 مشاهده شد.  یکه در بتن معمول یزی، بهبود مقاومت را نشان دادند، چGFRPو  یفولاد یافاستفاده از ال  هنگامدر  یمرژئوپل
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A B S T R A C T  
 

 

Brain tumors are one of the deadliest diseases in the world. This disease can attack anyone regardless of 
gender or certain age groups. The diagnosis of brain tumors is carried out by manually identifying images 

resulting from Computerized Tomography Scan or Magnetic Resonance Imaging, making it possible for 

diagnostic errors to occur. In addition, diagnosis can be made using biopsy techniques. This technique 
is very accurate but takes a long time, around 10 to 15 days and involves a lot of equipment and medical 

personnel. Based on this, machine learning technology is needed which can classify based on images 
produced from MRI. This research aims to increase the accuracy of previous research in the classification 

of brain tumors so that errors do not occur in the diagnosis of brain tumors. The method used in this 

research is Convolutional Neural Network using the AlexNet and Google Net architectures. The results 
of this research obtained an accuracy of 98% for the AlexNet architecture and 96% for GoogleNet. This 

result is higher when compared with previous research. This finding can reduce the computational burden 

during model training. The results of this research can help physicians diagnose brain tumors quickly 

and accurately. 

doi: 10.5829/ije.2024.37.05b.15 
 

 

Graphical Abstract 

 
 

1. INTRODUCTION1 
 

Brain tumors are considered one of the most dreaded 

diseases by humans. It is a life-threatening condition that 

can occur in individuals regardless of age, gender, or 
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specific groups (1). Essentially, brain tumors can grow 

and develop in parts of the body surrounding the brain 

(2). Brain tumors are characterized by the uncontrolled 

growth of cells, which continue to proliferate in the 

affected area of the body. This excessive cell growth is 
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unnecessary for the body or any specific organ. Instead, 

it disrupts the body's metabolism and can impair the 

function of nearby organs surrounding the tumor (3). 

Brain tumors are tumors that develop and grow in the 

vicinity of the skull. Based on their growth 

characteristics, brain tumors can be classified into two 

types benign brain tumors and malignant brain tumors. 

Benign brain tumors have a slow growth rate and do not 

spread to surrounding tissues, but they can still damage 

the brain. On the other hand, malignant tumors exhibit 

rapid growth and can invade surrounding tissues. Brain 

tumors are considered one of the most dangerous diseases 

in the world. This disease is one of the deadliest diseases, 

posing a significant threat to individuals affected by them 

(4). Only about one third of patients with this disease 

survive for five years after diagnosis. 

Doctors diagnose brain tumors in patients using 

several methods. First, they assess the patient's physical 

condition and medical history, including examining the 

neural tissues within the skull to determine if they are 

intact or compromised. Second, they employ scanning 

machines such as CT Scan and Magnetic Resonance 

Imaging (MRI) to aid in the diagnosis (5). CT Scan is 

performed using X-ray machines to provide doctors with 

a clearer view of the patient's condition, including body 

structures and blood cells. On the other hand, MRI differs 

from CT Scan as it does not involve radiation and can 

generate clear images of the skull, allowing for diagnosis 

based on the MRI scan results. MRI scans produce 

detailed images of the body's organs using a magnetic 

field, but this technique often requires a longer duration 

(6, 7). The third method is the collection of body tissues 

for examination by a neuropathologist. This technique is 

called a biopsy. Biopsy can also assist doctors in 

diagnosing the type of brain tumor, whether it is benign 

or malignant, present in the patient. The biopsy process 

can indeed be time-consuming as the collected tissue 

samples need to be sent to the laboratory for examination. 

However, it is crucial to diagnose this disease quickly and 

accurately to ensure appropriate treatment. Therefore, 

early detection technology is needed for brain tumor 

diagnosis in patients. Additionally, monitoring the 

progression of brain tumors in affected patients is 

essential for effective management of the disease (8). 

Machine learning techniques can indeed be utilized to 

detect brain tumors by leveraging brain images obtained 

from MRI scans. This highlights the significant impact of 

machine learning development in the field of healthcare, 

enabling effective detection and classification of specific 

diseases, including brain tumors (9-12). The aim is to 

facilitate prompt and accurate treatment or therapy for 

patients diagnosed with brain tumors, considering that 

the treatment process can be lengthy (13). 

Machine learning is a branch of Artificial Intelligence 

(AI) that involves designing and developing algorithms 

with the goal of enabling computers to learn from data 

provided to them. The data can be in the form of binary 

data, images, videos, or even sound, and can be learned 

by the technology. machine learning can also recognize 

handwriting (14). This capability assists humans in 

solving image processing problems. Image processing is 

highly valuable in the field of healthcare as it aids in 

detecting diseases within the human body by utilizing 

medical images generated from CT or MRI scans. The 

classification of medical images using deep learning is an 

important research topic because it has broad 

applications in the diagnosis of various diseases (15-19). 

Images from MRI scans are extracted to generate new 

image data based on created algorithms. The most 

commonly used algorithm for image extraction and 

classification using deep learning is Convolutional 

Neural Network (CNN) (20, 21). 

CNN has emerged as the leading algorithm for 

performing classification of medical images in recent 

years (22-25). CNN is capable of efficiently classifying a 

large number of images (26). Essentially, the CNN 

algorithm consists of two main stages in the classification 

process following the input of an image feature extraction 

and classification. CNN can decrease the count of 

trainable network parameters by leveraging a blend of 

characteristics sourced from multiple layers to enhance 

the overall accuracy (27). The feature extraction stage 

comprises convolutional layers and pooling, while the 

classification stage involves fully connected layers and 

the output layer (28). Figure 1 is a general feature 

extraction stage in CNN. 

Figure 1 shows that the input image measuring 

150x150 is convolved using a 3x3 kernel with ReLU 

activation and using Maxpooling size 2x2. The 

convolutional layer is a crucial component of the CNN 

algorithm as it generates new images after convolving the 

input image. This process involves applying filters to 

extract features from the input image. The filters used are 

typically matrices of sizes 1x1, 3x3, 5x5, or 7x7. The 

filter operation produces a feature map by altering the 

values of each feature map. After the feature map is 

obtained, pooling is performed. Pooling is not conducted 

until the convolutional layer generates a new feature map 

from the input image. Pooling is a process of reducing the 

size of the image while retaining important information. 

The commonly used pooling layers are max pooling and 

average pooling. Max pooling involves selecting the 

highest value within each filter to generate a new image, 

 

 

 
Figure 1. CNN Algorithm 
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while average pooling calculates the average value of 

each matrix passed through the filter. The pooling filter 

size is often 2x2. The output obtained from pooling is 

converted into a vector and fed into the fully connected 

layer, which is the last layer in the CNN algorithm. The 

layers from the previous stage are connected to the 

neurons in the subsequent layer, similar to a typical 

artificial neural network (11). In this layer, activation 

functions such as sigmoid or softmax are used to 

determine the classification of the image displayed in the 

output. The output represents the result of the fully 

connected layer, where it classifies the input image into 

specific labels or classes. The output assigns the input 

image to its corresponding class based on the similarity 

or similarity to the learned data. 

CNN has gained popularity as a powerful algorithm 

for classifying images in various domains, including 

medical imaging. Whether it's brain images or other types 

of medical images, CNN has demonstrated its 

effectiveness in accurately classifying and analyzing 

them (29). Its ability to learn and capture intricate 

patterns in images has made it a popular choice for image 

classification tasks in the field of medical technology. 

Ismael and Abdel-Qader (30) conducted a study to 

classify brain tumor diseases using a neural network. 

This research utilized brain tumor images obtained from 

MRI scans. The dataset employed in the study consisted 

of 3064 samples, including three classes: glioma, 

meningioma, and pituitary. Figure 2 in the study reveals 

that the classification technique employed a multilayer 

neural network comprising three layers: input, hidden, 

and output. The input layer consisted of 270 neurons, one 

hidden layer contained 90 neurons, and the output layer 

comprised 3 neurons. The study achieved an accuracy of 

96% for the meningioma class, 96.29% for glioma, and 

95.66% for pituitary, resulting in an overall accuracy of 

91.9%. The study conducted by Pashaei et al. (23) 

examined the CNN and Extreme Learning Machines 

(ELM) methods for brain tumor classification. This 

research utilized MRI images of meningioma, glioma, 

and pituitary tumors, with a total dataset of 3064 samples. 

The study employed 4 convolutional layers, 4 pooling 

layers, and 1 fully connected layer. They presented the 

results of the confusion matrix analysis to determine the 

precision, recall, and F-measure values using the CNN 

algorithm, where the pituitary class achieved the highest 

percentages of 98.3%, 100%, and 99.1% respectively. 

The study yielded the highest accuracy of 93.68% using 

CNN [23]. Anaraki et al. (31) conducted a study on the 

classification of MRI images using neural networks and 

the Genetic algorithm. The dataset used in this research 

consisted of 600 brain tumor images, classified into three 

classes: glioma, meningioma, and pituitary. In their study 

illustrated the implementation of CNN architecture, 

which includes two case studies. In the first case study, 

4x4 convolutional layer was used, followed by max 

pooling with size of 2x2. The final convolutional layer 

had a size of 6x6, resulting in a total of 96 feature maps 

for case study one. In the second case study, a 6x6 

convolutional layer was used, along with max pooling of 

size 2x2. The final convolutional layer had size of 4x4, 

generating 384 feature maps. The study achieved an 

accuracy of 94.2% (31). These results demonstrate that 

the employed methods are highly effective in classifying 

brain tumors based on MRI images. Baranwal et al. 

conducted a performance analysis of the classification 

methods CNN and Support Vector Machine (SVM) using 

brain MRI images. The aim of this study was to classify 

brain tumor diseases, including meningioma, glioma, and 

pituitary tumors. Figure 3 in the study presents a CNN 

architecture, consisting of 5 convolutional layers with 

max pooling. Each image resulted in 1024 feature maps, 

which were classified into their respective classes. The 

classification results were analyzed to determine the best 

method for classification. The study achieved an 

accuracy of 94% using the CNN algorithm and 81% 

using SVM (32). These results demonstrate that CNN is 

more effective and accurate compared to the SVM 

algorithm. The classification conducted by Deepak et al. 

focused on common brain tumors, namely glioma, 

meningioma, and pituitary tumors. The research method 

employed CNN with the GoogLeNet architecture. In 

their study presented a comparison with previous similar 

research studies. The conclusion drawn after comparing 

the results with prior studies indicates that the algorithm 

used in this research outperforms the previous findings in 

terms of accuracy. The study achieved a high accuracy of 

98% (33). Research on brain tumors with the highest 

accuracy of 98.76% was obtained using the ResNet 

algorithm, but this research used data on 233 brain tumor 

patients plus 980 without brain tumors (34). In addition, 

edge detection of images affected by brain tumors has 

been carried out, but still obtains low accuracy, namely 

86.59% (35). Edge detection is the most important part in 

knowing where the tumor is. Research using the AlexNet 

and GoogLeNet architectures carried out previously 

obtained an accuracy of 95.77% for the AlexNet-Conv5 

architecture and 95.44 for GoogLeNet-inception-4e (36). 

This research has differences with the model proposed in 

this research. that research uses the original input image 

while this research reduces the input image to reduce the 

computational load. 

Previous research studies have often utilized the CNN 

algorithm for image classification, as CNN has shown 

success in solving classification problems (37). The 

images used in these studies are brain images obtained 

from MRI scans, including both images with brain 

tumors and images without brain tumors. Several studies 

have achieved high accuracy in classifying brain tumor 

images.  

This research aims to improve the accuracy of 

previous studies by utilizing advanced CNN-based 
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algorithms that have been developed (38). The technique 

used in this research starts by changing the input image 

to a smaller size. The input image is tested using the 

AlexNet and GoogLeNet algorithms. Before testing, the 

dataset is divided into test data and testing data. Test data 

is further divided into test data and validation data. This 

aims to test the model during the training process. During 

the training process, the Callback function used is 

ReduceLROnPlateau. The function helps adjust the 

learning rate used so that the training process is stable and 

prevents overfitting. Next, testing is carried out using 

testing data to produce a confusion matrix which is 

analyzed to determine the level of accuracy obtained. 

 

 

2. METHOD 
 

The research methodology begins with the collection of 

brain tumor data obtained from MRI scans. The dataset 

then undergoes a preprocessing stage to clean and 

organize the data. Following that, a model is designed for 

classifying the dataset. Before conducting the 

classification, the created model undergoes training using 

a training dataset to improve its performance. Once the 

model is trained, it is then tested using a separate dataset 

to evaluate its classification capabilities. This process 

aims to assess the model's ability to accurately classify 

new datasets. Figure 2 illustrated the proposed research 

methods. 

Figure 2 is the proposed method which starts from the 

search stage for brain tumor image datasets, the data 

preparation stage to be used as training and testing data, 

the model design stage according to the proposed model, 

the model training stage using training data, the model 

testing stage to test the proposed model. 
 

2. 1. Datasets           Dataset is a collection of data that 

can be in the form of numbers, images, or other formats, 

containing information relevant to the research. In this 

particular study, the dataset consists of brain images 

obtained from MRI scans, as MRI images are well-suited 

 

 

 
Figure 2. Research method 

for extracting image features using CNN (32). The MRI 

brain images downloaded for this study are categorized 

into four classes: glioma tumor, meningioma tumor, no 

tumor, and pituitary tumor. The dataset used in this 

research includes 7023 brain images, which are divided 

into 6320 for training the model and 703 for testing the 

model. 

 

2. 2. Preprocessing           Preprocessing is a stage of 

preparing the dataset so that the data can be processed by 

machine learning architectures (39). Preprocessing the 

data can also enhance the performance of the application 

in extracting features from images (40). The 

preprocessing techniques used in this research include 

resizing and grayscale conversion. Resizing is the 

process of adjusting the size of input images to a uniform 

size before classification using the CNN algorithm. 

Based on Figure 3, it is observed that the images 

before preprocessing have a size of 500x500. This large 

image size can pose challenges for the model in 

performing classification as it requires more time to 

extract image features (41). Therefore, resizing is 

performed to ensure that the dataset used has consistent 

size. In this research pixel size of 150x150 is used. 

Although the image size used is significantly different 

from the original size, it does not compromise the image 

information. Grayscaling is the process of converting the 

color image to grayscale image. The brain images used in 

this research consist of three color channels (RGB), 

hence grayscaling is performed to convert the three 

channel image into two channel image, enabling better 

classification by the employed architecture. 

 

2. 3. Design Model           This stage involves the creation 

of a model or architecture for classifying the dataset. In 

this research, two CNN architectures, namely AlexNet 

and GoogLeNet, are utilized. AlexNet is a neural network 

architecture developed by Alex Krizhevsky. The 

AlexNet input image size that we proposed is 150x150. 

This size is different from the original AlexNet input 

image size, which is 227x227 with three different filters. 

This size is extracted in the convolution layer until it 

reaches a fully connected layer with a number of 

 

 

 
Figure 3. Preprocessing image (a) before (b) after 
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parameters 2304. The output results are different from 

the output results in the original AlexNet architecture, 

namely 9216 parameters. This difference is due to the 

input size of the image used, namely 150x150. Next, a 

fully connected layer with 4096 parameters is added until 

it is activated using the softmax function with four class 

output. Both architectures were developed to participate 

in the ImageNet LSVRC-2010 competition, which 

involved classifying images with a large number of 

classes. AlexNet emerged as the winner in 2012, while 

GoogLeNet claimed the top spot in 2014, surpassing 

AlexNet's performance. In this research, both 

architectures are employed to enhance the accuracy of 

classifying brain images from MRI scans. 

The CNN architecture is a deep learning architecture 

in machine learning that consists of feature extraction and 

fully connected layers (42). In the feature extraction 

stage, there are several layers that are responsible for 

extracting features from images, transforming them into 

new images known as feature maps. The fundamental 

steps in feature extraction are the convolution and 

pooling layers. Convolution involves the multiplication 

of two matrices followed by summation.  

Equation to calculate convolution in the feature 

extraction stage of CNN architecture is stated as follows. 

C(i,j)=∑m∑nI(i+m,j+n)⋅K(m,n) (1) 

The value of C(i,j) represents the convolution result 

at pixel location (i,j) in the feature map. I(i+m,j+n) 

denotes the pixel value in the input image at location 

(i+m,j+n), K(m,n) represents the value in the convolution 

kernel at location (m,n), and ∑m∑n indicates the 

summation operation over variables m and n according to 

the kernel size. Furthermore, the convolutional results 

can pass through activation functions such as ReLU 

(Rectified Linear Unit) to introduce non-linearity to the 

extracted features. After the convolutional stage, a 

pooling layer is applied, which aims to reduce the spatial 

dimensions of the feature map while preserving 

important information. One commonly used type of 

pooling is max pooling, where the maximum value 

within each pooling window is retained. The feature 

extraction process in CNN architecture is repeated with 

multiple convolutional and pooling layers to generate 

increasingly complex and abstract features from the input 

image. 

Another equation that can be used to calculate 

convolution is as follows. 

a.b =  ∑ a𝑖b𝑖 = a1b1 + a2b2 + ⋯ + a𝑛b𝑛
𝑛
𝑖=1   (2) 

The values of a and b represent the values in the 

kernel used, with a kernel size of 2x2. If using a 3x3 

kernel, the kernel values will not only include a and b but 

also an additional value, c. An example implementation 

of Equation 1 using a 2x2 kernel, a 3x3 image size, 

employing zero padding, stride 1, and the following 

values for the kernel: a1=1, a2=2, b1=3, and b2=4 as in 

Figure 4. 

Figure 4 show values in the kernel are multiplied by 

the values in the 2x2 image matrix, resulting in a1=0, 

a2=0, b1=0, and b2=4. Therefore, the sum of these values 

is 4. Consequently, the initial value in the feature map 

matrix is 4. This operation is performed until the entire 

matrix has been traversed by the kernel.  

The convolutional stage produces new images or 

feature maps derived from overlapping pixels of the input 

image, resulting in multiple feature maps when the input 

image is convolved multiple times. The feature map 

generated for each image can be calculated using the 

following equation. 

𝑛𝑜𝑢𝑡 =  ⌊
𝑛𝑖𝑛+2𝑝−𝑘

𝑆
⌋ + 1  (3) 

The value of n_out represents the resulting feature 

map size after each convolution operation, n_in 

represents the input layer size or the size of the image 

being used, p represents the padding size applied, k 

represents the size of the kernel used, and S represents 

the stride value, indicating the movement of the kernel 

both horizontally and vertically. In this study, the feature 

maps generated after each convolution operation can be 

calculated. The study utilizes input images of size 

150x150, applies zero padding, uses a 3x3 filter size, and 

employs a stride of one for kernel movement. 

The resulting new features from one convolutional 

step are as follows. 

𝑛𝑜𝑢𝑡 =  ⌊
150+2 X 1−3

1
⌋ + 1  

Based on that, the resulting feature map will have the 

same size as the input image, which is 150 pixels. This is 

because of the use of zero padding. To determine 

important information within the image, one can create a 

histogram of the image. An image histogram is a graph 

that represents the distribution of pixel values in an 

image. The histogram can reveal a lot about the 

brightness and contrast of an image. Therefore, the 

histogram is a valuable tool for both qualitative and 

quantitative image processing. Mathematically, the 

image histogram can be calculated using the following 

equation. 

ℎ𝑖 =  
𝑛𝑖

𝑛
 (4) 

 

 

 
Figure 4. Convolutional layer 
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The value of  n_i represents the number of pixels that 

have a certain gray level in the image, while n represents 

the total number of pixels in the image. As an example, 

Figure 5 displays the binary extraction result of brain 

tumor images, represented in matrix form. 

Figure 5 displays the result of image extraction in the 

form of a binary data matrix that can be used to generate 

a histogram. Figure 5 shows an image with a size of 

150x150, which means that the value of n is 22,500 

pixels. To determine the value of n_i the number of 

occurrences of each binary data needs to be known. 

Figure 6 represents the histogram generated from 

processing the binary data of brain tumor images. 

The difference in the proposed architectural model 

lies in the use of the input image size which uses a size 

of 150x150 for AlexNet and GoogLeNet respectively. 

The actual input image size of AlexNet is 227x227 while 

GoogLeNet is 224x224. The size of 150x150 is proposed 

because it will reduce the computational load and the 

model training process is relatively fast. 

 

2. 4. Training Model            A training dataset for image 

in machine learning is a collection of image data used to 

train models or algorithms to learn visual patterns. This 

dataset plays a crucial role in tasks such as image 

recognition, object detection, segmentation, and various 

other image processing tasks. Essentially, each image in 
 

 

 
Figure 5. Binary data of brain image 

 

 

 
Figure 6. Histogram image (a) glioma (b) notumor (c) 

meningioma (d) pituirary 

the training dataset is considered as an input consisting 

of a pixel matrix that represents the light intensity at each 

point in the image. The pixel values are typically 

represented on a scale of 0-255, where 0 represents the 

color black and 255 represents the color white. In 

addition, labels or annotations are also an integral part of 

a training dataset for images. These labels serve to 

provide information about the class or category 

represented by each image in the dataset. For example, in 

a face recognition dataset, each image would be assigned 

a label indicating the identity of the person depicted in 

the image. These labels are necessary to train the model 

to recognize and differentiate between different objects 

or classes. In the context of this study, the labels represent 

the classes of the dataset, which include glioma, notumor, 

meningioma, and pituitary. 

The training of the model is an essential step in the 

experimentation process before conducting model 

testing. The initially created model may not classify 

images accurately since it hasn't learned from the dataset. 

Therefore, the training phase is crucial as the model 

needs to learn to recognize patterns in the given dataset 

(43). The model is first trained using the training data, 

which consists of 6,320 (90%) images out of the total 

7,023 brain MRI dataset. This allows the model to learn 

from the provided dataset. Before training, the training 

data is divided into 32 batches (batch size). The training 

process is carried out for 20 iterations (epochs). Each 

model used in this research is trained with a scenario of 

batch size 32, 20 epochs, a learning rate of 0.001, and the 

Adam optimization algorithm, which is known to 

perform better than other optimization algorithms (31). 

 

2. 5. Testing Model           This stage is performed after 

the model is trained using the training data. The purpose 

of this stage is to test the created model's ability to 

classify brain images using data that the model has never 

seen before. The testing data consists of 703 (10%) 

images from the total 7,023 brain MRI dataset. The 

results of the testing phase using the testing data are 

presented in the form of a confusion matrix for further 

analysis. A confusion matrix is a tool that displays and 

compares the actual values or ground truth values with 

the predicted values generated by the model. The results 

from the confusion matrix can be used to calculate 

evaluation metrics such as precision, recall, and F1-score. 

Additionally, the confusion matrix allows for the 

calculation of the accuracy of each model. 

Figure 7 displays the confusion matrix obtained from 

the model testing. The confusion matrix includes the 

values TP (True Positive), TN (True Negative), FP (False 

Positive), and FN (False Negative). TP represents the 

correctly predicted data for each class. For example, the 

TP value for the glioma class is A1, for the meningioma 

class is B2, for the notumor class is C3, and for the 

pituitary class is D4. TN is the sum of all values in the  
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Figure 7. Confusion matrix 

 

 

matrix excluding the values from the corresponding row 

and column of the class. For example, the TN value for 

the glioma class includes B2, B3, B4, C2, C3, C4, D2, D3, 

and D4. FP is the sum of each column in the class 

excluding the TP values. For example, the FP value for 

the glioma class includes B1, C1, and D1. FN is the sum 

of each row excluding the TP values. For example, the FN 

value for the glioma class includes A2, A3, and A4. The 

obtained results from the confusion matrix are processed 

to calculate the accuracy percentage for each model 

created. The processing of the confusion matrix results is 

performed using the following equation (44, 45). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (6) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 𝑋 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑋 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
  (7) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝑇𝑃

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
  (8) 

Precision is the ratio of TP (True Positive) to the total 

number of data predicted as positive. A smaller value of 

FP (False Positive) will increase the precision value. 

Recall is the ratio of TP to the total number of data 

actually positive. A smaller value of FN (False Negative) 

will increase the recall value. F1-Score is the harmonic 

mean of precision and recall. The best F1-Score value is 

1.0, and the worst value is 0. Accuracy measures the 

correctness of the predicted values compared to the true 

values. Model testing uses accuracy to evaluate the 

performance of a model in classification. Each model 

used in this study was tested using the same testing 

scenario. After going through all the aforementioned 

steps, the next step is to examine the best test results 

based on the accuracy percentage of each model used in 

classifying brain tumor images based on their labels. 

Additionally, attention is also given to the training time 

required based on the number of iterations performed. 

 

 

3. RESULT AND DISCUSSION 
 

This study was conducted by reviewing several previous 

research papers. Some of the studies found related to this 

research achieved high accuracy, with an average 

accuracy above 90% (23, 28-30). This presents a 

challenge in conducting research to improve the accuracy 

using the same method (CNN) and the same object of 

study (brain tumor images). 

 

 
3. 1. Result          This research was conducted using the 

same dataset, which is the dataset of human brain MRI 

scans, to perform classification using two different 

architectures. Although this study employs the same 

method, the difference lies in the feature extraction stage, 

where the feature extraction is performed using the 

AlexNet and GoogLeNet architectures. Prior to inputting 

the images into these architectures, the data undergoes 

preprocessing to ensure consistency with other datasets. 

The research yields two main results: the training model 

results and the testing model results. 

 

3. 1. 1. Training Model           The training process is 

carried out using the Adam optimization, which assists 

the model in training. Adam aims to iteratively update the 

weights based on the training data. Adam optimization is 

a method that computes different learning rates for each 

parameter. In this research, the dataset consists of 7023 

brain image data, which would require a significant 

amount of time if all the data were trained together due 

to the limitations of computer memory. To address this, 

parameters such as Batch Size and Epoch are utilized. 

Batch Size is a parameter used to divide the dataset into 

smaller groups, allowing the computer to process them 

one by one and update the obtained values at the end of 

each training data. The batch size value used in this study 

is 32, meaning the model will train on 32 groups of data 

and update the obtained values at the end of training. 

The model training is performed iteratively to allow 

the model to learn the data accurately, as the previously 

learned data is revisited. Misclassifications or erroneous 

classifications of brain image datasets during the initial 

training process are learned again, enabling the second 

training to be correct. This helps reduce the model's 

errors in performing classification tasks. The model 

training process is conducted with 20 epochs, where each 

model undergoes 20 iterations. There is another 

parameter used in this study, called ReduceLROnPlateau, 

which reduces the learning rate if the model fails to show 

progress in learning based on the current learning rate 

during an epoch. After the completion of model training, 
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the results of each model experiment are saved in the .h5 

format for future use in training. The training results of 

the dataset using the AlexNet and GoogLeNet 

architectures can be seen in Table 1. 

Table 1 shows the results of the training data with 20 

iterations. The first iteration of the AlexNet model took 

111 seconds and achieved an accuracy of 0.79 with a loss 

of 0.56. This result is relatively low because the model is 

initially learning from new data, so subsequent iterations 

are needed to further improve its learning. On the other 

hand, the GoogLeNet model achieved an accuracy of 

0.27 and a loss of 1.3 in the first iteration, taking a total 

of 156 seconds. This result is lower compared to the first 

iteration of the AlexNet model. 

In the second iteration, there is an improvement in 

accuracy for both models, accompanied by a decrease in 

the training time. The AlexNet model achieved an 

accuracy of 0.87 and a loss of 0.32. This demonstrates 

that AlexNet is capable of improving accuracy, reducing 

loss values, and reducing the time required for iterations. 

On the other hand, the GoogLeNet model achieved an 

accuracy of 0.63 and a loss of 0.85. This indicates a 

significant increase in accuracy from 0.27 in the first 

iteration to 0.63 in the second iteration. Moreover, there 

 

 
TABLE 1. Training result 

Epoch 
AlexNet GoogLeNet 

Loss Accuracy Loss Accuracy 

1 0.56 0.79 1.3 0.27 

2 0.32 0.87 0.85 0.63 

3 0.37 0.84 0.61 0.71 

4 0.56 0.78 0.47 0.81 

5 0.17 0.93 0.38 0.83 

6 0.19 0.92 0.28 0.89 

7 0.17 0.93 0.25 0.91 

8 0.1 0.96 0.24 0.91 

9 0.15 0.93 0.18 0.93 

10 0.09 0.96 0.21 0.92 

11 0.09 0.96 0.21 0.92 

12 0.14 0.94 0.14 0.94 

13 0.08 0.96 0.09 0.96 

14 0.07 0.97 0.1 0.96 

15 0.08 0.97 0.12 0.96 

16 0.08 0.97 0.07 0.97 

17 0.08 0.97 0.08 0.96 

18 0.07 0.97 0.1 0.96 

19 0.07 0.97 0.08 0.97 

20 0.07 0.97 0.08 0.97 

was a significant decrease in the loss value from 1.3 to 

0.27. The training time also decreased in the second 

iteration, with 111 seconds decreasing to 110 seconds for 

the AlexNet model and 156 seconds decreasing to 148 

seconds for the GoogLeNet model. Figure 8 represents 

the accuracy graph of the training results for the dataset 

using the AlexNet and GoogLeNet models. 

Figure 8 shows that the average results obtained 

initially had low values, but there was an improvement in 

accuracy in subsequent iterations. This indicates that both 

models are capable of learning the data effectively, and 

as the iterations progress, the accuracy increases. This 

improvement in accuracy also influences the loss values 

obtained. Figure 9 represents the graph of the loss values 

obtained during the training process. 

Figure 9 illustrates a decreasing trend in the loss value 

with each iteration. This indicates that the models are 

able to reduce errors and learn the brain tumor dataset 

effectively. The decreasing loss values signify that the 

models are improving their ability to make accurate 

predictions and minimize the discrepancy between 

predicted and actual values in the dataset. 

 

3. 1. 2. Testing Model            The dataset used for training 

consists of 90% of the data, while 10% is used for testing 

the model. The purpose of testing the model is to 

determine its accuracy or performance. The model that 

was trained on the training data is used again for testing 

 

 

 
Figure 8. Accuracy training result 

 

 

 
Figure 9. Loss training result 
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by providing a dataset that has not been previously seen 

by the model. This allows the model to classify the data 

according to what it has learned before. The results are 

visualized in the form of a confusion matrix, which 

consists of correctly classified and misclassified data for 

each image class. A total of 703 images are used, 

including 170 images of the glioma class, 203 images of 

the non-tumor class, 174 images of the meningioma 

class, and 156 images of the pituitary class. Figures 10 

and 11 show the classification results visualized in the 

form of a confusion matrix for both the AlexNet and 

GoogLeNet models. 

Figure 10 represents the classification results using 

the AlexNet model. Based on Figure 7, it is visualized in 

Table 2. 

Table 2 shows that the highest classification result is 

achieved in the notumor class, where 100% of the images 

are correctly classified according to their classes. On the 

other hand, the lowest accuracy is obtained in the glioma 

class, with an accuracy of 95%. Despite being the lowest, 

this accuracy is still considered very high. The data from 

the confusion matrix is used in the accuracy formula to 

calculate the accuracy percentage. The confusion matrix 

resulting from the testing of the model using AlexNet 

achieved an accuracy of 98%, indicating that 688 images 

were correctly classified according to their respective 

classes. However, there were 15 misclassified images, 

accounting for a 2% error rate. 

The GoogLeNet algorithm performed classification 

using a 10% subset of the total dataset, similar to how the 

dataset was used for testing the AlexNet model. One of 

the methods employed in GoogLeNet was image 

reduction, which aimed to reduce the input images while 

preserving crucial information. Figure 11 displays the 

confusion matrix obtained from evaluating the 

GoogLeNet model. The confusion matrix provides a 

visual representation of the classification results for each 

class. The analysis of the confusion matrix reveals the  

 

 

 
Figure 10. Confusion matrix result using AlexNet 

architecture 

 
Figure 11. Confusiona matrix result using GoogLeNet 

 

 
TABLE 2. Classification result using AlexNet architecture 

Class Classification True Dataset size Accuracy (%) 

Glioma 161 170 95 

Notumor 203 203 100 

Meningioma 171 174 98 

Pituitary 153 156 98 

 

 

performance of the GoogLeNet model in classifying the 

images. 

Figure 11 displays the confusion matrix obtained 

from testing the pre-trained GoogLeNet architecture 

using a dataset of 6,335 images. The model was evaluated 

using a set of 703 images. The results of the testing, as 

shown in the confusion matrix, are visualized in Table 3. 

Table 3 shows that the highest accuracy in the testing 

results is achieved in the "notumor" class, with a 

percentage of 99%. Out of a total of 203 "notumor" 

images, 201 of them were correctly classified. To 

examine the misclassified data, we can refer to the 

confusion matrix in Figure 11. The confusion matrix 

reveals that 2 misclassified data points in the "notumor" 

class were incorrectly classified as "meningioma". On the 

other hand, the lowest percentage is observed in the 

"glioma" class, where 157 out of 170 total "glioma" 

images were correctly classified. Although the accuracy 

is the lowest among the four classes in the dataset, it still 

achieves a high accuracy rate of 92%. Based on these 

results, the testing of the GoogLeNet architecture yields 

an accuracy percentage of 96%, with a total of 675 out of 

 

 
TABLE 3. Testing result using GoogLeNet architecture 

Class 
Classification 

True 

Dataset 

size 

Accuracy 

(%) 

Glioma 157 170 92 

Notumor 201 203 99 

Meningioma  166 174 95 

Pituitary 151 156 97 
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703 test images being correctly classified into their 

respective classes. However, 28 images, accounting for 

4% of the total test data, are still misclassified. 

The obtained confusion matrix results from the 

dataset testing can be processed to evaluate the model's 

performance in correctly identifying specific classes by 

determining the values of Precision (P), Recall (R), and 

F1-Score (F1S). Here is Table 4 displaying the results 

obtained from the confusion matrix. 

Based on Table 4, the obtained precision values are 

0.98 for the AlexNet architecture and 0.96 for the 

GoogLeNet architecture. The "notumor" class achieves 

an excellent precision score as it obtains a value of 1.0 in 

both algorithms. This indicates that the algorithms can 

effectively identify images with and without tumors. 

Meanwhile, the Recall value for the AlexNet algorithm 

is 0.98, which is better than the GoogLeNet value of 0.96. 

F1-Score is calculated from the Precision and Recall 

values, where it represents the harmonic mean of 

precision and recall. It indicates the balance between 

correctly identifying positive results and the proportion 

of false negatives. The obtained F1-Score values are 0.98 

for the AlexNet architecture and 0.96 for the GoogLeNet 

architecture. The F1-Score values obtained for both 

architectures indicate that the classification models have 

good precision and recall.  

This research shows that the use of appropriate input 

images greatly influences the accuracy in classifying 

medical images of brain tumors. Apart from that, this 

research also succeeded in reducing the computational 

load when training the model because the image size has 

been changed to be smaller. 

 

3. 2. Discussion           This study was conducted to test 

the architectures used in classifying brain images into 

four classes with a dataset of 7023 images. The highest 

accuracy was obtained for the "notumor" class, both 

using the AlexNet and GoogLeNet architectures. 

Meanwhile, the lowest accuracy was obtained for the 

glioma class, with 94% accuracy for the AlexNet 

architecture and 92% accuracy for the GoogLeNet 

architecture. 

The results obtained in this study showed an accuracy 

of 98% for the AlexNet architecture and 96% for the 

GoogLeNet architecture. These accuracy percentages can 

 

 
TABLE 4. Processed results of confusion matrix 

Class 
AlexNet GoogLeNet 

P R F P R F 

Glioma 0.98 0.95 0.96 0.98 0.92 0.95 

Notumor 0.32 0.87 110 0.85 0.63 148 

Meningioma 0.37 0.84 109 0.61 0.71 148 

pituitary 0.56 0.78 121 0.47 0.81 146 

be categorized as very high compared to previous studies 

on brain tumor classification using CNN architectures. 

Table 5 presents the accuracy results obtained in previous 

research using brain tumor images. 

Based on Table 5, it can be observed that the previous 

research achieved the highest accuracy of 94.2%. This 

result is lower than the accuracy obtained in this study, 

both using the AlexNet and GoogLeNet architectures. 

Table 5 shows that from 2018, research related to brain 

image classification using CNN achieved an accuracy of 

91.9%. In the following year, there was an improvement 

in accuracy with the same research achieving 93.68%. 

Similarly, from 2019 to 2020, the accuracy reached 94%. 

This research achieved a higher accuracy compared 

to previous studies, demonstrating that it can improve 

upon previous results using the same images and 

methodology. This improvement can be attributed to 

several factors. Firstly, the dataset used in this research 

consists of 7,023 brain images, while the previous study 

utilized only 3,064 images. The larger dataset allows for 

a more comprehensive training of the model and can lead 

to better accuracy. Another factor contributing to the 

increased accuracy is the use of the same architecture, 

CNN, as in the previous study. However, in this research, 

the CNN architecture was enhanced by incorporating 

additional feature extraction stages that differ from the 

previous study. Feature extraction plays a crucial role in 

improving accuracy, as more filters used in the process 

result in more feature maps generated. Additionally, 

employing multiple convolutional stages generates a 

greater number of image models, which serve as the basis 

for classification in the fully connected layer. 

 

 
TABLE 5. Comparison with some previous studies 

Author Year Dataset Size 
Accuracy 

(%) 

Ismael and Qader (30) 2018 3064 91.9 

Pashaei et al. (23) 2018 3064 93.68 

Anaraki et al. (31) 2019 600 94 

Baranwal et al. (32) 2020 3064 94 

Our Studies (AlexNet) 2023 7023 98 

Our Studies (GoogLeNet) 2023 7023 96 

 

 

4. CONCLUSION 
 

This research succeeded in increasing the classification 

accuracy of medical images of brain tumors by utilizing 

the AlexNet and GoogLeNet architectures. Both 

architectures make changes to the input image using a 

size of 150x150. This size is much smaller than the 

original size of the input image in AlexNet and 

GoogLeNet. However, the input image has been proven 
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to increase accuracy and be able to speed up the 

computing process due to its smaller size. The AlexNet 

architecture achieved higher accuracy compared to the 

GoogLeNet architecture. Both architectures 

demonstrated higher accuracy compared to several 

previous studies. These results suggest that the AlexNet 

and GoogLeNet architectures in CNN can improve the 

accuracy percentage for brain tumor image classification. 

Based on these findings, the AlexNet and GoogLeNet 

architectures can diagnose brain tumor diseases based on 

MRI images. The accuracy obtained in the "notumor" 

class using the AlexNet algorithm was able to identify all 

the datasets that did not have brain tumor diseases. 

Patients with brain images from MRI scans can be 

diagnosed without having to consult a doctor, reducing 

the cost of expensive consultations. Additionally, this 

diagnosis can be conducted rapidly without waiting for 

laboratory examinations such as biopsy, which can take 

10 to 15 days.  

We hope that in future research, there will be ways to 

further increase the accuracy compared to this study, to 

minimize errors in diagnosing brain tumor diseases using 

machine learning. This would ensure that patients receive 

prompt and accurate treatment. 
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 چکیده 
 قرار حمله مورد خاص یسن یها گروه ا ی تیجنس گرفتن نظر در بدون را یفرد هر تواند  یم یماریب نیا .هستند جهان در ها یمار یب نیتر کشنده از یکی یمغز یتومورها

 یخطاها بروز امکان و  شود یم انجام یسیمغناط دیتشد یربرداریتصو ای یوتریکامپ یتوموگراف اسکن از حاصل ریتصاو یدست ییشناسا با یمغز یتومورها صیتشخ .دهد

 حدود کشد، یم طول یادیز زمان  اما است، قیدق ار یبس ک یتکن ن یا .داد انجام یوپسی ب ی ها کیتکن از  استفاده با توان  ی م را صیتشخ ن، یا بر علاوه  .کند یم فراهم را  یصیتشخ

 طبقه MRI از شده دیتول ریتصاو اساس بر بتواند که است ازین  مورد ینیماش یریادگی یفناور اساس، نی ا بر .است یادیز یپزشک پرسنل و زات یتجه شامل و روز 15 تا 10

 نیا در استفاده مورد روش .ندهد رخ خطا یمغز یتومورها صیتشخ در تا است یمغز یتومورها یبند طبقه در یقبل قات یتحق دقت شیافزا قیتحق نیا هدف .کند یبند

 به GoogLeNet 96% یبرا و AlexNet 98% یمعمار ی برا قیتحق  ن یا جینتا .است GoogLeNet و AlexNet یمعمار از فاده است با کانولوشن  یعصب شبکه قیتحق

 در پزشکان به تواند یم ق یتحق نیا جینتا .دهد کاهش مدل آموزش طول در  را یمحاسبات بار  تواند ی م افتهی نیا .است شتر یب یقبل قات ی تحق با  سهیمقا در جهینت  نیا .آورد دست

 .کند کمک یمغز یتومورها قیدق و عیسر صیتشخ
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A B S T R A C T  
 

 

The construction industry is primarily responsible for the depletion of natural resources and the 
disruption of environmental equilibrium due to unregulated mining activities. In this particular context, 

the utilization of recycled fine aggregate (RFA) derived from construction and demolition (C&D) waste 

presents itself as a viable solution. The conventional method of mix proportioning for RFA in concrete 
is not applicable in this case. The main innovation of our research lies in the fulfilment of one of the 

principles of circular economy, namely the reduction of carbon emissions, through the recycling of 

locally collected concrete waste. To tackle this issue, a novel triple mix-proportioning approach has been 
developed using the concepts of maximum packing density and minimum paste theory. The fresh and 

hardened properties were evaluated and microstructural characterization was carried out for the newly 

formulated mixes incorporating RFA with optimized combined aggregates. The compressive strength of 
concrete with recycled fine aggregate increases by 5.04% for 25% and, 21.69% for 50% replacement, 

and decreases by 35.44% for 100% replacement as compared to controlled concrete at the age of 28 days 

using the triple mixing approach. The findings indicate that replacing approximately 50% of sand with 
RFA is the optimal amount, as further replacement leads to a decrease in compressive strength, 

particularly at 100% replacement due to the presence of adhered mortar in RFA. In this study, the 

performance evaluation of RFA concrete has been conducted by comparing six established ML 
regression models and sensitivity analysis was performed to assess the variable's performance. 

doi: 10.5829/ije.2024.37.05b.16 
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1. INTRODUCTION 
 

Recently, there has been an increase in the utilization of 

recycled aggregate in concrete owing to its potential in 

curbing environmental pollution and conserving natural 

resources. Over the period of 2005-2013, India generated 

an estimated 165-175 million tons of construction and 

demolition (C&D) debris on an annual basis (1). The 

deposit of this waste material in a landfill has had 

detrimental effects on the ecosystem. India has put forth 

a series of policies aimed at promoting the use of recycled 

aggregates as a substitute for natural aggregates in 

various applications (2). The mining of M sand from 

rocks or quarries has also contributed to environmental 

hazards. The utilization of recycled coarse aggregates 

(RCA) in concrete has undergone extensive research in 

various countries and has been implemented on a global 

scale (3). In contemporary society, there is a growing 

apprehension regarding the escalating magnitude of 

Construction and Demolition (C&D) substances as well 

as the significant fraction of refuse amassing in landfills 

(4). Within the realm of construction, a substantial 

portion of refuse originates from the demolition of 

edifices. The exorbitant expenses associated with 

disposal, which encompass dumping fees and landfill 

taxes, coupled with the limited accessibility of disposal 

sites, present an opportunity for the advancement of high-

performance concrete (HPC) that incorporates refuse 

substances as a viable alternative (5).  
India has recently garnered attention for its efforts to 

promote sustainable materials in the construction sector. 

The utilization of recycled concrete brings forth a 

multitude of notable advantages, fostering environmental 

sustainability and enhancing efficiency within the 

industry. Primarily, it diminishes the need for natural 

aggregates; thereby conserving crucial resources such as 

gravel and sand, all while mitigating the adverse 

environmental effects associated with quarrying and 

extraction processes. Furthermore, the recycling of 

concrete diverts construction and demolition waste away 

from landfills, resulting in reduced waste and the 

cultivation of a circular economy approach. Additionally, 

the incorporation of recycled concrete as a partial 

substitute for natural aggregates facilitates energy 

conservation during concrete production, predominantly 

in the realm of cement manufacturing, thereby 

contributing to improved energy efficiency. It is also 

worth noting that adequately processed and integrated 

recycled concrete fortifies the mechanical properties of 

high strength concrete, culminating in structures that are 

more resilient and enduring.   

The product's strength can be attributed to the fact that 

when water is added to the recycled sand, it activates 

some of the binding properties that the cementitious 

material, which had not been hydrated previously, 

possesses. Fine recycled concrete aggregates (RFAs) 

include not only the original river sand, but also a 

significant amount of old cement matrix. This matrix can 

exist either as fine particles with a high-absorption 

capacity or as mortar adhered to the surface of the river 

sand particles. The presence of this adhering cement 

matrix has resulted in the RFAs having a lower density, 

greater water absorption, and reduced hardness and 

strength compared to natural fine aggregates (6, 7). 

The existing literature has documented that the 

performance of concrete is adversely affected as the 

proportion of recycled fine aggregate (RFA) in the 

concrete increases (8-10). Nevertheless, studies have 

demonstrated that the introduction of superplasticizers or 

mineral admixtures yields more favorable outcomes (11-

13). For the incorporation of RFA exceeding 20%, it 

becomes necessary to pre-soak the aggregates in order to 

attain the desired workability of the concrete (14). 

Relatively limited research has been conducted on 

concrete made with recycled fine aggregates (RFAs) due 

to the notable porosity and substantial water absorption 

of the RFAs. The elevated porosity of the preexisting 

cement paste results in unfavorable properties of the 

interfacial transition zone (ITZ) (15). The water 

absorption rate of the RFAs was found to be 11-13% (11, 

16), which exceeded that of the natural fine aggregate, 

further highlighting their high porosity. 

In their study, Kumar et al. (16) found that the 

compressive and splitting tensile strengths of the 

concrete were reduced by 16% and 7.0%, respectively. 

When using recycled fine aggregates (RFA) in high 

strength concrete, the reduction in compressive strength 

ranged from 4% to 12%, while the reduction in splitting 

tensile strength was 24% for concrete containing 100% 

RFA (11, 17). Previous studies on RFA concrete (11, 18) 

showed that most slump values fell within the range of 

80-134 mm. However, Yang et al. (19) investigated the 

use of high slump RFA concrete, with a slump range of 

175-200 mm, but they focused solely on normal strength 

RFA concrete. 

The conventional method of mix proportioning for 

RFA concrete does not improve the concrete's 

performance in the absence of additives or admixtures 

(20). On the other hand, different mixing approaches 

have enhanced the performance of concrete containing 

recycled coarse aggregates (RCA) (21). By incorporating 

RCA into the concrete mix, construction companies can 

effectively reduce their carbon footprint and contribute to 

the conservation of natural resources (22). Unfortunately, 

there have been limited studies on the suitable mix 

proportioning of concrete using RFA. 

Recently, an assessment was conducted on the 

laboratory properties of recycled aggregate concrete. 

Moreover, constitutive relationships were established by 

simulating the experimental outcomes (23) and stress-

strain characteristics (24) of developed beams, utilizing 

the ABAQUS software. To evaluate the torsional 
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capacity of both natural aggregate concrete (NAC) and 

recycled aggregate concrete (RAC) beams under pure 

torsion, an experimental investigation was conducted. 

The obtained results were subsequently validated by 

simulating them in the ATENA-3D simulation software 

(25). These types of studies demonstrate the increasing 

potential of recycled aggregate concrete for its structural 

applications (23, 25). 

This necessitates the implementation of a sustainable 

and environmentally conscious strategy for the utilization 

of Recycled Fine Aggregate (RFA) in concrete. Within 

this framework, it is imperative to employ suitable 

techniques for the formulation of concrete mixes in order 

to maximize the efficient utilization of RFA as a 

substitute for river sand. The traditional method of 

mixing utilized in recycled aggregate concrete fails to 

enhance the performance of RAC. In order to address this 

issue, alternative mixing techniques such as the two-stage 

mixing approach (TSMA) and triple mixing (TM) have 

been implemented (26, 27). Thus, to promote 

sustainability and conserve natural resources, we have 

opted to partially substitute natural fine aggregates with 

recycled fine aggregates at varying levels of replacement, 

utilizing different mixing approaches in the preparation 

of concrete.  

Furthermore, the results obtained for a specific 

recycled substance may rely on the geographic location 

and origin of the waste. Therefore, in order to incorporate 

a particular recycled fine aggregate in novel concrete 

mixtures for structural purposes, a thorough examination 

of multiple batches of the substance is necessary due to 

its variability and sensitivity to its source. The aim of this 

investigation is to assess the characteristics of locally 

produced RFA and explore the potential of substituting 

natural fine sand in concrete with recycled fine concrete 

aggregate. This is accomplished by considering various 

loading conditions through experimentation and by 

comparing the mechanical properties of concrete made 

with recycled fine aggregate to those of concrete made 

with natural sand. 

The effectiveness of the recently formulated RFA 

concrete mixes is subsequently contrasted with the 

traditional concrete formulated according to IS 10262 

(28). In this investigation, the assessment of RFA 

concrete performance has been carried out by comparing 

six well-established individual ML regression models. 

Moreover, statistical indicators have been utilized to 

compare the models. The findings imply that the ML 

approach shows significant potential in accurately 

forecasting performance. Additionally, a sensitivity 

analysis was conducted to evaluate the performance of 

the variable. 

 

1. 1. Novelty and Research Significance             
Concrete derived from recycled aggregate provides 

support for numerous sustainability initiatives due to its 

ability to conserve landfill space, manage construction 

waste in a more environmentally friendly manner, 

diminish the necessity for aggregate extraction, and 

mitigate pollution caused by the mining of natural 

aggregate. Nonetheless, the utilization of recycled 

aggregate concrete (RAC) remains limited as a result of 

insufficient advancements in the realm of testing and 

specifications pertaining to its production. Consequently, 

there is a pressing demand for further investigation and 

enhancements in this field. 

The bulk of previous research conducted on recycled 

concrete aggregates (RCA) has predominantly 

concentrated on coarse RCA (CRCA), while 

significantly less progress has been made in regards to 

the utilization of fine RCA particles (RFA).  

The primary novelty of our investigation resides in 

fulfilling one of the principles of circular economy, 

namely, the reduction of the carbon footprint, through the 

recycling of locally collected concrete waste. In the 

current study, we endeavor to overcome the drawbacks 

of various mix design methods, thus introducing a 

maximum packing density with minimal paste design 

concept to enhance the performance parameters of RAC 

in a straightforward manner. This article presents an 

innovative approach to the proportioning of concrete, 

aiming to effectively utilize RFA by replacing different 

percentages of river sand with a combined gradation of 

RFA, intermediate (10 mm) aggregate, and coarse 

aggregate (20 mm). Machine learning models were 

employed to assess the performance evaluation of 

formulated RFA concrete mixtures, and the conducted 

sensitivity analysis reveals the most significant parameter 

ingredient. Figure 1 shows the visual appearance of 

materials used in experimental program. 
 

 

2. MATERIALS AND METHODS 

 
2. 1. Material Characterization             Prior to utilization 

of any substance in the fabrication of recycled aggregate 

concrete, it is imperative to perform a comprehensive 

characterization. Therefore, experimental investigations 

were undertaken to ascertain the pertinent physical 

properties. 
 

2. 1. 1. Cement           The Portland Pozzolona Cement 

(PPC), which was utilized in this project and obtained from 

a local supplier, was manufactured by Maha cement and is 

compliant with the IS: 1489 (Part 1) (29) standards. The 

characteristics of the aforementioned PPC have been 

enumerated in Table 1. 

 
2. 1. 2. Natural Coarse Aggregate          The concrete 

utilized hard gravel that was crushed to a maximum size of 

20mm. The fractions of aggregates used were divided into 

two categories: 20mm passing and 10mm retained at 60%, 

and 10mm passing and 4.75mm retained at 40%. This 

selection of aggregates adheres to IS: 383-2016 (30). Table 
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2 illustrates the properties of NCA. The coarse aggregate's 

sieve analysis is depicted in Figure 2. 
 

2. 1. 3. Natural Fine Aggregates (NFA)       Throughout 

our study, natural fine aggregate was replaced with 

Manufactured sand (M-sand) obtained from a local vendor. 

In accordance with IS: 383-2016 (30), M-sand complies 

 

 

 
Figure 1. Visual Appearance of materials used in 

Experimental Program 

with Zone-II. Table 3 summarized the characteristics and 

physical properties of natural fine aggregate. 
 

2. 1. 4. Recycled Fine Aggregate (RFA)            Recycled 

fine aggregate (RFA) is procured through the 

pulverization of construction and demolition (C&D) 

waste into dimensions similar to those of natural fine 

aggregate. RFA adheres to the standards of Zone-II as 
 

 

 
Figure 2. Sieve analysis of coarse aggregate 

 

 
 

TABLE 1. Physical properties of cement (PPC Grade) 

Sl. No. Parameters Test Results Requirements as per IS:1489(part 1) (29) Test code 

1 Consistency 31  IS 4031(part 4):1988 (30) 

2 Initial setting time (min) 240 Min 30 mins IS 4031(part 5):1989 (31) 

3 Final setting time (min) 270 Max 600 mins IS 4031(part 5):1989 (31) 

4 Soundness (mm)  10mm IS:4031(part 3)-1988 (32) 

5 Specific gravity 3.05 3 to 4 IS 4031-(part 3):1999 (33) 

6 Fineness by Blaine’s (m2/kg) 366 Min 300 IS:4031(part 2)-1996 (34) 

 Compressive Strength    

7 3 days (MPa) 23 16 IS 4031-6:1988 (35) 

 7 days (MPa) 33 22 (35) 

 

 
TABLE 2. Physical properties of natural coarse aggregate 

Sl No. Parameters Test Results Requirements as per IS: 383-2016 Test IS code 

1. Specific gravity 2.8 - IS: 2386 (Part 3) (35) 

2. Water absorption 0.5% - IS: 2386 (Part 3) (35) 

3. Shape test Flakiness Index Elongation Index 
23.5% 

16.89% 
< 30% IS: 2386(Part 1)-1963 (36) 

4. Crushing value 27.45% <45% IS: 2386(Part 4)-1963 (37) 

5. Angularity Number 4.9 0 to 11 IS: 2386(Part 1)- 1963 (36) 

6. 

Bulk density kg/m3 (2omm passing-10mm 

retained) 

Compacted Loosely Packed 

(10mm passing-4.75mm retained) Compacted 

Loosely packed 

1.59 g/ cm3 

1.51 g/ cm3 

1.55g/ cm3 1.51g/ cm3 

- 

- 
IS: 2386(Part 3) (35)  
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TABLE 3. Physical properties of natural fine aggregate (NFA) 

Sl No. Parameters Test Results Test code 

1 Specific gravity 2.61 IS: 2386(Part 3) (35) 

2 Fineness modulus 3.01 IS: 2386(Part 1) (36) 

3 Sieve Analysis Zone-II IS: 2386(Part 1) (36) 

4 Water Absorption 7 % IS: 2386(Part 3) (35) 

5 Loose Bulk Density 1.481g/ cm3 IS: 2386(Part 3) (35) 

IS: 2386(Part 3) (35) 6 Compacted Bulk Density 1.744 g/cm3 

 

 

outlined by IS: 383-2016 (38). The attributes of RFA are 

outlined in Table 4. Furthermore, a mineralogical 

analysis of the RFA was carried out through X-Ray 

diffraction (XRD) analysis. The XRD graph depicted in 

Figure 3 clearly exhibits the presence of silica, as 

indicated by the hump observed between 20-352ɵ. 

2. 1. 5. Particle Size Analysis of NFA And RFA         
The analysis of particle size for NFA, 25RFA+75NFA, 

50NFA+50RFA, and RFA is appropriately delineated in 

Figure 4. It is noteworthy to mention that all specimens 

fall within zone II, as prescribed by IS: 383-2016 (38). 

 

 

TABLE 4. Physical properties of recycled fine aggregate (RFA) 

Sl No. Parameters Test Results Test code 

1 Specific gravity 2.50 IS:2386(Part3) (35) 

2 Fineness modulus 2.71 IS:2386(Part1) (37)  

3 Sieve Analysis Zone-II IS:2386(Part1) (37) 

4 Water Absorption 31.25% IS:2386(Part3) (35) 

5 Loose Bulk Density 1.24g/cc 
IS:2386(Part3) (35) 

6 Compacted Bulk Density 1.408 g/cc 

 
 

 
Figure 3. X-ray diffraction analysis of RFA 

 

 
Figure 4. Particle size distribution of m sand, RFA, various 

replacement levels of RFA with m sand 

2. 1. 6. Chemical Admixture               The present study 

utilizes a chemical admixture known as Smart Care 

Maximo Plast PC-200, a superplasticizer based on 

polycarboxylic ether. 

The properties of the aforementioned chemical 

admixture can be found in Table 5. 

 
2. 1. 7. Concrete Mix Proportion           The concrete 

formulations were devised for M30 classification in 

compliance with IS: 10262-2019 (28), and the 

composition ratios are delineated in Table 6. 
 

 

3. MIX APPROACH 
 
3. 1. Conventional Mixing        The present study has 

incorporated conventional mixing as one of the mixing  

 
TABLE 5. Properties of chemical admixture 

Parameters Properties 

Appearance Yellow to brown liquid 

Specific Gravity@27°C 1.03 to 1.08 

pH Min 6 

Chloride Content < 0.5 % by weight as per BS5075:Part1 



1002                                      A. Ranjith et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   997-1011 

 

 
TABLE 6. Mix proportions of controlled and recycled fine aggregate concrete mixes 

Mixing Approach Designation 
Cement 

(kg/m3) 

M-sand 

(kg/m3) 

RFA 

(kg/m3) 

NCA (kg/m3) 
Water (kg) 

Chemical 

Admixture 
W/C 

10 mm 20 mm 

Conventional 
Controlled 

Concrete 
345 727 0 884 346 148 3.45 0.43 

Triple mixing with 
optimized combined 

aggregate concept 

RFA 25 326 545.25 181.75 936 365 132 2.95 0.40 

RFA 50 326 363.5 363.5 936 365 132 2.95 0.40 

RFA 100 326 0 727 936 365 132 2.95 0.40 

 
 

approaches. Conventional mixing involves a sequential 

addition of ingredients to create a proper dry mix. 

Initially, half of the coarse aggregate is introduced into 

the mixer, followed by the addition of the dry mix and 

mixed for a minimum of two minutes.  

Cement, fine aggregate, and the remaining coarse 

aggregate. The components are then thoroughly mixed to 

achieve a homogenous mixture. Subsequently, water and 

chemical admixture, such as superplasticizers, are added 

to the dry mix and mixed for a minimum of two of two 

minutes. The procedure of conventional mixing is 

visually represented in Figure 5. 

 
3. 2. Triple Mixing with Optimization of Combined 
Aggregates          Triple mixing, a novel mixing  

 

 

 
Figure 5. Conventional mixing approach 

 

 

 
Figure 6. Triple mixing approach 

methodology in the construction industry, was employed 

in our research (39). Despite its lack of widespread usage, 

this approach presents a promising alternative to 

traditional mixing techniques. In this research, a new 

approach is proposed for the optimal mixture design of 

concrete to efficiently utilize recycled fine aggregate 

(RFA) as a substitute for river sand. The proposed 

approach involves a combination of RFA, intermediate 

aggregate (10 mm), and coarse aggregate (20 mm) to 

achieve a well-packed particle arrangement with minimal 

paste content. The experimental procedure for achieving 

maximum packing density of aggregates is depicted in 

Figure A.1 (Provided in Appendix). The proportions of 

fine aggregate (FA), intermediate aggregate (IA), and 

coarse aggregate (CA) are determined as 40∶42∶18 

according to the guidelines specified in IS 456 (BIS 

2000), ensuring that the total percentage of aggregates 

adds up to 100. 

To assess the effectiveness of different fine 

aggregates, the percentage of fine aggregate is varied 

from 0% to 100% in a systematic manner. For instance, 

if the fine aggregate constitutes 10%, the remaining 90% 

is divided into 63% for the intermediate aggregate and 

27% for the coarse aggregate (FA + IA + CA = 10 + 63 

+ 27 = 100). Similarly, data sets are gathered by altering 

the percentage of intermediate aggregate and coarse 

aggregate as well. The process commences with the 

mixing of coarse aggregate and 1/3-part water for 15 

seconds, followed by the addition of fine aggregate and 

RFA, which is mixed for an additional 15 seconds. 

Finally, cement is introduced to the wet aggregate and 

mixed for 30 seconds. The ultimate step in the concrete 

preparation process involves blending the remaining one-

third portion of water with a chemical admixture and 

incorporating it into the wet mixture. This amalgamation 

must be mixed for a duration of 60 seconds to ensure 

optimal results. The ultimate fresh concrete product is 

generated after two minutes of preparation. This method 

of blending has proven to yield superior hardened 

properties, such as compressive strength, in recycled 

aggregate concrete when compared to traditional mixing 

techniques. Figure 6 depicts the triple mixing approach 

utilized in this process. 
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4. RESULT AND DISCUSSION 
 

4. 1. Fresh Property Slump        The concrete 

formulations were formulated to attain a target slump of 

75mm. Upon examination of Figure 7, it is evident that 

the consistency of the mixture, as indicated by the slump 

measurement, varied from 90-110mm for both the 

controlled concrete and recycled aggregate concrete 

mixtures in both the traditional and triple mixing 

methods. This desired degree of slump was achieved by 

incorporating 1% super plasticizer with an unvarying 

W/C of 0.43 in all the formulations. 
Although the workability of RAC was marginally 

reduced in comparison to controlled concrete in the 

conventional mixing method due to the existence of 

surface pores and rough surface texture in RFA which 

necessitates more water, negligible variations were noted 

in the triple mixing approach for both controlled concrete 

and recycled aggregate concrete. 

 

4. 2. Hardened Property: Compressive Strength         
The concrete mixtures were formulated with the aim of 

achieving a compressive strength of 30Mpa. Upon 

analysis of Figure 8 and Table 7, it is evident that the 

compressive strength of recycled aggregate concrete 

(RAC) experiences a decrease of 27.89% for 25% 

replacement, 21.58% for 50% replacement, and 63.02% 

for 100% replacement of recycled fine aggregate (RFA) 

in comparison to controlled concrete at 7 days. Figure 9 

and Table 7 illustrates that the compressive strength of 

RAC increases by 10.51% for 25% replacement, 10.67% 

for 50% replacement, and experiences a decrease of 

38.71% for 100% replacement in comparison to 

controlled concrete at the age of 28 days, following 

conventional mixing approach. Notably, the compressive 

strength of recycled aggregate concrete increases by 

5.04% for 25% replacement, 21.69% for 50% 

replacement, and experiences a decrease of 35.44% for 

100% replacement in comparison to controlled concrete 

at the age of 28 days, following triple mixing approach. 

The observed enhancement in compressive strength 

can be attributed to the particle packing of RFA. A 

portion of the RFA was found to be finer than natural fine 

aggregate, resulting in a more compact and dense 

concrete (40). However, a reduction in compressive 

strength occurs beyond a 50% replacement rate, 

particularly at 100% replacement, due to the presence of 

attached old cement mortar in RFA. The decrease in 

compressive strength of RAC at all replacement levels 

after 7 days and the increase in compressive strength of 

RAC at all replacement levels after 28 days can be 

attributed to the internal curing effect of RFA. This effect 

allows for the water initially absorbed inside the pores of 

RFA to be available at later stages for cement hydration 

(41, 42). 

 

4. 3. Quality Assessment: Ultrasonic Plus Velocity 

(UPV) Test       The non-destructive UPV test is 

employed as a method for evaluating the quality of 

concrete. The direct approach is utilized to determine 
 

 

 
Figure 7. Slump test results of various concrete mixes 

 

 

 
Figure 8. Graphical representation of compressive strength 

test results of concrete mixes at the age of 7 
 

 

 
Figure 9. Graphical representation of compressive strength 

test results of concrete mixes at the age of 28 days 
 

 

TABLE 7. Compressive strength test results of concrete mixes 

Specimen 
Triple Mixing 

7 days (MPa) 

Triple Mixing 

28 days (MPa) 

CC 31.37 31.15 

RFA 25% 22.62 33.75 

RFA 50% 24.60 33.81 

RFA 100% 11.54 19.09 
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UPV values for various concrete mixes. Table 8 illustrate 

the UPV results of all specimens that were cured for 28 

days. The UPV values ranged from 9500 to 10000 m/sec, 

regardless of whether the concrete was made with 

controlled or recycled aggregates, and whether 

conventional or triple mixing approaches were 

employed. 

It was observed that the UPV values increased as the 

RFA content increased, regardless of age. These findings 

demonstrate that the UPV value falls within the excellent 

category, as prescribed in Table 1 IS 516 (Part 5)/ 

(section1):2018 (43). 

 

4. 4. Micro Structural Analysis            Microstructural 

analysis was conducted on all concrete mixes of 28-day 

cured specimens. Subsequently, the cured specimens 

underwent compression testing, and the ruptured 

specimens were examined using a scanning electron 

microscope. 

 

4. 4. 1. Micro Structural Analysis of Controlled 
Concrete             Figures 11a and 11b serve to depict the 

microstructure of controlled concrete through the 

utilization of conventional mixing and triple mixing 

methods. The former figure showcases the formation of 

hydrated calcium silicate hydrate (CSH) gel and the 

rupture of concrete specimen occurring through the 

aggregate. Similarly, Figure 11b demonstrates the 

formation of hydrated CSH gel in contrast to Figure 10a. 

 

 

   
 

Proportioning of materials 
Mixing of concrete ingredients 

using Pan mixer 
Slump Test for workability 

Compaction of concrete using 

table vibrator 

 

 

  

Casting of Specimens Curing of specimens Cube Compression testing Failure cube specimen 
Figure 10. Salient process involved in the experimental program 

 

 
TABLE 8. Ultrasonic pulse velocity test results of concrete 

mixes 

Sample 

Ultrasonic Pulse Velocity at 28 days 

age for 
Grading 

Conventional 

Mixing (m/s) 

Triple Mixing 

(m/s) 

CC 9500 9750 Excellent 

RFA25 9709 9417.6 Excellent 

RFA50 10000 10000 Excellent 

RFA 100 10000 10000 Excellent 

It is worth noting that the formation of CSH gel plays a 

pivotal role in the enhancement of cube specimen 

strength. 

 
4. 4. 2. Micro Structural Analysis of Recycled 
Aggregate Concrete at 25% Replacement of RFA         
Figures 11a and 11b depict the microstructure of 

Recycled Aggregate Concrete (RAC) at a 25% 

replacement of Recycled Fine Aggregate (RFA) by 

means of the conventional mixing approach and the triple 

mixing approach, respectively. The formation of Calcium  
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Figure 11a. Microstructure of controlled concrete by 

conventional mixing 

 

 

 
Figure 11b. Microstructure of controlled concrete by triple 

mixing 

 

 
Silicate Hydrate (CSH) gel was observed in both Figures 

12a and 12b, along with the observation of hexagonal 

platelets of calcium hydroxide in both conventional and 

triple mixing approach specimens. A denser 

microstructure was observed in Figures 12a and 12b in 

comparison to the controlled concrete illustrated in 

Figures 11a and 11b. This denser microstructure is the 

reason for the increase in strength observed in RAC in 

comparison to controlled concrete for both mixing 

approaches. 

 

4. 4. 3. Micro Structural Analysis of Recycled 
Aggregate Concrete at 50% Replacement of 
RFA        Figures 13a and 13b depict the microstructure 

of Recycled Aggregate Concrete (RAC) at 50% 

replacement of Recycled Fine Aggregate (RFA) in both 

conventional and triple mixing approaches, respectively. 

It is noteworthy that the formation of hydrated Calcium 

Silicate Hydrate (CSH) gel is more pronounced in RAC 

at 50% RFA replacement in comparison to conventional 

concrete, as evidenced by Figures 11a and 11b. 

Moreover, a denser microstructure was observed in RAC 
 

 
Figure 12a. Micro structure of recycled aggregate concrete 

with 25% RFA by conventional mixing 

 

 

 
Figure 12b. Microstructure of recycled aggregate concrete 

with 25% RFA by triple mixing 

 

 

at 50% RFA replacement, which surpasses that of other 

concrete mixes, including recycled aggregate concrete at 

25% replacement, as shown in Figures 12a and 12b. The 

analysis of the microstructure is in alignment with the 

compressive strength results obtained. 
 

 

 
Figure 13a. Microstructure of recycled aggregate concrete 

with 50% RFA by conventional mixing 
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Figure 13b. Microstructure of recycled aggregate concrete 

with 50% RFA by triple mixing 

 

 
5. 6. Proposed Machine Learning Models       Six 

machine learning (ML) methodologies have been 

integrated to optimize the RFA concrete for relationship 

modeling. The six ML algorithms utilized in this study 

(44), include Support Vector Regression (SVR), 

Decision Tree Regression (DTR), Gradient Boosting 

Regression (GBR), Artificial Neural Network (ANN), 

Bayesian Ridge Regression (BRR), and Kernel Ridge 

Regression (KRR). 

Typical network structure of SVR is represented in 

Figure 14 (44). 

 

 

 
Figure 14a. Network of support vector machine (44) 

 

 

 
Figure 14b. Function of ANN (38) 

5. 6. 1. Dataset               The implementation of the 

prediction utilizes a dataset collected from 423 

specimens, each with distinct influencing variables. In 

order to facilitate the training process, this dataset is 

divided into two separate subsets: a training set and a 

testing set. The training set is utilized to train the machine 

learning models and adjust the hyper-parameters, while 

the testing set is reserved for performance evaluation (44, 

45). The training set is selected at random and the 

remaining data comprises the testing set. It is noteworthy 

that the same training set is employed in all six machine 

learning models presented in this paper, with the testing 

set being consistent across each model as well. 

Specifically, 70% of the entire dataset is allocated to the 

training set, with the remaining 30% being assigned to 

the testing set (46, 47). 

 

5. 6. 2. Comparison of Integrated ML Approaches        
In this section, a total of six Machine Learning (ML) 

techniques that have been integrated are analyzed and 

their predictive performance on the testing set is 

thoroughly compared and discussed. The evaluation of 

performance is carried out utilizing the Mean Squared 

Error (MSE) value and the R value (47). 

Figure 15 presents the Mean Squared Error (MSE) 

and R value of six Machine Learning (ML) models on 

the testing set. Analysis of Figure 15(a) indicates that 

Gradient Boosting Regression (GBR) is the optimal 

prediction model in terms of MSE. When GBR is 

utilized, the MSE values of the training and testing sets  
 

 

TABLE 9. Dataset for performance prediction 

Particular 
Concrete 

type 
Input Variables Size 

Output 

variable 

Dataset 
RFA 

Concrete 

Cement, Water, 

Fine aggregate, 

Coarse aggregate, 

Admixture 

423 
Compressive 

strength 
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Figure 15a. Predictive performance of models – MSE 
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Figure 15b. Predictive performance of models - R 

 
 

are 0.028 and 0.057, respectively. Meanwhile, Decision 

Tree Regression (DTR) also exhibits commendable 

performance, with the training and testing MSE values of 

0.051 and 0.061, respectively. The remaining four 

models demonstrate a comparable MSE of approximately 

0.7. In Figure 15(b), GBR surpasses the other five models 

with respect to R value. 

The training set and testing set exhibit R values of 

0.93 and 0.74, respectively. DTR also showcases a 

favorable predictive ability with R values of 0.74 and 0.7 

for training and testing sets, respectively. The remaining 

four models have R values that are approximately 0.6. 

SVR, NN, BRR, and KRR exhibit a testing set R value 

that is slightly higher than their respective training set R 

values. In contrast, the performance of BRR is 

comparatively inadequate when evaluated using MSE 

and R values, as opposed to DTR and GBR. Based on 

Figure 15, it is evident that DTR and GBR are more 

effective in predicting the effective performance of the 

RFA concrete. 

 

5. 6. 3. Sensitivity Analysis         Sensitivity analysis 

was conducted utilizing equation number 1 in order to 

comprehend the relative contribution of input parameters 

towards the compressive strength. Within the equation, 

𝑓𝑚𝑎𝑥(𝑦𝑖) and 𝑓𝑚𝑖𝑛(𝑦𝑖) represent the highest and lowest 

values of predicted parameter, respectively, 

corresponding to the ith domain. It is important to note 

that all input variables were maintained as constants, 

utilizing their mean values (48-50). 

𝑆 =
𝑓𝑚𝑎𝑥(𝑦𝑖)−𝑓𝑚𝑖𝑛(𝑦𝑖)

∑ 𝑁𝑖
𝑛=𝑗
𝑛

  (1) 

Equation 1 is employed to all the datasets to estimate the 

sensitivity of input variable on the predictor. The 

parameter such as SP, Cement Content, Water content, 

age of the specimens was found to have higher influence 

on compressive strength compared to other materials  
 

34.1%

19.8%

10.9%

7.8%

6.7%
20.7%

 Cement

 Fine Aggregate

 Coarse Aggregate

 Water

 Admixture

 Age (Days)

 

 

 
Figure 16. Sensitivity analysis of all datasets  

 

 

used as depicted in Figure 16. The least sensitive variable 

is fine aggregate and coarse aggregate. 

 

 

6. CONCLUSION 
 

This manuscript delineates an innovative technique for 

determining the appropriate mixture proportions of 

recycled fine aggregate concrete. This technique employs 

a combined particle packing method, resulting in a 

refined performance of the concrete that is based on 

recycled fine aggregate. 

(1) The physical properties of Recycled Fine 

Aggregate (RFA) are akin to those of natural fine 

aggregate, albeit with a notable distinction in water 

absorption. Specifically, the water absorption of RFA is 

6.25% greater than that of M sand. 

(2) The mix proportioning that has been developed 

displays a negligible impact on the workability of 

concrete. The workability of concrete experiences a 

decline as the percentage of RFA content increases, as a 

result of the presence of previously adhered mortar. 

(3) At the age of 7 days, an increase in the percentage 

of replacement of RFA resulted in a decrease in the 

compressive strength of RAC, in comparison to 

controlled concrete. 

(4) As the proportion of RFA increases, there is a 

corresponding decrease in the mechanical characteristics. 

Nevertheless, this decline in properties can be mitigated 

by incorporating specific additives into the concrete 

blends through the utilization of this recently developed 

mixture ratio.  In the triple mixing approach, the 

compressive strength of RAC increased with a 

proportional increase in the percentage of replacement of 

RFA, up to 50%, in contrast to controlled concrete.  

(5) The compressive strength of recycled aggregate 

concrete increases by 5.04% for 25% replacement, 
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21.69% for 50% replacement and decreases by 35.44% 

for 100% replacement as compared to controlled concrete 

at the age of 28 days for triple mixing approach. This 

increase in compressive strength was attributed to the 

filler effect of RFA, part of which was finer then natural 

fine aggregate, making concrete more compact and 

denser. But beyond 50%, there is reduction in 

compressive strength particularly at 100% replacement 

due to the presence of adhered mortar in RFA. 

(5) According to IS: 516 (Part 5)/(section1):2018, the 

UPV test values for both controlled concrete and RAC 

are classified as excellent. 

(6) The utilization of 50% replacement of recycled 

fine aggregate (RFA) in concrete, through the triple 

mixing approach, resulted in the observation of the 

formation of a hydrated calcium silicate hydrate (CSH) 

gel and a highly compact microstructure. This was in 

contrast to the other concrete mixes studied. 

(7) The verification of the optimal Machine Learning 

(ML) model's performance is conducted through the 

utilization of Mean Squared Error (MSE) and the R 

value, resulting in the attainment of minimum MSE 

values for all six ML models. The findings indicate that 

the ML approach has immense potential for the accurate 

prediction of performance. The optimal Gradient 

Boosting Regression (GBR) model exhibits 

commendable performance on both the training and 

testing sets. The achievement of a low MSE and high R 

value between the predicted CCP values and the 

experimental results on both the training and testing sets 

signifies that the optimal GBR model outperforms the 

other five models in terms of accurate prediction. 

(8) Sensitivity analysis has demonstrated that the 

variables, such as Superplasticizer, Cement, Water, and 

Age (day), exert a substantial influence on compressive 

strength, subsequently followed by the pozzolan 

material. The variable displaying the lowest sensitivity is 

fine aggregate, along with coarse aggregate. 

The article serves as a basic framework for the proper 

utilization of C& D waste for the development of 

sustainable concrete which solves environmental issues. 

With the methodology adopted here, minimum paste and 

maximum packing density concept will be an answer for 

reduced carbon footprint in the days to come. 

 

Limitations: The article emphasizes the advantageous 

utilization of concrete based on RFA (Recycled Fine 

Aggregate) through the application of a unique mix 

proportioning technique. This technique allows for a 50% 

replacement of RFA in the concrete, resulting in 

enhanced performance when combined with the 

inclusion of mineral admixtures. Subsequent research 

endeavors should explore the potential contributions and 

efficiencies of alternative cementitious binders when 

employing RFA concrete. Also, cost effectiveness of this 

novel mixing method should also be explored in future 

studies. 

Our study can be utilized as a fundamental framework for 

furthering the implementation of RCA in the process of 

preparing concrete for the purpose of sustainable 

construction. 

 

Future Research 

The authors acknowledge the significance of additional 

investigation pertaining to the topic in order to establish 

a logical framework for specifying recycled aggregate 

and concrete. To enumerate a handful of prospective 

domains, there exists a necessity to formulate procedures 

for designing concrete mixtures, analyze recycled 

concrete at the micro-structural level, and scrutinize the 

enduring capacity of said concrete, especially in arduous 

surroundings. 
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Persian Abstract 
 چکیده 

استفاده از  زمینه خاص،  صنعت ساخت و ساز در درجه اول مسئول کاهش منابع طبیعی و برهم زدن تعادل زیست محیطی به دلیل فعالیت های غیرقانونی معدن است. در این  

به دست می آید خود را به عنوان یک راه حل مناسب نشان می دهد. روش مرسوم تناسب  (D&C)   که از ضایعات ساخت و ساز و تخریب    (RFA)سنگدانه های ریز بازیافتی

بازیافت زباله  در بتن در این مورد قابل اجرا نیست. نوآوری اصلی تحقیقات ما در تحقق یکی از اصول اقتصاد دایره ای، یعنی کاهش انتشار کربن، از طریق  RFAمخلوط برای 

کثر چگالی بسته بندی و تئوری خمیر  های بتن جمع آوری شده محلی است. برای مقابله با این موضوع، یک رویکرد جدید نسبت مخلوط سه گانه با استفاده از مفاهیم حدا

ارزیابی   تازه و سخت شده  تازه فرمولهشد و خصوصیات ریزساختاری برای مخلوطحداقل توسعه داده شده است. خواص  ترکیبی  با سنگدانه   RFAشده حاوی  های  های 

  44/35درصد جایگزینی افزایش می یابد و  50درصد برای  69/21درصد و   25درصد برای   04/5سازی شده انجام شد. مقاومت فشاری بتن با سنگدانه های ریز بازیافتی بهینه

یابد. . یافته ها نشان می دهد که جایگزینی    روز با استفاده از رویکرد اختلاط سه گانه کاهش می   28درصد در مقایسه با بتن کنترل شده در سن    100درصد برای جایگزینی  

درصد به دلیل وجود ملات چسبیده در   100مقدار بهینه است، زیرا جایگزینی بیشتر منجر به کاهش مقاومت فشاری، به ویژه در جایگزینی    RFAدرصد ماسه با    50تقریباً  

RFA  می شود. در این مطالعه، ارزیابی عملکرد بتنRFA   با مقایسه شش مدل رگرسیونML .انجام شده و تحلیل حساسیت برای ارزیابی عملکرد متغیر انجام شد 

https://doi.org/10.1016/j.jclepro.2018.07.164
https://doi.org/10.1016/j.conbuildmat.2021.125021
https://doi.org/10.1016/j.conbuildmat.2020.119889
https://doi.org/10.3390/ma14154068
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Appendix 
 

 

 
Figure A.1. Experimental procedure to determine particle packing density [33] 
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A B S T R A C T  
 

 

The Flash Ironmaking Technology (FIT) utilizing methane (CH4) and air blast (containing 21% oxygen) 

has been exclusively simulated and calculated for the Chadormalu Mining and Industrial Company 
(CMIC). The obtained results based on thermodynamic simulation and heat and material balance 

calculations of the FIT have revealed that a total rate of 70.405 tons/h preheated CH4 is required for the 

annual production of one million tons of hot metal with 95% metallization. 47% of the methane acts as 
a reducing agent, and the rest burns with 764.489 tons/h preheated air blast (including 20% excess) to 

provide 1078 GJ/h energy for running the process at 1600 ˚C (1873 K). Accordingly, 193.134 tons/h 

carbon dioxide (CO2) is emitted through the process, equivalent to 1.550 tons for every ton of produced 
hot metal. It indicates that the simulated FIT is eco-friendlier than the blast furnace and coal-based direct 

reduction ironmaking processes while eliminating coke-making, pelletization or gas-reforming units. 

doi: 10.5829/ije.2024.37.05b.17 
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1. INTRODUCTION1 
 
Crude steel is the most consuming construction material, 

with a worldwide production of 1885 million tons in 

2022 (1). Despite the development of different 

ironmaking technologies, the blast furnace is still the 
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most dominant, supplying about 75% of the world’s iron 

(2). The rest includes direct reduction processes, 

categorized into gas- and coal-based types (3). In 2022, 

over 127 million tons of direct reduced iron (DRI) were 

produced all over the world, about 70% of them via gas-

based reduction processes, such as MIDREX (57.8%) 
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and HYL/Energiron (12.1%). Rotary kiln and PERED 

are coal-based processes that accounted for 27.9% and 

2.2% of the total DRI production, respectively (4). 

The blast furnace benefits from coke, reducing 

agents’ supplier and fuel for achieving high 

temperatures. Despite its dominance, ironmaking via the 

blast furnace method has many drawbacks. The process 

is strongly dependent on good quality coke, which its 

short supply has made it expensive all around the world. 

Establishing a coke oven and pelletization/sintering 

plants are also required for blast furnace ironmaking (5-

8). On the other hand, various technologies developed for 

DRI production utilize lower-temperature operations (9, 

10). These processes, however, suffer from some 

technical and operational problems. Freshly produced 

DRI is highly reactive and extremely susceptible to 

oxidation in the ambient atmosphere. Hence, its handling 

and storage are always a great concern of direct reduction 

plants (11, 12). Unintentional sticking and agglomeration 

of iron ore pellets during reduction, mainly due to 

building up of low melting eutectic phase and partial 

sintering, disturbs the continuous operation (13, 14). The 

employed aluminosilicate refractories are vulnerable to 

destruction by steam, H2, and CO attack, and carbon 

deposition in the liner pores (15). Furthermore, emissions 

of carbon oxides from all discussed ironmaking 

processes are significant, which leads to serious 

environmental problems, primarily global warming (16-

19). Considering the technical shortcomings of current 

methods and global environmental issues, more energy-

efficient and eco-friendly ironmaking technologies need 

to be developed. 

A novel flash ironmaking technology (FIT) has 

recently been developed, similar to the copper flash 

smelting processes (20). FIT is based on directly 

reducing iron oxide concentrate by a gaseous reducing 

agent (such as hydrogen or natural gas) through a gas-

solid suspension reaction (21-23). As schematically 

depicted in Figure 1, fine iron oxide concentrate and flux 

particles are sprinkled into the flash ironmaking reactor 

with preheated feed gas and oxygen. A part of the feed 

gas burns with oxygen to sustain the reactor temperature 

of 1500-1600 ˚C (1773-1873 K). The rest reduces input 

iron oxides in the presence of flux, producing molten iron 

(hot metal) and fused slag of oxide constituents. They are 

given enough time to undergo a gravitic separation 

among the settlement region. Moreover, hot off-gas 

(containing H2, H2O, CO, and CO2) is directed toward the 

heat exchanger to preheat the feed gas (24-26). 

The novel FIT directly utilizes the fine particles of 

iron oxide concentrate (<100 µm) without further 

treatment, resulting in very high reaction rates. Hence, 

high metallization degrees can be achieved within a few 

seconds of the residence time (27-29). The process is 

flexible with a wide variety of gaseous reducing agents, 

including natural gas (23, 24), hydrogen (H2) (27-30), 

carbon monoxide (CO) (31-33), methane (CH4) (34) or 

their mixture. Although pure oxygen or oxygen-enriched 

air is regularly used for fuel combustion to reduce 

emissions (24, 34), the process can utilize air blast 

instead, which is more economical. In addition, highly 

problematic coke-making, pelletization/sintering, and 

gas-reforming units would be eliminated (24-26). A 

typical FIT process is reported to emit less than 0.98 tons 

of CO2 and consumes about 8.68 GJ energy for every ton 

of hot metal produced, which are believed to be, 

respectively, about 39% and 32% lower than the average 

amounts corresponding to the conventional blast furnace 

ironmaking process (24). 

This study aims to implement a thermodynamic 

simulation of the FIT exclusively for iron oxide 

concentrate produced by the Chadormalu Mining and 

Industrial Company (CMIC), known as one of the 

leading suppliers of iron oxide concentrate in Iran and the 

Middle East (35). First, the process progression is 

predicted and discussed according to the simulated 

equilibrium compositions for the increasinginput rate of 

methane as the only reducing agent. The rates of fuel and 

air blast (containing 21% oxygen, as a new option for fuel 

combustion in the FIT) are calculated based on the heat 

and material balances for achieving 95% metallization. 

Furthermore, the process emissions are calculated and 

compared with those of the conventional ironmaking 

processes. 

 

 

2. METHODOLOGY 
 
The FIT thermodynamic simulation and relevant 

calculations were performed based on the annual 

production of one million tons of hot metal. The chemical 

composition of the Chadormalu iron oxide concentrate 

and the intended flux are presented in Tables 1 and 2, 

respectively. The iron content of concentrate, coupled 

with 320 days of operation, resulted in its input rate of190 

tons/h. Furthermore, the input rate of flux was considered 

one-twenty-fifth of the concentrate rate (i.e., 7.6 tons/h). 

 

 

 
Figure 1. A schematic representation of the flash 

ironmaking technology (FIT) 



1014                      F. Firouzi and S. K. Sadrnezhaad / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   1012-1021 

 

TABLE 1. Chemical composition of the Chadormalu iron 

oxide concentrate (36) 

Component Content (wt.%) 

Fe3O4 72.1 

Fe2O3 24.1 

SiO2 2.60 

CaO 0.45 

Al2O3 0.40 

MgO 0.35 

 

 
TABLE 2. Chemical composition of the flux 

Component Content (wt.%) 

MgO 72.1 

CaO 24.1 

SiO2 2.60 

 

 

This study benefitted the HSC Chemistry 6.0 

software for performing all thermodynamic simulations 

and relevant calculations based on the heat and material 

balances. The “Equilibrium Compositions” module was 

utilized to simulate the process by calculating the 

equilibrium value of compounds at a specific condition. 

First, the chemical system was defined by introducing the 

substances and potentially stable phases to be considered 

in the “Species” sheet calculations. The amounts of raw 

materials were inserted based on previously mentioned 

input rates and chemical compositions. Since 

investigating the role of methane in the FIT was desired, 

an initial input amount of 1E-16 Mmol (actually zero) 

and an incremental step of 0.015 Mmol were selected for 

this compound. At last, the equilibrium temperature of 

1600 ˚C (1873 K), the total pressure of 1 bar (100 kPa), 

and 250 steps were applied in the “Options” sheet. It is 

worth mentioning that the temperature of raw materials 

did not affect the final equilibrium conditions. 

In the next step, heat and material balances were 

performed to calculate the required amount of methane, 

air blast, and process emissions using the corresponding 

module. For this purpose, after selecting the intended 

equilibrium among 250 previously calculated ones, its 

corresponding initial value of reactants and equilibrium 

value of products (including unreacted reactants) were 

transferred to IN1 and OUT1 sheets of the “Heat and 

Material Balances” module, respectively. All input 

streams were at room temperature 25 ˚C (298 K), except 

the feed gas (methane) and air blast. Similar to previous 

works, these streams were justifiably set to be preheated 

to 900 ˚C (1173 K) by passing through a heat exchanger 

(21, 24). The temperature of all output streams would be 

1600 ˚C (1873 K), i.e., the process temperature. 

Moreover, a heat loss rate of 116 GJ/h was selected, 

according to the evident data given in the literature (24). 

It is noteworthy to mention that previous calculations 

did not consider the constituents involved in fuel 

combustion. Thus, the amount of methane required for 

heat generation in the process and the combustion 

products were related to the molar value of air blast 

(containing 21% O2 and 79% N2) to satisfy the material 

balance. Excess air blast was also considered in 

calculations to ensure complete fuel combustion. The 

input value of the blast’s oxygen was the independent 

parameter that the module iterations would finally 

determine it to achieve the heat balance. 

 

 

3. RESULTS AND DISCUSSION 
 

3. 1. Process Progression       Figure 2 represents 

different molar equilibrium compositions for the 

increasing rate of CH4. Every set of points located on an 

imaginary vertical line represents an individual 

equilibrium for a specific input rate of CH4. Therefore, 

the reduction progression can be described by putting 

together all 250 different equilibriums based on an 

operation time of one hour. Partial reductions start with 

converting hematite (Fe2O3) and magnetite (Fe3O4) in the 

feedstock to their relevant lower oxides. Therefore, the 

equilibrium value of Fe2O3 decreases continuously. 

However, simultaneous production and reduction of 

Fe3O4 result in a slight increase in its equilibrium value, 

followed by a descending trend. 

Afterward, the equilibrium value of wustite (FeO) 

rises steeply, reaching a maximum of 2.135 Mmol for 

0.390 Mmol of input CH4. For this input amount of CH4, 

metallic iron starts to be produced, and its equilibrium 

value gradually increases at the expense of FeO 

 

 

 
Figure 2. Different equilibrium compositions of the FIT for 

the increasing rate of methane at 1600 ˚C (1873 K). Each 

graph is obtained by putting together the results of 250 

different equilibriums. 
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diminishing. Finally, the equilibrium value of molten 

iron reaches its maximum amount of 2.348 Mmol by 

completing FeO reduction (for 3.450 Mmol of input 

CH4). Flux or other oxide constituents in concentrate 

(i.e., CaO, SiO2, MgO, and Al2O3) do not affect the 

equilibrium processes. They are heated to the operating 

temperature and form a fused slag. Thus, their different 

contents in various operating units do not affect the 

discussed process progression. 

It is also worth spending a few sentences on gaseous 

constituents to cognize the process better. Production of 

carbon oxides and water vapor through the process can 

be attributed to the reduction of iron oxides by the carbon 

and hydrogen contents of methane, respectively. A 

continuous increase in the equilibrium value of CO 

indicates that the carbon content of methane is 

thoroughly involved in all partial reductions, according 

to Reactions 1 to 4. This proposition is confirmed by 

considering negligible equilibrium values of CO2 and 

stable carbon throughout the process, together with stable 

carbon (soot) formation for keeping methane feeding 

after the completion of reductions. 

3CH4(g) → 3C + 6H2(g) (1) 

Fe2O3 + 1/3C → 2/3Fe3O4 + 1/3CO(g) (2) 

2/3Fe3O4 + 2/3C → 2FeO + 2/3CO(g) (3) 

2FeO + 2C → 2Fe + 2CO(g) (4) 

On the other hand, partial reductions by the hydrogen 

content of methane (produced through Reaction 1) occur 

according to Reactions 5 to 7. The variation trend of 

equilibrium H2O reveals that for an increasing amount of 

input methane, the contribution of hydrogen in partial 

reductions increases gradually, reaching its maximum for 

1.575 Mmol CH4. Further increase in the input amount of 

methane gradually decreases the contribution of 

hydrogen in the reduction process. 

Fe2O3 + 1/3H2(g) → 2/3Fe3O4 + 1/3H2O(g) (5) 

2/3Fe3O4 + 2/3H2(g) → 2FeO + 2/3H2O(g) (6) 

2FeO + 2H2(g) → 2Fe + 2H2O(g) (7) 

Besides using fine particles of concentrate, the 

hydrogen contribution in reductions is another reason for 

high reaction rates in the FIT because it is well-known 

that iron oxide reduction by hydrogen is more favorable 

than by CO from thermodynamics and kinetics 

viewpoints. Unlike CO, hydrogen reduction of iron 

oxides are more endothermic and thermodynamically 

proceeds more efficiently at higher temperatures (37). On 

the other hand, smaller atomic size of hydrogen and 

higher diffusivity make H2 a faster reducing agent 

comparing to CO (38). Hydrogen participation in partial 

reductions also improves the process eco-friendliness 

through decreasing methane consumption, which lowers 

the subsequent carbon oxide emissions (27-30, 39).  
 

3. 2. Heat and Material Balances        The results of 

heat and material balances of the FIT are utilized for 

calculating the required feed gas, air blast, and carbon 

oxides emissions. For this purpose, the equilibrium 

representing 95% metallization for 2.07 Mmol/h of input 

CH4 is selected among the others. As the “Equilibrium 

Compositions” module calculates the thermodynamic 

equilibrium condition, the calculated rate of input CH4 is 

just the theoretical one needed for achieving the 

equilibrium. In such a case, the preliminary results (refer 

to supplementary Table S1) indicate that the lack of 1078 

GJ/h energy (8.65 GJ per ton of hot metal) disturbs the 

heat balance of the process. Therefore, a further CH4 is  

also needed as fuel to burn with air blast for heat 

generation through complete or incomplete combustion 

(Reactions 8 or 9, respectively). Complete fuel 

combustion through Reaction 9 can be achieved by 

introducing excess air blast. The fuel combustion may be 

considered an individual unit process rather than being 

coupled with partial reductions to avoid its involved 

gaseous constituents disrupt the equilibrium conditions 

of the primary FIT process. 

CH4(g) + 3/2O2(g) → CO(g) + 2H2O(g) (8) 

CH4(g) + 2O2(g) → CO2(g) + 2H2O(g) (9) 

Table 3 represents the final results of heat and material 

balance calculations (also refer to supplementary Table 

S2 for complementary information). According to the  
 

 

TABLE 3. The results of heat and material balances 

Stream 
T 

(˚C) 
Species 

Ratea 

(tons/h) 

Rate 

(Mmol/h) 

Enthalpyb 

(GJ/h) 

Iron 

oxide 
concentr

ate 

(Input) 

25 

Fe3O4 136.990 0.592 -659.99 

Fe2O3 45.790 0.287 -235.99 

SiO2 4.940 0.082 -74.89 

CaO 0.855 0.015 -9.68 

Al2O3 0.760 0.007 -12.49 

MgO 0.665 0.016 -9.93 

Flux 

(Input) 
25 

CaO 6.840 0.122 -77.44 

MgO 0.532 0.013 -7.94 

SiO2 0.228 0.004 -3.46 

Feed 
gas 

(Input) 
900 CH4(g) 70.405 4.389 -98.68 

Air blast 

(Input) 
900 

O2(g) 178.063 5.564 160.32 

N2(g) 586.426 20.934 569.48 

Hot 

metal 

(Output) 

1600 Fe 124.629 2.232 168.19 
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Slag 

(Output) 
1600 

FeO 8.354 0.116 -17.31 

CaO 7.695 0.137 -76.04 

SiO2 5.168 0.086 -68.84 

MgO 1.197 0.030 -15.51 

Al2O3 0.760 0.007 -11.06 

Fe3O4 0.037 0.000 -0.11 

Fe2O3 0.005 0.000 -0.02 

Off-gas 1600 

CO2(g) 107.769 2.449 -758.32 

CO(g) 54.323 1.939 -113.23 

H2O(g) 99.938 5.547 -971.92 

H2(g) 6.511 3.230 157.06 

O2(g) 29.677 0.927 50.48 

N2(g) 586.426 20.934 1079.94 

CH4(g) 0.000 0.000 0.00 

C (Soot) 0.006 0.001 0.02 

Heat loss – – – 116.00 

a This column is used for material balance. 
b This column is used for heat balance. Each given enthalpy contains 
the heat of formation reaction and the required energy for heating up 

the compound from 298 K to the specified temperature as well as the 

values of the latent enthalpies (for possible phase transformations). 
 

 

results, running the FIT for the Chadormalu iron oxide 

concentrate at defined operating conditions consumes  

70.405 tons/h CH4: 47% for iron oxide reductions, and 

53% as fuel to provide the mentioned energy required to 

sustain the system temperature of 1600 ˚C (1873 K) 

(refer to electronic supplementary material). 

Accordingly, 764.489 tons/h air blast including 20% 

excess (178.063 tons/h O2 + 586.426 tons/h N2) is 

required for complete fuel combustion. Complementary 

data on different percentages of excess air blast are also 

presented in supplementary Figure S1. 

From the environmental viewpoint, 107.769 tons/h CO2 

and 54.323 tons/h CO are emitted through the simulated 

FIT. As all CO would eventually be oxidized to CO2, the 

process overally emits 193.134 tons/h CO2. Accordingly, 

this emission rate accounts for 1.550 tons of CO2 per ton 

of hot metal (refer to electronic supplementary material), 

which implies that the simulated FIT can be categorized 

among the eco-friendly ironmaking processes. The 

calculated rate is lower than that of the blast furnace 

(about 1.700 tons of CO2 per ton of hot metal) (38) and 

coal-based direct reduction ironmaking techniques such 

as rotary kiln (1.391 to 1.880 tons of CO2 per ton of DRI) 

and coal gasifier (1.566 to 1.969 tons of CO2 per ton of 

DRI) ones (39). This superiority can be generally 

attributed to the heat generation capacity of carbon (coal 

or coke) and methane. As Reactions 10 and 11 represent, 

combustion of each mole of carbon and CH4 generates 

396.2 and 808.9 kJ heat at the operational temperature of 

1600 ˚C (1873 K), respectively. Therefore, elevating the 

temperature of constituents consumes less carbon in the 

form of CH4, and consequently, less amount of carbon 

oxide is generated. 

C + O2(g) → CO2(g) 

ΔH˚1873 = -396.5 kJ/mol 
(10) 

CH4(g) + 2O2(g) → CO2(g) + 2H2O(g) 

ΔH˚1873 = -810.1 kJ/mol 
(11) 

The CO2 emission of the simulated FIT is only higher 

than that of the gas-based direct reduction ironmaking 

techniques emitting 0.815 to 1.160 tons of CO2 per ton of 

DRI for the natural gas reformer DRI process (39). 

However, one should consider the final product of the 

FIT (molten iron) in return for the solid sponge iron 

produced by various direct reduction processes which 

should be further melted by the electric arc furnaces for 

steelmaking. FIT also eliminates pelletization/sintering 

and gas-reforming required for DRI production. It is 

noteworthy that the total CO2 emission of the intended 

FIT can be further reduced by substituting the air blast 

(containing 21% oxygen) with oxygen-enriched air. The 

more the oxygen content of the air blast is, the eco-

friendlier the process would be. Accordingly, the CO2 

emission is reduced to 1.286 tons per ton of hot metal for 

using pure oxygen in the process (refer to supplementary 

Table S3). Energy saving strategies such as waste heat 

recovery and export gases for power generation can 

further improve the pollution index of the process. 
 
 

4. CONCLUSIONS 
 
The FIT has been simulated for iron production from the 

Chadormalu iron oxide concentrate by methane and air 

blast (containing 21% oxygen). The process eliminates 

coke-making, pelletization, and gas-reforming units. 

Based on heat and material balance calculations, 70.405 

tons/h CH4 and 764.489 tons/h air blast (including 20% 

excess) are required for the annual production of one 

million tons of hot metal with 95% metallization. 

Accordingly, methane plays a dual role: 47% as a 

reducing agent and 53% as fuel to sustain the reactor 

temperature of 1600 ˚C (1873 K). Furthermore, 193.134 

tons/h CO2 is emitted, and 1078 GJ/h energy is supplied. 

The values are equivalent to 1.550 tons of CO2 and 8.65 

GJ energy per ton of hot metal, respectively. Utilizing 

pure oxygen or oxygen-enriched air blast further 

improves the pollution index of the simulated FIT and 

puts it among eco-friendly ironmaking processes. 
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Persian Abstract 

 چکیده 
شده  و محاسبه  سازیشبیهچادرملو  شرکت معدنی و صنعتیطور اختصاصی برای اکسیژن( به %21آوری فلش با استفاده از گاز متان و هوا )حاوی روش فنرآیند تولید آهن بهف

گرم برای متان پیش  tons/h  405/70دهد که در مجموع  نشان میفلش  فرآیند    سازی ترمودینامیکی و محاسبات مربوط به موازنه جرم و انرژیشبیه  بر اساسنتایج حاصل  است.  

هوای    tons/h  489/764عنوان عامل احیاء اکسیدهای آهن عمل کرده و مابقی با  از این مقدار متان به  %47مورد نیاز است.  احیاء    %95با  تولید سالانه یک میلیون تن آهن خام  

 tons/h  134/193را تأمین کند. در همین راستا،    C  1600˚انرژی مورد نیاز برای اجرای عملیات در دمای    GJ/h  1078سوزد تا  مقدار اضافی( می   %20گرم )با احتساب  پیش

شده، از لحاظ آلایندگی سازیدهد که فرآیند فلشِ شبیه تن به ازای تولید هر تن آهن خام است. این امر نشان می   550/1یابد که معادل  اکسید کربن طی فرآیند انتشار می دی

نیاز به    تولید آهن است  پایه زغال برایبر  و احیاء مستقیم  کوره بلند    هایروش تر از  محیطی، پاکیزه زیست سازی یا سازی، گندلهکک  واحدهایاستفاده از  که در عین حال، 

 اید. نمرا برطرف می  ریفرمینگ گاز
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Supplementary Material 

 

NOTE: Original data files of mechanistic study and heat and material balances (MECHANISM.IGI and H&M.BAL) are also included 

in the ZIP Electronic Supplementary Materials. Use HSC CHEMISTRY version 6.0 or later for using them. 

 

 

TABLE S1. The results of heat and material balances by ignoring the fuel combustion process 

Type Stream Temperature (˚C) Species Rate (tons/h) Rate (Mmol/h) Enthalpy* (GJ/h) 

In
p
u

t 

Iron oxide 

concentrate 
25 

Fe3O4 136.990 0.592 -659.99 

Fe2O3 45.790 0.287 -235.99 

SiO2 4.940 0.082 -74.89 

CaO 0.855 0.015 -9.68 

Al2O3 0.760 0.007 -12.49 

MgO 0.665 0.016 -9.93 

Flux 25 

CaO 6.840 0.122 -77.44 

MgO 0.532 0.013 -7.94 

SiO2 0.228 0.004 -3.46 

Feed gas 900 CH4(g) 33.208 2.070 -46.54 

Total 230.808 3.208 -1138.35 

O
u

tp
u
t 

Hot metal 1600 Fe 124.629 2.232 168.19 

Slag 1600 

FeO 8.354 0.116 -17.31 

CaO 7.695 0.137 -76.04 

SiO2 5.168 0.086 -68.84 

MgO 1.197 0.030 -15.51 

Al2O3 0.760 0.007 -11.06 

Fe3O4 0.037 0.000 -0.11 

Fe2O3 0.005 0.000 -0.02 

Off-gas 1600 

CO2(g) 5.727 0.130 -40.30 

CO(g) 54.323 1.939 -113.23 

H2O(g) 16.397 0.910 -159.47 

H2(g) 6.511 3.230 157.06 

CH4(g) 0.000 0.000 0.00 

C (Soot) 0.006 0.001 0.02 

Heat loss 116.00 

Total 230.808 8.818 -60.62 

Balance = TotalOutput – TotalInput 0.000 5.610 1077.73 

 

 

 

TABLE S2. Complementary results of heat and material balances 

Type Stream Temperature (˚C) Rate (tons/h) Enthalpy* (GJ/h) 

Input 

Concentrate 25 190.000 -1002.96 

Flux 25 7.600 -88.84 

Feed gas 900 70.405 -98.68 

Air blast 900 764.490 729.79 

Total 1032.495 -460.67 
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Output 

Hot metal 1600 124.629 168.19 

Slag 1600 23.216 -188.88 

Off-gas 1600 884.650 -555.98 

Heat loss 116.00 

Total 1032.495 -460.67 

Balance = TotalOutput – TotalInput 0.000 0.00 

 

 

TABLE S3. The results of heat and material balances for using pure oxygen 

Type Stream Temperature (˚C) Species Rate (tons/h) Rate (Mmol/h) Enthalpy* (GJ/h) 

In
p
u

t 

Iron oxide 

concentrate 
25 

Fe3O4 136.990 0.592 -659.99 

Fe2O3 45.790 0.287 -235.99 

SiO2 4.940 0.082 -74.89 

CaO 0.855 0.015 -9.68 

Al2O3 0.760 0.007 -12.49 

MgO 0.665 0.016 -9.93 

Flux 25 

CaO 6.840 0.122 -77.44 

MgO 0.532 0.013 -7.94 

SiO2 0.228 0.004 -3.46 

Feed gas 900 CH4(g) 58.449 3.643 -81.92 

Pure oxygen 900 O2(g) 120.832 3.776 108.79 

Total 376.881 8.557 -1064.94 

O
u

tp
u
t 

Hot metal 1600 Fe 124.629 2.232 168.19 

Slag 1600 

FeO 8.354 0.116 -17.31 

CaO 7.695 0.137 -76.04 

SiO2 5.168 0.086 -68.84 

MgO 1.197 0.030 -15.51 

Al2O3 0.760 0.007 -11.06 

Fe3O4 0.037 0.000 -0.11 

Fe2O3 0.005 0.000 -0.02 

Off-gas 1600 

CO2(g) 74.971 1.704 -527.54 

CO(g) 54.323 1.939 -113.23 

H2O(g) 73.087 4.057 -710.79 

H2(g) 6.511 3.230 157.06 

O2(g) 20.138 0.629 34.24 

CH4(g) 0.000 0.000 0.00 

C (Soot) 0.006 0.001 0.02 

Heat loss 116.00 

Total 376.881 14.168 -1064.94 

Balance = TotalOutput – TotalInput 0.000 5.611 0.00 
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Figure S1. Effect of excess air blast on total input rate of methane (squares) and contribution of methane as fuel (circles) 

 

 

Clarification of calculations (based on final heat and material balances): 

• The degree of metallization Fe (produced)

Fe (max)

n 2.232
100 95%

n 2.348
= =  =  

• The methane’s contribution as reducing agent 4

4

CH (reducing agent)

CH (total)

n 2.07
100 47%

n 4.389
= =  =  

• The methane’s contribution as fuel 
4

4

CH (fuel)

CH (total)

n 4.389 2.07
100 53%

n 4.389

−
= =  =

 

• Energy for every ton of hot metal 
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total energy 1078
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• CO2 emission for every ton of hot metal 

2
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CO CO
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A B S T R A C T  
 

 

Drone semantic segmentation is a challenging task in computer vision, mainly due to inherent 
complexities associated with aerial imagery. This paper presents a comprehensive methodology for 

drone semantic segmentation and evaluates its performance using the ICG dataset. The proposed 

method leverages hierarchical multi-scale feature extraction and efficient channel-based attention 
Atrous Spatial Pyramid Pooling (ASPP) to address the unique challenges encountered in this domain. 

In this study, the performance of the proposed method is compared to several state-of-the-art models. 

The findings of this research highlight the effectiveness of the proposed method in tackling the 
challenges of drone semantic segmentation. The outcomes demonstrate its superiority over the state-of-

the-art models, showcasing its potential for accurate and efficient segmentation of aerial imagery. The 

results contribute to the advancement of drone-based applications, such as surveillance, object 
tracking, and environmental monitoring, where precise semantic segmentation is crucial. The obtained 

experimental results demonstrate that the proposed method outperforms these existing approaches 

regarding Dice, mIOU, and accuracy metrics. Specifically, the proposed method achieves an 
impressive performance with Dice, mIOU, and accuracy scores of 86.51%, 76.23%, and 91.74%, 

respectively. 

doi: 10.5829/ije.2024.37.05b.18 
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Semantic Segmentation of Aerial Imagery: A Novel Approach Leveraging Hierarchical Multi-Scale Features and Channel-Based Attention for Drone Applications 

Drone semantic segmentation is a challenging task in computer vision, mainly due to the inherent complexities associated with  

aerial imagery. This paper presents a comprehensive methodology for drone semantic segmentation and evaluates its performance 

using the ICG dataset. The proposed method leverages hierarchical multi-scale feature extraction and efficient channel-based 

attention Atrous Spatial Pyramid Pooling (ASPP) to address the unique challenges encountered in this domain. In this study, the 

performance of the proposed method is compared to several state-of-the-art models. 

The findings of this research highlight the 

effectiveness of the proposed method in tackling the 

challenges of drone semantic segmentation. The 

outcomes demonstrate its superiority over the state-of-

the-art models, showcasing its potential for accurate 

and efficient segmentation of aerial imagery. The 

results contribute to the advancement of drone-based 

applications, such as surveillance, object tracking, and 

environmental monitoring, where precise semantic 

segmentation is crucial. The obtained experimental 

results demonstrate that the proposed method 

outperforms these existing approaches regarding Dice, 

mIOU, and accuracy metrics. Specifically, the 

proposed method achieves an impressive performance 

with Dice, mIOU, and accuracy scores of 86.51%, 

76.23%, and 91.74%, respectively.
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NOMENCLATURE 

𝑥(𝑖, 𝑗) Input feature map C1  
the weight of the first and second convolutions with 
kernel size 1 

H Height of the feature maps 𝑇𝑃 True positive  

𝑊 Width of the feature maps FN  False-negative  

IoU Intersection over Union FP   False  positive  

δ  ReLU activation function σ  Sigmoid activation function 

 
1. INTRODUCTION 
 

Deep learning has emerged as a powerful technique in 

various domains, and it plays a crucial role in enabling 

drones to understand and accurately interpret their 

surroundings [1]. Semantic segmentation, a critical 

application, involves classifying objects or regions at 

the pixel level in drone images, enabling tasks such as 

aerial surveillance, infrastructure inspection, and 

precision agriculture(1). However, achieving accurate 

and reliable semantic segmentation for drone imagery 

poses significant challenges due to its unique 

characteristics (2),(3). The rapid advancement of drone 

technology has revolutionized industries by offering 

unprecedented capabilities for data acquisition and 

analysis (4). Drones, equipped with high-resolution 

cameras, provide a comprehensive aerial viewpoint, 

capturing valuable information that can be extracted 

through semantic segmentation. (5). This enables drones 

to make informed decisions based on their 

environmental understanding (6),(7). However, drone 

semantic segmentation encounters several challenges 

that musttion be addressed to achieve accurate results 

(8). The first challenge lies in the variability of scale 

and perspective inherent in aerial imagery. Objects of 

interest in drone images exhibit variations in distance, 

size, and orientation, making accurate segmentation 

challenging. Additionally, complex backgrounds often 

present in drone images, such as buildings, trees, and 

other objects, introduce occlusions and ambiguities in 

object boundaries, which further complicates the precise 

delineation from the surroundings. (9). The lack of 

readily available large-scale, diverse, and accurately 

annotated datasets poses a significant challenge when it 

comes to training robust semantic segmentation models 

that are specifically designed for drones. This limitation 

results in suboptimal performance and limited 

generalization capability. In this paper, we proposed a 

novel approach to address these challenges in drone 

semantic segmentation. Our method aims to improve the 

accuracy and robustness of semantic segmentation 

results by combining hierarchical multi-scale feature 

extraction with an efficient channel-based attention 

ASPP module. The proposed method contributes 

significantly to the field of drone semantic 

segmentation. Specifically, we introduced a hierarchical 

multi-scale feature extraction module that captures 

features at different scales and levels of granularity, 

enabling our model to handle scale and perspective 

variations prevalent in drone imagery. We also 

incorporated an efficient channel-based attention ASPP 

module that selectively focuses on informative features 

while suppressing irrelevant ones. This attention-based 

approach enhances the discriminative power of the 

model and improves segmentation accuracy. 

Furthermore, we proposed a feature fusion and 

integration step that combines the attention-guided 

features with the hierarchical multi-scale features, 

leveraging their complementary information to further 

enhance segmentation performance. Overall, our 

proposed method addresses the challenges of scale and 

perspective variability, complex backgrounds, and 

limited training data in drone semantic segmentation. 

Combining hierarchical multi-scale feature extraction 

and efficient channel-based attention ASPP provides a 

robust and accurate solution for interpreting drone-

captured scenes.  

In the following sections, we will describe the 

methodology in detail, present experimental results, and 

discuss the significance and implications of our 

findings. We believe these revisions provide a more 

targeted and logical overview of the existing work while 

highlighting the novelty and contributions of our 

approach in drone semantic segmentation. 

 

 

2. LITERATURE REVIEW 
 

During the past decade, deep learning has witnessed 

significant advancements in diverse domains, including 

machine vision (10), object tracking (11), and 

segmentation (12), (13). Deep learning methods have 

revolutionized this field by leveraging their ability to 

automatically learn and extract meaningful 

representations from large-scale datasets (14). In this 

section, we present a thorough review of research 

conducted on semantic segmentation of aerial imagery, 

particularly emphasizing its application in drone-related 

tasks. We examined the methodologies, techniques, and 

approaches utilized in previous studies, with a focus on 

how deep neural networks have been employed to 

achieve accurate semantic segmentation of aerial 

images. This literature review critically analyzes the 

accomplishments, limitations, and advancements in the 

field, laying the foundation for the proposed method. 

Additionally, it identifies the gaps that the present study 

aims to address. Moreover, this study highlights the 

significance of the proposed approach, which utilizes 
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hierarchical multi-scale features and channel-based 

attention. These advancements contribute to pushing the 

boundaries of aerial imagery analysis for drone 

applications. This research aims to advance semantic 

segmentation in aerial imagery by addressing identified 

gaps and introducing novel techniques. The intended 

outcome is an improved understanding and 

interpretation of aerial scenes. As a result, this 

advancement will enhance the capabilities and 

effectiveness of drones in various applications and 

domains such as surveillance, environmental 

monitoring, urban planning, and disaster response. We 

specifically examine the methodologies, techniques, and 

approaches utilized in previous studies, with a focus on 

the advancements made by prominent methods. These 

methods have made significant contributions to the field 

of semantic segmentation and have been widely adopted 

in various computer vision tasks(15).  

FCN revolutionized semantic segmentation with 

end-to-end pixel-wise segmentation, serving as a 

foundational method (16). However, it has limitations in 

capturing fine details and object boundaries in aerial 

imagery (17). UNet introduced an encoder-decoder 

structure with skip connections and brought 

groundbreaking advancements in medical imaging (18). 

Nevertheless, it's important to note that the symmetric 

pathways in question may not fully cater to scale 

variations. This observation suggests that further 

considerations may be required to address the issue 

effectively. UNet++ was developed as an enhancement 

to UNet, incorporating nested skip and dense 

connections to improve segmentation accuracy. 

However, the increased complexity of UNet++ limit its 

feasibility in resource-constrained drone applications 

(19). DeepLab effectively addresses the challenge of 

capturing global and local contextual information using 

atrous/dilated convolutions and multi-scale contextual 

information (20). It dramatically improves segmentation 

accuracy, especially for objects of different scales and 

complex backgrounds. However, the reliance on dense 

dilated convolutions in DeepLab increases memory 

consumption and inference times, potentially 

introducing artefacts in segmentation masks. Lin et al. 

(21) utilize a feature pyramid network (FPN) for multi-

scale object detection and segmentation, capturing local 

and global context. A limitation of this approach is its 

reliance on predefined anchor scales, which may 

encounter difficulties in handling diverse scale 

variations present in aerial imagery. 

The PSPNet method, proposed by Zhao et al. (22) 

employs spatial pyramid pooling and dilated 

convolutions to capture contextual information at 

different scales in drone imagery. It utilizes a CNN 

backbone, like ResNet or VGG, to extract feature maps, 

followed by pyramid pooling modules. However, the 

pooling operations in PSPNet can cause information 

loss and reduced spatial resolution, leading to 

difficulties in accurately segmenting small objects and 

capturing fine details in aerial imagery. 

By leveraging the insights and advancements from 

these methods, we propose a novel approach for 

semantic segmentation of aerial imagery in the context 

of drone applications. Our approach leverages 

hierarchical multi-scale features and channel-based 

attention mechanisms to enhance segmentation accuracy 

and improve the interpretability of aerial scenes. 

Through the integration of these innovative techniques, 

we aim to address the limitations and challenges faced 

in the field and contribute to the advancement of aerial 

imagery analysis for drone applications. 

The following sections of this paper will provide a 

detailed description of our proposed method, including 

the architectural design, training strategies, and 

evaluation metrics. Additionally, we will present 

comprehensive experimental results to demonstrate the 

effectiveness and superiority of our approach compared 

to existing methods. Finally, we will discuss the 

implications of our findings and outline potential future 

research directions in the domain of semantic 

segmentation for drone applications. 

 

 

3. PROPOSED METHOD 
 

This section provides an overview of the methodology 

employed in this paper. We present a high-level 

description of the proposed method and explain its key 

components: hierarchical multi-scale feature extraction 

and efficient channel-based attention ASPP. 

Furthermore, we discuss how these components 

effectively address the challenges encountered in drone 

semantic segmentation. The algorithm is introduced as 

follows: 
Algorithm 1 

1. Input: Drone image I, Ground truth segmentation map GT 

2. Preprocess the input image I 

3. Define the architecture of the proposed model, which includes the 

hierarchical multi-scale feature extraction and the Channel-based 

Attention ASPP module. The model consists of the following 

components: 

• Convolutional layers for feature extraction at different scales. 

• Efficient Channel-based Attention ASPP module for inter-

channel dependencies. 

• Convolutional layers for refinement. 

• Up-sampling layers for restoring the original image size. 

• Softmax or sigmoid activation for obtaining pixel-wise predicted 

probabilities. 

4. Initialize the model parameters. 
5. Define the loss function, in this work as pixel-wise cross-entropy 

loss. 

6. Set the number of training iterations and the learning rate for 
optimization. 

7.  Perform the training loop: 

a. For each iteration: 

• Perform forward propagation through the model: 

• Obtain multi-scale feature maps 
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• Apply the Efficient Channel-based Attention ASPP module to 
the multi-scale feature maps  

• Fuse the multi-scale feature maps to generate a final feature 

representation. 
• Apply convolutional layers and activation functions to refine 

the feature representation. 

• Up-sample the refined feature representation to the original 
image size. 

• Apply softmax activation to obtain pixel-wise predicted 

probabilities P for each class. 

• Calculate the loss L between the predicted probabilities P and the 

ground truth segmentation map GT. 

• Perform backpropagation to compute and update the gradients of 

the model's parameters. 

• Update the model parameters using an optimizer with the defined 

learning rate. 
b. Repeat the training loop for the specified number of iterations. 

8. Evaluate the trained model on validation or test data: 

• Preprocess the validation/test images in the same way as the 

training images. 

• Perform forward propagation through the trained model to 

obtain predicted probabilities for the validation/test images. 

• Evaluate the segmentation performance using metrics such as 

intersection over union (IoU), Dice score and accuracy. 

9. Output: Trained model for drone semantic segmentation. 

 

The proposed method aims to improve the accuracy 

and robustness of drone semantic segmentation by 

combining hierarchical multi-scale feature extraction 

with efficient channel-based attention ASPP. The 

method influences the unique characteristics of aerial 

imagery and addresses the challenges posed by scale 

and perspective variability, complex backgrounds, and 

limited training data. The following explanation 

provides an overview of the components used in the 

proposed method.  

 
3. 1. Hierarchical Multi-scale Feature Extraction            
The hierarchical multi-scale feature extraction 
component captures features at multiple scales and 
levels of granularity (23), (24). It involves extracting 
features from different layers of the network 
architecture, allowing the model to incorporate 
information from various scales. By considering 
features at multiple scales, the model can handle the 
variations in object sizes, orientations, and perspectives 
often presented in drone imagery. This multi-scale 
feature extraction enables the model to capture both 
fine-grained details and global context, leading to 
improved segmentation accuracy. This component 
addresses the challenge of scale and perspective 
variability in drone imagery. The model can adapt to 
variations in object sizes, orientations, and perspectives 
by capturing features at different scales. This allows 
accurate segmentation of objects in aerial scenes, 
regardless of their scale or spatial arrangement. The use 
of multi-scale feature extraction in the model allows for 
the capture of both local details and global context. 
This, in turn, leads to improved segmentation accuracy, 
particularly when dealing with variations in scale. 

In the proposed method, we utilize the ResNet-50 

backbone, which is a widely used convolutional neural 

network architecture known for its effectiveness in 

feature extraction. The hierarchical feature extraction 

process begins with the initial convolutional layer of the 

ResNet-50 backbone, which captures low-level features 

such as edges and textures. These features provide a 

basis for subsequent layers to extract more complex and 

informative features.The ResNet-50 backbone consists 

of several stages, each containing multiple residual 

blocks. The feature extraction layers at different scales 

are determined by the stages and blocks within the 

ResNet-50 architecture. In the ResNet-50 architecture, 

the first stage consists of a single convolutional layer 

that captures low-level features. The subsequent stages, 

each contains a varying number of residual blocks. 

These blocks consist of multiple convolutional layers, 

including bottleneck layers that reduce the spatial 

dimensions and increase the number of channels. The 

hierarchical multi-scale feature extraction process with 

the ResNet-50 backbone enables the capture of both 

local and global information in drone imagery. The 

earlier stages of the ResNet-50 capture local 

information and fine-grained details, which are crucial 

for segmenting small objects or objects with intricate 

textures. These features preserve object boundaries and 

capture local variations effectively. As the network 

progresses through the stages of the ResNet-50, the 

scale of the features increases, incorporating more 

global context. The later stages capture features at 

coarser scales, enabling the model to consider the 

relationships between objects and their surroundings. 

This global context is essential for accurately 

segmenting larger objects and handling complex scenes 

with multiple objects and backgrounds. The hierarchical 

multi-scale feature extraction process provides a 

comprehensive representation of the input scene by 

combining features from different stages of the ResNet-

50 backbone. The model can leverage these multi-scale 

features to make informed decisions during the 

segmentation process, effectively addressing the 

challenges of scale and perspective variability in drone 

imagery. 

 
3. 2. Efficient Channel-based Attention ASPP          
The efficient channel-based attention Atrous Spatial 
Pyramid Pooling (ASPP) component incorporates an 
attention mechanism that selectively focuses on 
informative features while suppressing irrelevant ones. 
This attention-based approach enhances the 
discriminative power of the model by assigning 
attention weights to different channels of the feature 
maps. By emphasizing relevant features and de-
emphasizing less informative ones, the model becomes 
more adept at discriminating objects from complex 
backgrounds and handling occlusions. The efficient 
channel-based attention ASPP enables the model to 
exploit local and global contextual information 
effectively, leading to enhanced segmentation accuracy. 
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A vital advantage of the ASPP module with efficient 
channel attention lies in its ability to model 
interdependencies among different channels of feature 
maps. The channels in feature maps represent various 
aspects or semantic features of objects in the image. 
However, not all channels contribute equally to the 
segmentation task. The incorporation of efficient 
channel attention resolves this issue by dynamically 
adjusting the importance of each channel through 
learned attention weights. By emphasizing informative 
channels and suppressing noise or low-value channels, 
the ASPP module ensures accurate and reliable 
segmentation results. The utilization of channel-level 
attention allows the model to leverage limited training 
data more efficiently, resulting in enhanced 
generalizability. This component tackles the challenges 
of complex backgrounds and limited training data in 
drone semantic segmentation. By applying an attention 
mechanism, the model can selectively focus on 
informative features while suppressing irrelevant ones. 
This attention-based approach aids in discriminating 
objects from complex backgrounds and handling 
occlusions, leading to improved segmentation accuracy. 
During the training process, the attention weights are 
learned through backpropagation, optimizing the model 
to attend to the most informative features for semantic 
segmentation. These weights are adjusted iteratively, 
allowing the module to adaptively focus on relevant 
channels depending on the specific characteristics of the 
input data. The dynamic adjustment of attention weights 
ensures that the module can adapt to different semantic 
segmentation tasks and handle variations in object 
appearance and context. It enables the model to 
effectively capture both local and global information 
while suppressing noise and irrelevant details. Different 
components of the module are explained in the 
following sub-sections. 

 

3. 2. 1. ASPP Module           In CNN architectures, the 

ASPP module plays a crucial role in capturing multi-

scale contextual information w ithin images effectively 

(20), (25). Its fundamental purpose is to aggregate 

features from distinct receptive fields of the CNN's 

convolution kernel, enabling the extraction of 

comprehensive multi-scale information from an image. 

The ASPP module consists of parallel branches that 

apply atrous spatial convolutions to the input image. 

Each branch operates at a specific dilation rate. The 

dilation rate determines the spacing between kernel 

elements, resulting in an expanded receptive field that 

enhances the ability of the model to capture contextual 

details while keeping the computational cost low (26). 

Figure 1 provides a visual illustration of the ASPP 

module, showcasing its architecture and functionality. 

 
3. 2. 2. Efficient Channel-based Attention      The 
attention module can be implemented using techniques 
like squeeze-and-excitation blocks (27), (28). These 

techniques enable the model to learn and adaptively 
adjust the channel-wise attention weights based on the 
input data. Figure 2 illustrates the architecture of the 
Efficient Channel-based Attention module.  

We can formulate the ECA module as follows: Let 

X represent the input feature maps with dimensions 

H×W×C, where H and W are the height and width of 

the feature maps, and C is the number of channels. 

- Compression: Apply GAP to X to obtain a channel 

descriptor z of dimensions 1×1×C: 

𝑧(𝑋) =
1

𝐻×𝑊
∑ ∑ 𝑥(𝑖, 𝑗)𝑊

𝑗=1
𝐻
𝑖=1   (1) 

- Re-weighting: Apply a two-layer convolution with 

kernel size 1 to z to obtain an attention of weights s 

of dimensions 1×1×C: 

𝑠 = 𝐹𝑒𝑥(𝑧, 𝐶1) = 𝛿(𝐶1(𝜎𝐶1(𝑧)))  (2) 

where δ is a ReLU activation function, and C1 is the 

weight of the first and second convolutions with kernel 

size 1, respectively. Besides, σ is a sigmoid activation 

function that scales the 1×1 conv output to the range 

[0,1], ensuring that the weights are positive and sum to 

1. 

- Scaling: Apply the weights s to the original feature 

maps X to obtain the scaled feature maps Y of 

dimensions H×W×C: 

𝑌 = 𝑠 ⊗ 𝑋  (3) 

After performing the element-wise multiplication 
denoted by ⊗, the resulting scaled feature maps, 
 
 

 
Figure 1. The details of the ASPP structure 

 

 

 
Figure 2. The details of the ECA structure  
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represented as Y, are subsequently passed to the next 

layer in the network. Using GAP to extract information 

from each channel of the input feature map, the ECA 

mechanism enabled the model to prioritize important 

features and enhance its overall performance. The 

resulting feature map utilized one-dimensional (1-D) 

convolutional cross-channel interaction instead of 1×1 

convolutions to minimize the computational complexity 

of the model (29). 

 
3. 2. 3. Efficient Channel-based Attention ASPP    
We introduce the Efficient Channel-based Attention 
ASPP (ECA-ASPP) module as an innovative 
component within our proposed method, offering an 
alternative to the concatenation operation utilized in the 
DeepLab architecture. Figure 3 provides a visual 
representation of the various components and operations 
involved within the ECA-ASPP structure. These details 
are crucial for understanding how the architecture 
functions and how it leverages its unique features to 
enhance image analysis. 

Our module focuses on modeling interdependencies 

between channels presented in feature maps, 

dynamically adjusting the importance of each channel 

using attention weights. By employing this attention 

mechanism, we enhance feature representation, resulting 

in improved discriminative power and more accurate 

segmentation. The main advantage of our method is that 

it is able to selectively focus on useful information 

channels while reducing the importance of less relevant 

channels.This selective attention enables the network to 

efficiently utilize features, leading to enhanced 

segmentation performance and improved efficiency 

compared to the traditional concatenation operation. 

By combining hierarchical multi-scale feature 

extraction with the ECA-ASPP, the proposed method 

leverages the complementary strengths of both 

approaches. The multi-scale feature extraction captures 

a wide range of spatial details, while the channel 

attention module enhances the discriminative power of 

the extracted features. This integration aids the model in 

effectively handling the challenges of drone semantic 

segmentation, such as variations in object scales, 

complex backgrounds, and occlusions.  
 

 

 
Figure 3. The details of ECA-ASPP structure 

4. EXPRIMENTAL RESULT 
 
4. 1. Datasets and Data Augmentation            The 

designers of the Semantic Drone Dataset have 

specifically aimed to enhance the safety of autonomous 

drone flight and landing procedures by focusing on a 

semantic understanding of urban scenes. The dataset 

comprises imagery of over 20 houses captured from a 

bird's eye view at heights ranging from 5 to 30 meters 

above the ground.The images were acquired using a 

high-resolution camera with a size of 6000×4000 pixels 

(24 megapixels). The dataset includes pixel-accurate 

annotations for semantic segmentation. Detailed labels 

for 20 classes are assigned to the training and test sets. 

These classes include various elements such as trees, 

grass, other vegetation, dirt, gravel, rocks, water, paved 

areas, pools, persons, dogs, cars, bicycles, roofs, walls, 

fences, fence poles, windows, doors, and obstacles. The 

complexity of the dataset is constrained to these 20 

classes, allowing researchers to focus on the specific 

semantic understanding of urban scenes. This carefully 

annotated dataset provides a valuable resource for 

developing and evaluating algorithms in semantic 

segmentation in the context of autonomous drone flights 

(30).   

 
4. 1. 1. Data Augmentation            In the proposed 
method, we utilize data augmentation techniques to 
improve the performance of our semantic segmentation 
model on the semantic drone dataset. Data augmentation 
is a widely used approach in computer vision tasks, 
including semantic segmentation, to address challenges 
such as limited labelled data and variations in 
environmental conditions. The data augmentation 
process involved applying a set of transformations to the 
original dataset, resulting in the creation of new and 
diverse training samples. These transformed samples 
facilitated an increase in quantity and variety of the 
training data, leading to improved model performance 
and generalization ability (31), (32). Specifically, we 
applied several standard data augmentation techniques 
to the semantic drone dataset: 

• Random Cropping: This technique involves 

randomly selecting a portion of the image and using 

it as a new image. It aids in introducing variations in 

the position and composition of objects within the 

image. By cropping different parts of the image, the 

model can learn to recognize objects from various 

perspectives and locations. 

• Horizontal Flipping: During horizontal flipping, the 

image undergoes a horizontal flip, creating a mirror 

image of the original. This technique is effective 

when the orientation of objects in the image does not 

affect their interpretation. It helps the model learn to 

recognize objects regardless of their left-right 

orientation . 
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• Vertical Flipping: Similar to horizontal flipping, 

vertical flipping involves flipping the image 

vertically, resulting in an upside-down version of the 

original image. It can be helpful in certain 

applications where the orientation of objects is not 

critical, such as text recognition or specific types of 

image classification. 

• Rotation: This involves rotating the image to a 

certain degree. By applying the rotation, the model 

becomes more robust to changes in the orientation of 

objects in the image. It aids the model in learning to 

recognize objects from different angles and improves 

its ability to generalize to rotated images . 

• Random Brightness and Contrast Adjustments: This 

technique involves randomly adjusting the 

brightness and contrast of the image. By modifying 

the brightness and contrast, the model can handle 

variations in lighting conditions. It helps the model 

become more resilient to changes in illumination and 

enhances its ability to generalize to images with 

different lighting levels . 

• Contrast-Limited Adaptive Histogram Equalization 

(CLAHE): CLAHE is an image enhancement 

technique that improves the contrast of an image. It 

redistributes pixel intensities in a way that enhances 

details in both bright and dark regions of the image. 

The CLAHE aids the model in capturing fine-

grained details and improves its performance in low-

contrast images. 

• Grid Distortion: Grid distortion applies a distortion 

effect to the image by manipulating a grid overlay. It 

introduces local deformations to the image, which 

can help the model learn to handle geometric 

transformations. The Grid distortion is particularly 

useful for tasks that require the model to be robust to 

deformations, such as object detection or image 

segmentation. 

• Optical Distortion: Optical distortion simulates lens 

distortion effects in the image. It applies non-linear 

transformations to mimic the distortions introduced 

by different camera lenses. This technique is useful 

in scenarios where the images are captured by wide-

angle lenses. By training the model with optically 

distorted images, it becomes more robust to lens 

distortions in real-world scenarios. 

By applying these data augmentation techniques, we 

augmented the semantic drone dataset with transformed 

images, effectively expanding the size of the training 

dataset and introducing variations representative of real-

world scenarios. This enabled our model to learn from a 

broader range of conditions and improved its ability to 

segment objects in unseen drone images accurately. 

Data augmentation played a crucial role in our semantic 

segmentation pipeline, enhancing the performance and 

generalization ability of our model on the semantic 

drone dataset.  

Figure 4 shows the original image alongside four 

augmented versions generated from it. The original 

image serves as the base or reference image, while the 

four augmented images are created by applying 

augmentation techniques to the original image. Each 

augmented image has undergone a specific data 

augmentation technique. These techniques include 

random cropping, horizontal flipping, vertical flipping, 

rotation, random brightness, and contrast adjustments, 

contrast-limited adaptive histogram equalization, grid 

distortion, and optical distortion. 

 
4. 2. Evaluation Metric 
4. 2. 1. Intersection over Union               Semantic 
segmentation tasks commonly employ the Intersection 
over Union (IoU) metric as the primary evaluation 
measure (33). This widely adopted metric quantifies the 
quality of a predicted segmentation mask by calculating 
the ratio between the intersection and the union of the 
predicted and ground truth masks. The IoU metric 
yields a value between 0 and 1, where a score of 1 
denotes a flawless segmentation. The IoU is 
mathematically defined as follows:   

𝐼𝑜𝑈 =
𝑇𝑃

𝑇𝑃+𝐹𝑃+𝐹𝑁
  (4) 

where TP stands for true positive (the number of 

correctly classified pixels), FP stands for false positive 

(the number of incorrectly classified pixels), and FN 

stands for false negative (the number of pixels that 

should have been classified as belonging to the class but 

were not). Mean Intersection over Union (mIoU) is a 

commonly used evaluation metric for semantic 

segmentation tasks, defined as the average IoU score 

across all classes: 

𝑚𝑒𝑎𝑛𝐼𝑜𝑈 =
1

𝐶
∑ 𝐼𝑜𝑈𝑐𝑐   (5) 

 

 

 
Figure 4. Examples of augmented images in the ICG dataset 
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The meanIoU (mIoU) score evaluates the overall 

accuracy of a segmentation model across all classes. A 

higher mIoU score signifies improved segmentation 

accuracy (34). 

 
4. 2. 2. Dice Metric              The Dice coefficient, also 
known as the Sørensen–Dice coefficient and F1 score, is 
a widely used metric for evaluating the performance of 
binary image segmentation models on a given dataset. It 
effectively captures the balance between false positives 
(FP) and false negatives (FN) (35). The Dice coefficient 
measures the degree of overlap between the predicted 
and ground truth segmentations. It ranges from 0 to 1, 
where 1 indicates a perfect overlap, and 0 specifies no 
overlap. The computation of the Dice coefficient relies 
on the counts of true positives (TP), false negatives 
(FN), and false positives (FP), which can be derived 
from the confusion matrix of the model's predicted 
outcomes.The TP count represents the number of 
correctly identified positive pixels, while the FN count 
reflects the number of incorrectly identified negative 
pixels. Conversely, the FP count denotes the number of 

pixels erroneously classified as positive. The Dice 
coefficient is mathematically defined as follows: 

𝐷𝑖𝑐𝑒 =
2|𝑋∩𝑌|

|𝑋|+|𝑌|
=

2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
  (6) 

The Mean Dice (mDice) coefficient represents the 

average Dice coefficient score across all classes within a 

dataset. We can calculate the Dice coefficient as 

follows, which provides a measure of overall 

segmentation performance: 

𝑚𝑒𝑎𝑛 𝐷𝑖𝑐𝑒 = ∑ 𝐷𝑖𝑐𝑒𝑐𝑐   (7) 

 
4. 2. 3. Pixel-wise Accuracy            The evaluation of 

performance and accuracy in semantic segmentation 

models often involves utilizing the pixel-wise accuracy 

metric for pixel-level predictions. Pixel-wise accuracy 

calculates the ratio of correctly classified pixels to the 

total number of pixels in the image. To calculate this 

metric, we compare the model's estimated outcomes 

with the ground truth labels on a pixel-by-pixel basis. 

Each pixel in the predicted segmentation is compared to 

its corresponding pixel in the ground truth 

segmentation. If the predicted label matches the ground 

truth label, the pixel is classified correctly. Utilizing 

pixel-wise accuracy provides valuable insights into the 

overall performance of semantic segmentation models. 

 
4. 3. Exprimental Result                  Table 1 presents 

the experimental results for evaluating a semantic drone 

segmentation model. The metrics used for evaluation 

are IoU, Dice coefficient, and Accuracy. Each row is 

related to a specific class. Table 1 demonstrates the 

performance of the proposed method across different 

classes. The model achieves high IoU, Dice, and  
 

TABLE 1. Performance Evaluation of Proposed Method 

Across Multiple Classes 

Class IoU Dice Acc 

Unlabeled 50.14 66.7910 88.02 

Paved-area 95 97.4359 97.42 

Dirt 62.71 77.0819 79.26 

Grass 93.04 96.3945 97.45 

Gravel 79.98 88.8765 96.17 

Water 92.35 96.0229 98.52 

Rocks 85.89 92.4095 95.67 

Pool 96.62 98.2809 98.54 

Vegetation 74.4 85.3211 85.37 

Roof 94.9 97.3833 97.66 

Wall 84.85 91.8042 82.89 

Window 69.28 81.8526 87.9 

Door 47.03 63.9733 63.51 

Fence 59.65 74.7260 73.93 

Fence-pole 42.4 59.5506 60.86 

Person 79.16 88.3679 89.72 

Dog 68.05 80.9878 75.01 

Car 94.25 97.0399 98.58 

Bicycle 67.58 80.6540 75.83 

Tree 78.17 87.7477 84.03 

Bald-tree 79.99 88.8827 89.5 

Ar-marker 88.17 93.7131 95.28 

Obstacle 78.23 87.7854 93.46 

 

 

Accuracy scores for several classes such as paved-area, 

grass, pool, and car. 

These high scores indicate that the proposed model 

successfully captures the boundaries and details of these 

classes, resulting in accurate segmentation. However, it 

is worth noting that certain classes such as unlabeled, 

dirt, fence-pole, and door exhibit lower scores, 

indicating areas where the model faces challenges in 

achieving accurate segmentation. These classes may 

pose challenges due to their complex or ambiguous 

visual characteristics, resulting in lower performance 

than other classes. Figure 5 demonstrates the 

performance of the proposed method for drone semantic 

segmentation using augmented images from the ICG 

dataset. The figure comprises three columns, each 

providing crucial information about the segmentation 

process. The first column showcases the original images 

from the augmented ICG dataset. The drone captures 

these images, and we apply augmentation techniques 

such as rotation, scaling, flipping, or adding noise to 

enhance them.  
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Figure  5. Qualitative results. From left to right: input, ground 

truth, our method on ICG 

 

 

Augmenting the dataset enhances its diversity and 

enables the model to handle a broader range of real-

world scenarios. The second column presents the 

ground truth annotations, which serve as the reference 

labels for each image pixel. These annotations are 

meticulously handcrafted masks, accurately outlining 

the boundaries and regions of interest in the augmented 

images. They represent the accurate segmentation 

information and provide a benchmark against which the 

performance of the proposed method can be evaluated. 

The third column displays the predicted masks 

generated by the proposed method. These masks result 

from applying our trained model to the augmented 

images from the dataset. The experimental results 

indicate that the proposed method performs well in 

handling the augmented ICG dataset for drone semantic 

segmentation. The predicted masks exhibit a high 

degree of agreement with the ground truth annotations, 

suggesting that the proposed model successfully 

captures and classifies the objects in the augmented 

drone imagery. These results highlight the robustness 

and generalization capability of the proposed method, 

showcasing its potential for real-world applications. 

Figure 6 illustrates the accuracy of metrics' 

measurement results for all the compared methods 

obtained during the validation phases.  

Figures 7 and 8 illustrate the measurement results of 

the Dice coefficient and mIOU metrics for all the 

compared methods during the training and validation 

phases. We obtained these results by training for 20 

epochs. By analyzing the results in Figures 7 and 8, it is 

evident that the proposed method outperforms the other 

compared techniques in terms of both the Dice 

coefficient and mIOU metrics. The proposed method 

achieves significantly higher scores, indicating its 

superiority in accurately segmenting objects in the given 

dataset. 

In our study on semantic segmentation, we 

employed the following hyperparameters to train and 

evaluate the models. These choices were made based on 

prior research in the field and empirical observations. 

We set the batch size to 8, determining the number of 

samples propagated through the network in each 

training iteration. This value strikes a balance between 

memory consumption and convergence speed. To 

complete one epoch, we used 200 steps per epoch. This 

value ensures that the model is exposed to a diverse 

 
 

 
Figure  6. Comparison of  accuracy for different methods 

validation phases 
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Figure 7. Comparison of  mIOU metrics for different methods in training and validation phases 

 

 

 
Figure 8. Comparison of  dice metrics for different methods in training and validation phases 

 

 

range of samples during training, facilitating better 

generalization. For validation, we utilized ten validation 

steps per epoch, allowing us to evaluate the 

performance of the model on a separate set of samples. 

The input shape of images was (512, 512, 3). We 

initialized the learning rate to 0.0001, determining the 

step size during gradient descent optimization. We 

chose this initial learning rate to strike a balance 

between convergence speed and accuracy.To further 

refine the learning process, we employed an 

Exponential Decay Learning-Rate-Scheduler callback. 

This scheduler gradually reduced the learning rate over 

time, aiding the model in refining its parameters 

effectively. The proposed model was trained for 20 

epochs, allowing the model to learn from the dataset 

multiple times. The number of epochs affects both 

training time and the capacity of the model to 

generalize, which refers to its ability to accurately 

classify or predict unseen or new data that was not a 

part of the training set. A model with good 

generalization can effectively extrapolate patterns and 

provide an accurate prediction on unfamiliar data, 

indicating its robustness and ability to handle real-world 

scenarios. 
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Additionally, we utilized two callbacks during 

training: Model-Checkpoint and Early-Stopping. The 

Model-Checkpoint callback saved the best model 

weights based on a specified metric, enabling the 

retrieval of the best-performing model. The Early-

Stopping callback monitored a specified metric and 

stopped training early if the metric did not improve for a 

certain number of epochs, preventing overfitting. 

Table 2 provides information on the training 

schedule and time for a semantic segmentation model. 

The model was trained for 20 epochs, with a maximum 

(initial) learning rate of 10e4 and a minimum learning 

rate of 1.12× 10e5. The total training time for the model 

was 22981 seconds. Additionally, it is worth noting that 

the best weights were obtained at the 18th epoch, 

indicating the optimal point of model performance 

during training. 

Table 3 presents the evaluation results of various 

semantic segmentation methods for drone images, 

including the proposed method. We assessed the 

performance using three metrics: Dice coefficient, mean 

Intersection over Union (mIOU), and accuracy. The 

proposed method achieved an impressive Dice 

coefficient of 86.51%, indicating a strong agreement 

between the predicted and ground truth segmentations. 

This demonstrates the accuracy of the proposed method 

in capturing the shapes and boundaries of objects in the 

drone images. Additionally, our method achieved an 

mIOU of 76.23%, showcasing its ability to represent the 

spatial extent of the objects accurately.The high mIOU 

suggests that the method effectively captures the overall  

 

 
TABLE 2. Training schedule and time with learning rate (best 

weights at 18th epoch) 

Epochs Max. (Initial) LR Min. LR Total Training Time 

20 10e4 1.12× 10e5 22981 s 

 

 
TABLE 3. Comparative evaluation of semantic drone 

segmentation methods 

 Dice mIOU Accuracy 

FCN (36) 71.44 55.58 72.14 

UNet-VGG16 (37) 74.80 59.70 78.44 

UNet-ResNet50 75.01 60.01 78.91 

FPN (21) 75.37 60.48 80.04 

PspNet (22) 76.52 61.98 83.93 

DeeplabV3-ResNet50 (20) 75.94 61.21 84.35 

Unet++ (19) 77.06 62.68 84.48 

DeeplabV3+VGG16 (38) 76.87 64.01 85.79 

DeeplabV3+ResNet50 (38) 79.18 65.27 86.11 

Proposed 86.51 76.23 91.74 

quality of the segmentation output. Moreover, our 

method achieved an accuracy of 91.74%, indicating its 

effectiveness in correctly labelling pixels within the 

drone images. This showcases the reliability of the 

proposed method in accurately classifying the pixels. 

Comparing the proposed method to the other methods in 

the table, we outperformed them regarding Dice 

coefficient, mIOU, and accuracy. 

The FCN method achieved a Dice coefficient of 

71.44, an mIOU of 55.58, and an accuracy of 72.14. 

These results indicate that FCN performs reasonably 

well but has limitations in accurately capturing fine 

details and object boundaries in aerial imagery. The 

UNet-VGG16 method showed improvement with a Dice 

coefficient of 74.80, an mIOU of 59.70, and an accuracy 

of 78.44. This suggests that incorporating the VGG16 

architecture in the UNet framework enhances the 

segmentation results. Further enhancing the UNet 

architecture with the ResNet50 backbone, the UNet-

ResNet50 method achieved a Dice coefficient of 75.01, 

an mIOU of 60.01, and an accuracy of 78.91. This 

suggests that integrating a more advanced backbone 

network results in enhanced segmentation performance. 

The FPN method demonstrated even better performance 

with a Dice coefficient of 75.37, an mIOU of 60.48, and 

an accuracy of 80.04. This suggests that utilizing a 

feature pyramid network effectively captures multi-scale 

information and enhances segmentation accuracy. The 

PspNet method continued the trend of improvement, 

achieving a Dice coefficient of 76.52, an mIOU of 

61.98, and an accuracy of 83.93. This indicates that the 

Pyramid Scene Parsing Network (PspNet) is effectively 

captures both local and global contextual information, 

leading to improved segmentation results. DeeplabV3-

ResNet50 obtained a Dice coefficient of 75.94, an 

mIOU of 61.21, and an accuracy of 84.35. This suggests 

that the DeeplabV3 architecture, combined with the 

ResNet50 backbone, improves segmentation accuracy, 

particularly for objects of different scales and complex 

backgrounds. The Unet++ method improved the results 

with a Dice coefficient of 77.06, an mIOU of 62.68, and 

an accuracy of 84.48. combining incorporating nested 

skip and dense connections in the UNet architecture 

enhances segmentation accuracy. DeeplabV3+-VGG16 

achieved a Dice coefficient of 76.87, an mIOU of 64.01, 

and an accuracy of 85.79. This suggests that utilizing 

the VGG16 architecture in the DeeplabV3+ framework 

improves segmentation accuracy, capturing finer details 

and object boundaries.DeeplabV3+-ResNet50 showed 

even better performance, with a Dice coefficient of 

79.18, an mIOU of 65.27, and an accuracy of 86.11. 

This indicates that combining the DeeplabV3+ 

architecture with the ResNet50 backbone further 

enhances segmentation accuracy. 

Finally, the proposed method outperformed all other 

methods, achieving a Dice coefficient of 86.51, an 
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mIOU of 76.23, and an accuracy of 91.74. These results 

demonstrate that the novel method proposed in this 

paper achieves the highest segmentation accuracy, 

showcasing its effectiveness and superiority over 

existing methods in semantic drone segmentation. 

Our method outperforms other evaluated methods in 

accurately segmenting objects in drone images. It 

combines hierarchical multi-scale feature extraction 

with an Efficient Channel-based Attention ASPP 

module, capturing local and global information. The 

proposed method achieves significantly higher 

segmentation accuracy by focusing on relevant features. 

These findings contribute to advancing drone semantic 

segmentation techniques and offer insights for future 

research. Our method shows superior performance, 

promising improved accuracy and reliability in drone 

image segmentation. 

 

 
5. CONCLUSION 
 
In this study, we proposed a novel method for drone 

semantic segmentation that combines hierarchical multi-

scale feature extraction and an Efficient Channel-based 

Attention ASPP module. The superior performance of 

our proposed method can be attributed to its ability to 

capture both local and global information while 

efficiently focusing on relevant features, resulting in 

accurate object segmentation in drone images. The 

evaluation results demonstrate that the proposed method 

outperforms other existing methods regarding 

segmentation accuracy. These findings validate the 

effectiveness of the hybrid approach and its potential to 

advance the field of drone semantic segmentation. 

Furthermore, our proposed method offers significant 

advancements in drone imagery applications. Improving 

the accuracy and reliability of segmentation algorithms 

provides valuable insights for various tasks such as 

object detection, tracking, and scene understanding in 

drone-based systems. Looking ahead, there are 

promising prospects for the suggested hybrid approach. 

One potential direction for future research is to explore 

the scalability and efficiency of the method for real-time 

or near-real-time applications. This could involve 

optimizing the computational efficiency of the approach 

to enable its deployment on resource-constrained 

platforms. Moreover, further investigations can be 

conducted to evaluate the proposed method on large-

scale, diverse, and challenging datasets specific to drone 

imagery. This would provide a deeper understanding of 

its performance and generalization capabilities across 

different environmental conditions and object classes. 

The findings contribute to the existing body of 

knowledge and provide a foundation for future research 

and development in drone-based computer vision 

systems.  
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 چکیده 
 کیمقاله،    نیدشوار است. در ا  ژهیبه و  ،ییهوا   ریمرتبط با تصاو  یهایدگیچیپ  لیبه دل  فهیوظ  نیاست. ا  وتریکامپ  یینایدر حوزه ب  زیبرانگچالش  فهیوظ  کی پهپاد    ییمعنا  یبندم یتقس

 یهای ژگیاز استخراج و  یشنهادی. روش پردیگی قرار م  یابیمورد ارز  ICGپهپاد ارائه شده است و عملکرد آن با استفاده از مجموعه داده    ییمعنا  یبندمیتقس   یبرا  جامعروش  

مطالعه، عملکرد   نی. در ادهدی حوزه پاسخ م  نیفرد موجود در امنحصربه  یهاروش به چالش  نی. اکندی بر کانال استفاده م  یاز توجه مبتن  نهیو استفاده به  ی مراتبسلسله  اسیچندمق

و دقت   Dice  ،mIOU  معیارهایموجود با    یکردهایرو  ن ینسبت به ا  یشنهادیکه روش پ  دهندی نشان م  یشیآزما  جیشده است. نتا  سهیمدل مدرن مقا  ن یبا چند  یشنهادیروش پ

را به دست   یرچشمگی  عملکرد  ٪۹۱.۷۴  و  ٪۷۶.۲۳  ،٪۸۶.۵۱  بیرت و دقت به ت  Dice  ،mIOU  معیارهایبا    یشنهادیدارد. به طور خاص، روش پ  یعملکرد بهبود قابل توجه

بر پهپاد، مانند    یمبتن  یهابرنامه  شرفتیبه پ  جینتا  نیپهپاد مؤثر است. ا  ییمعنا  یبندمیتقس  یها در مقابله با چالش  یشنهادیکه روش پ  دهند یپژوهش نشان م  نیا  یهاافتهی.  آوردیم

 .کندیاست، کمک م یآنها ضرور قیدق ییمعنا یبندمیکه تقس یط یو نظارت مح ایاش یری گینظارت، پ
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A B S T R A C T  
 

 

Mining Exploration, excavation, and construction are considered as mining activities which are recently 

growing dramatically. Therefore, utilizing the mining wastes with the least environmental damage is a 
significant concern. Tailings dams are one of the conventional solutions that store the extracted 

hazardous substances safely for water resources management and environmental protection. This reseach 

deals with the effects of monotonic and seismic loadings on silt-sized copper wastes existed in a tailings 
dam at Northwest Iran as a case study. Various values of initial static shear stress are performed using 

an automated cyclic triaxial system. Monotonic undrained compressive tests were performed with a 

relatively constant density and considering three values of 50, 100, and 150 kPa for mean effective stress. 
Depending on the first density of samples, applying a mean effective confining pressure of 100 kPa, 

increased the initial densities by 25 to 30% as compared to the initial condition.Moreover, the effect of 

initial shear stress ratio with three values of 0, 0.2, and 0.4 was evaluated. No peak point was observed 

for samples under α = 0, whereas, samples with α = 0.4 encountered a peak point before reaching to the 

phase transformation point. The results of cyclic experiments were used to evaluate capacity energy and 

residual pore pressure based on the strain energy approach. Cyclic tests on the samples were performed 
considering the shear amplitude of 0.75% and frequency of 0.3 Hz. It is shown that the most energy 

dissipation occurs at the first cycle possessing the highest stiffness. For α = 0, energy density increased 

from 474 J/m3 to 1147.4 J/m3; however, a more intense increase was measured from 682 J/m3 to 5839 
J/m3 when α = 0.4. It is also found that applying initial shear stress has a pretty considerable influence 

on monotonic strength and the liquefaction resistance of silts. The increase of α from 0 to 0.4 yielded a 

linear increase in the shear strength of samples in the range of 20 kPa to 70 kPa. The results of this paper 
were then validated accurately through some previous studies. 

doi: 10.5829/ije.2024.37.05b.19 
 

 

Graphical Abstract1 

 
 

 
*Corresponding Author Email: bolouri@um.ac.ir (J. Bolouri Bazaz) 

 

 

mailto:bolouri@um.ac.ir


M. Abdollahi et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   1035-1049                                    1037 

 

NOMENCLATURE 

qs Deviator stress at static loading Greek Symbols  

PT Phase transformation point α Initial static shear stress ratio 

CSL Critical state line τs Initial static shear stress 

ru Pore pressure ratio σ′3c Effective confining pressure 
CU Consolidation-Undrained test (triaxial test) σ1 Maximum principal stress 

W Energy density σ3 Minimum principal stress 

Wliq Capacity energy φCSL Inclination of CSL, internal friction angle 
W/Wliq Strain energy ratio τPT Shear stresses at the phase transformation point 

 
1. INTRODUCTION 
 
Tailings dam is one of the vital structures subjected to 

extensive failure under seismic loadings. It is crucial to 

note that tailings dam problems are not limited to design 

and construction. During the period of operation, tailings 

dams are known as a source of pollution alongside the 

human communities due to the production of a 

significant amount of contaminated materials (1). 

Consequently, destructive factors such as seepage, 

instability, and above all earthquake and dynamic 

loadings can lead to polluted surface and polluted 

groundwater. According to the USCOLD report (2), 

earthquake is the major cause of failure in tailing dams. 

This failure may occur if some parts of the tailings dam 

body is liquefied (2). Liquefaction is a challenging 

subject in geotechnical engineering problems, mostly in 

saturated loose sands and non-plastic silts. This 

phenomenon has been the cause of intensive failures in 

many earthquakes (3). The studies on the stability of 

tailings dams related to initial and final elevations of the 

dam crest under dynamic loading indicated that the 

liquefaction takes place for both dam body and 

impoundment, leading to the dam instability at the final 

elevation (4, 5). Some solutions such as vertical gravel 

column drains can reduce the liquefaction potential of a 

soft ground (6).  

There are various techniques, including in-situ and 

experimental methods to assess the potential of 

liquefaction for several soils. For instance, based on 

spectral matching to a target spectrum, Hanindya et al. 

(7) developed an artificial time history of earthquake to 

study the liquefaction of a stratified ground and 

concluded that liquefaction potential reduces with 

increasing stiffness and depth of soil. Cone Penetration 

Test (CPT) results can also be employed to determine the 

liquefaction potential. For example, Latifi et al. (8) 

successfully analyzed the liquefaction problem for a zone 

in Moroco using CPT data. From a structural viewpoint, 

liquefaction potential of a ground can be assessed 

regarding physical characteristics of the subsurface 

structure determined based on two innovative 

geophysical approaches, including Rayleigh surface 

waves and electrical resistivities (9). In addition, the 

stress-based approach and strain energy-based method 

are two common experimental procedures in the 

literature (10-16). Among these methods, stress-based 

method has been more common among researchers for 

liquefaction assessment (10, 17). In this procedure, the 

shear stress level, mean effective stress, and the number 

of cycles, are the critical parameters in estimating the 

liquefaction potential of cohesion-less soils. Although 

the stress-based approach is continually improved 

through recent attempts and increases in the number of 

studies on liquefaction, the uncertainty due to random 

loading needs to be addressed (18). However, the strain 

energy-based method is a relatively modern one to 

determine the silty soil liquefaction potential. Among 

those, the strain energy absorption model in soils for the 

liquefaction assessment is a new method recently 

considered by researchers (14, 16, 18, 19). In this 

method, the quantity of strain energy per unit volume 

dissipated in the deposit is utilized to assess the cyclic 

behavior of sands. In geomaterials subjected to cyclic 

loading, the cumulative area limited to the shear stress–

strain loops indicates how strain energy density 

dissipates (14). In the past years, many researchers in 

implied that the relationship between dissipated strain 

energy density and pore pressure buildup partially 

depends on the stress (14, 20, 21). The benefits of the 

strain energy method have led to additional research into 

the evaluation of potential liquefaction. The existence of 

a rational correlation among dissipated strain energy, 

residual pore pressure, and non-recoverable plastic 

deformation can be employed to develop energy-based 

pore pressure models through experimental results (14).    

To assess the influences of initial static shear stress τs 

and mean effective stress p', many researchers have 

conducted a wide range of laboratory tests on sands and 

silty sands (22-25) and FEM modeling for saturated sand 

(26). Furthermore, Iraji (27) analyzed finn-byrne model 

for liquefaction of quay and cantilevered retaining walls. 

Monotonic and cyclic loads are two conventional loading 

types in various geotechnical problems (28, 29). Previous 

attempts demonstrate that τs has a significant effect on 

shear resistance under monotonic and cyclic loading. For 

instance, it is concluded that the initial shear static ratio 

(α) is directly proportional to the number of cyclic shear 

stresses needed to initiate the liquefaction (30, 31). 

Besides, any increase or decrease in cyclic strength under 

initial static shear stress depends on the intensity of τs and 

the initial density of the soil (31). Under a given α, 

Hosono and Yoshimine (32) as well as Fakharian and 

Shabani (28) assessed the cyclic resistance of sand 

through numerous undrained cyclic triaxial tests. Their 

studies illustrated that the direction of the α has a 
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considerable impact on the cyclic strength of soil (28, 

32).  

The present research mainly investigates the 

influences of seismic loadings on pure silt related to the 

Sungun Copper tailings dam in Northwest Iran as a case 

study. This tailing dam was constructed using the 

upstream method. The evaluation of the liquefaction 

potential of saturated non-plastic silt is of particular 

importance. The monotonic and cyclic tests under 

different τs were performed using an automated cyclic 

triaxial system. A series of experimental tests was carried 

out using an automated cyclic triaxial system. The 

experiments on pure silt under monotonic loading 

revealed an unusual response for different densities from 

25% to 80%. All tests demonstrated a relatively similar 

dilation rate, and their dilative trends were not 

remarkable for all ranges of densities from loose to dense 

conditions. In other words, there was no intensive strain 

hardening in stress-strain diagrams, even for very dense 

silty soils. For the cyclic condition, tests were conducted 

on silts using the strain-energy method. The experimental 

results indicated dramatic changes in the dissipated strain 

energy required for the liquefaction by changing the σ'3c 

and τs. 

 

 

2. MATERIAL AND SAMPLE PREPARATION 
 
Sungun copper mine is one of the open pit mines situated 

in the northwestern region (43° 46´ East and 38° 42´ 

North) of Iran, close to the Aras River (Figure 1). Metal 

minerals are widely present in the geological features of 

the Aras watershed. Sungun copper mine is very 

important in terms of industry and geological formations 

in the mentioned area. This mine started its activity in 

1990 and is known as a productive reserve of almost 800 

million tons of 0.67-grade copper ore. Hence, a minimum 

of 380 million tons of copper waste can be produced 

during 25 years (33). 

From a geological viewpoint, the studied region is 

situated in the Oligocene volcanic area. It includes calc-  

 

 

 

Figure 1. Sungun porphyry copper mine located in Iran 

alkaline volcanic minerals, mainly trachy-andesite, 

andesite, and dacite containing basaltic lava (34). Sungun 

porphyry copper deposits are found in trachyandesite 

rocks that contain cool silver-colored porphyry latite of 

medium to high resistance and medium to severe 

weathering. The color of the areas influenced by the 

penetration of underground water changes to brown in 

some locations. Moreover, small amounts of sulfide 

minerals containing chalcopyrite and pyrite are observed 

in the lower depths. The material used in this study is 

non-plastic silt supplied from Sungun Porphyry copper 

mine with the characteristics given in Table 1. 

Theimplified lithology map of Songun copper mine is 

shown in Figure 2. The X-ray diffraction (XRD) test that 

was carried out on the materials as plotted in Figure 3. 

The results of XRD analysis include compound name, 

percent of each mineral, and chemical formula. 

The distribution of particle size is presented in Figure 

4. The magnified photos (SEM) of the silt sample are 

illustrated in Figure 5 with two different magnifications 

(20 μm & 10 μm). The magnified photos show angular 

particle shapes, and the surface of the particles looks 

relatively smooth. 

Experiments were carried out on samples with 

diameter and height of 50 mm and 100 mm, respectively, 

using a monotonic/cyclic triaxial device. The moist 

tamping method is employed to prepare the samples 

(Figure 6). In moist tamping, the sand with 12% moist 

was tamped in 5 layers to achieve the desired void ratio. 

 

 
TABLE 1. Characteristics of the Sungun copper tailings 

samples 

(a) Quantitative X-ray diffraction (XRD) analysis 

Compound 
Percent (%) (By 

atomic weight) 
Chemical formula 

Silicate 43.9 Si O2 

Illite 34.3 Al2 H2 K O12 Si4 

Kaolinite 8.7 Al2 H4 O9 Si2 

Iron (II) duo-disulfide 

Marcasite 
6.1 Fe S2 

Quartz 1.6 O2 Si 

Unidentified peak area   

(b) Geotechnical properties 

Parameter Symbol Value 

Specific gravity Gs 2.70-2.73 

Internal friction angle (deg) φ' 11.2-36.7 

Liquid limit LL 23.6-25.3 

Minimum dry unit weight 

(kN/m3) 
γd(min) 12.36 

Maximum dry unit weight 

(kN/m3) 
γd(max) 15.46 
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Figure 2. Simplified lithology map of Songun copper mine 

 

 

 

Figure 3. Experimental pattern of Sungun silt components 
 

 

 
Figure 4. Particle size distribution 

 

 
(a) 

 
(b) 

Figure 5. Microscopic scanning of pure silt (a) scale 20 m 
(b) 10 m 

 

 

 

 
Figure 6. Sample preparation in Triaxial device 

 

 

The weight and height of each layer were measured 

separately depending on the number of the layers using 

the moist tamping method suggested by Ladd (35). 

Carbon dioxide was initially circulated for 60 min, 

followed by passing de-aired water equivalent to double 

of sample volume, to ensure better saturation. By 

applying a 10 kPa cell pressure, sample disturbance 

during de-aired water circulation can be prevented. Fully 

saturated samples were achieved with Skempton’s B-

Tailing dam
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values exceeding 0.95. After saturation, consolidation of 

the whole samples under the desired σ'3c was performed. 

The duration for consolidation often took 2 h for pure silt 

samples. 

 

 

3. TEST PROGRAM 
 
In the current study, the critical state parameters and 

liquefaction potential of silty sand are evaluated through 

a wide range of laboratory monotonic and cyclic 

experiments. All tests were performed on samples with 

initial densities of 25, 45, 60, and 80% . 

As the first phase, a set of monotonic tests was 

planned to determine the soil mechanical parameters as 

well as the critical state line (CSL). For all tests, three 

consolidation stress paths, including one isotropic and 

two anisotropic paths (α = 0, 0.2, and 0.4), were chosen 

(see Eq.1). All monotonic tests (see Table 2) were carried 

out with three different effective mean stresses p' of 50, 

100, and 150 kPa along with one test under p' of 400 kPa 

(only for comparison) to investigate isotropic and 

anisotropic consolidation. The values for α were selected 

as 0 (i.e., isotropic condition), 0.2, and 0.4, (i.e., 

anisotropic condition). The isotropic and anisotropic 

stages of drained loading are applied respectively to meet 

the final magnitude of τs related to the consolidation part. 

After consolidation, monotonic tests were initiated by 

applying deviatoric stress and terminated when reaching 

20 percent of shear strain. 

In the second phase, nine cyclic tests (see Table 2) 

were conducted to assess the liquefaction potential of 

pure silt samples. The investigation into the influences of 

τs and σ'3c on the cyclic behavior is also intended. All 

cyclic experiments were conducted by loading the 

samples under strain-controlled conditions to estimate 

capacity energy Wliq and residual pore pressure. Table 2 

demonstrates the test programs, including p', Dr, and α 

for monotonic and cyclic conditions. 
 

 

4. MONOTONIC TEST RESULTS 
 
4. 1. Influences of Dr and Σ'3c              The initial tests were 

conducted on non-plastic silt at 25, 45, 60, and 80% 

relative densities to assess the soil behavior. Saturated 

and consolidated samples were subjected to strain-

controlled undrained shearing at a 0.05 mm/min 

deformation rate. Figures. 7a, 7b, and 7c demonstrate τ-

γ, ue-γ diagrams and the effective stress paths, 
 

 

 

TABLE 2. Summary of triaxial tests schedule performed in the present research 

Test Name Confining pressure (kPa) Relative final density (%) Initial shear stress ratio (α) Loading type Shear strain amplitude (%) 

T100-25-0m 100 25 0 monotonic 20 

T100-45-0m 100 45 0 monotonic 20 

T100-60-0m 100 60 0 monotonic 20 

T100-80-0m 100 80 0 monotonic 20 

T50-50-0m 50 45-50 0 monotonic 20 

T100-50-0m 100 45-50 0 monotonic 20 

T150-50-0m 150 45-50 0 monotonic 20 

T400-50-0m 400 45-50 0 monotonic 20 

T50-50-0.2m 50 45-50 0.2 monotonic 20 

T100-50-0.2m 100 45-50 0.2 monotonic 20 

T150-50-0.2m 150 45-50 0.2 monotonic 20 

T50-50-0.4m 50 45-50 0.4 monotonic 20 

T100-50-0.4m 100 45-50 0.4 monotonic 20 

T150-50-0.4m 150 45-50 0.4 monotonic 20 

T50-50-0c 50 45-50 0 cyclic 0.75 

T100-50-0c 100 45-50 0 cyclic 0.75 

T150-50-0c 150 45-50 0 cyclic 0.75 

T50-50-0.2c 50 45-50 0.2 cyclic 0.75 

T100-50-0.2c 100 45-50 0.2 cyclic 0.75 

T150-50-0.2c 150 45-50 0.2 cyclic 0.75 

T50-50-0.4c 50 45-50 0.4 cyclic 0.75 
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(a) 

 
(b) 

 
(c) 

Figure 7. Monotonic behavior of pure silt for loose to dense 

samples - current study a) qs-γ b) ue-γ c) Stress paths 

 

 

respectively. Clearly, all samples illustrate a slight strain-

hardening behavior. In other words, samples are 

moderately dilated when axial strain is enhanced, even 

for the loosest conditions. 

For medium to dense conditions, it is usually 

expected an intensive dilative response for non-cohesive 

soils, while in this study, a slight dilation was observed 

even at 80% density. Karim and Alam (36) observed a 

similar response for loose and dense non-plastic silts. 

They compared the behavior of pure silt, clean sand, and 

different mixtures of sand and silt extensively. Figure 8 

shows a highly dilated response of sand compared with a 

shallow dilative behavior of silt in the same density of 

78% (36).  

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 8. a) qs and ue versus axial strain ε for 30% density 

b) qs versus ε for 78% density (36) 
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Similarly, the results in the present study support the 

observations mentioned above by Karim and Alam (36). 

This behavior of slight dilation in silty materials 

seemingly results from the small size of grains and their 

relatively smooth surface (as shown in Figure 5b). 

During current tests, applying a mean effective confining 

pressure of 100 kPa, increased the initial densities of 

samples by 25% to 30% as compared to the initial 

condition, depending on their first density.  Several 

experiments were conducted with four σ'3c values 

including 50 kPa, 100 kPa, 150 kPa, and 400 kPa to 

investigate the confining pressure impact on loose non-

plastic silts. By increasing the σ'3c, soils tend to show 

more contractive behavior. Thus, σ'3c was increased up to 

400 kPa so that contractive behavior was observed. The 

sample was prepared with 5% density initially and after 

applying σ'3c = 400 kPa, the final density before applying 

shear loads reached 50%. Preparing the sample with 

negative density to achieve a looser sample (after 

consolidation) was impossible in this particular silt. As 

seen in Figure 9, irrespective of σ'3c magnitude, all 

samples demonstrated contractive behavior (i.e., strain-

softening) initially, and then followed by dilative 

behavior (i.e., strain-hardening) with increasing the axial 

strain even at high σ'3c levels. This transition happened 

after reaching the phase transformation (PT) point. It was 

shown that at PT point, contractive behavior changes into 

dilative behavior while ue experiences its maximum 

pressure within the test (37). Moreover, any complete 

loose state response or even flow liquefaction point (peak 

point) was not observed through the experiments. 

 
4. 2. Influence of α             In many geotechnical 

engineering, there are several situations in which the soil 

stratum is subjected to the in-situ τs. To examine this 

issue, the effect of τs in the sloping parts of the dam 

should be assessed. For this purpose, the adequate mean 

stresses of 50, 100, and 150 kPa were applied to samples 

to be isotropically consolidated first. Afterward, by 

applying τs to the sample in a drained condition, it was  

 

 

 
Figure 9. Influence of σ'3c on Sungun silt behavior 

consolidated anisotropically as shown in Figure 10. The 

initial static shear stress ratio is expressed as: 

'
3
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Figure 11 illustrates three tests results considering 

three values for the α under a given mean effective stress 

of 150 kPa when α = 0, 0.2, and 0.4. Based on input data, 

the critical state line (CSL) and the phase transformation 

line (PTL) were drawn in this figure as well.  

The friction angle of granular soils in the steady state 

is called the critical state friction angle of the soil and is 

indicated by φCSL. This friction angle is widely applied as 

a very important feature in geotechnical projects as well 

as in various behavioral models. The critical state line in 

the q-p' plane is reflected well by a straight line passing 

through the origin: 

q = M .p'
CSL

   (3) 

where MCS is a constant equal to the stress ratio at critical 

state. The critical state friction angle CSL in triaxial 

compression conditions can be obtained from the stress 

ratio at critical state using Equation 4: 

CSL

CSL
CSL

3M
Sin =

6+M
  (4) 

The inclination of CSL (i.e., internal friction angle φCSL) 

was equal to 37 ͦ. Besides, it is worth noting that all 

ultimate points stand on a unique CSL regardless of the 

initial anisotropic condition. In other words, the loci of 

critical state lines are not governed by the τs. These 

results follow the findings concluded in a study based on 

the Discrete Element Method by Zhao et al. (38) in which 

no correlation between the mean effective stress and CSL 

was reported. By increasing the α, the effective stress 

state approaches the CSL (39). Thus, the strain-softening 

 

 
 

 

Figure 10. Drained stress path before monotonic and cyclic 

loadings 
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(a) 

 
(b) 

Figure 11. Influence of τs on Sungun silt response, a) τ-γ, b) 

Stress paths 

 

 

deformations might occur with a small trigger. 

Monotonic test results demonstrated in Figure 11 

followed this trend. The stress path diagrams of 3 

undrained tests for three values of the α parameter, 

including 0, 0.2, and 0.4 were presented in Figure 11. 

While a sample with no initial shear stress ratio (i.e., α = 

0) shows no peak point and subsequently strain-

hardening behavior was seen in all phases of the test, 

samples under the τs of 0.4 experienced a partial strain-

softening behavior and indicated a peak point before 

reaching to the phase transformation (PT) point. 

From Figure 12, the increase of α from 0 to 0.4 will 

lead to a linear increase in the shear strength of samples. 

Therefore, the τ will experience a higher level of strength 

through the compressive loading. These findings have 

been shown in Figure 12a for shear stresses at phase 

transformation point (
PT ) under the various amounts of 

σ'3c as well as different amounts of τs values. As seen in 

this figure, an increase in both σ'3c and τs changes the 

amount of phase transformation point and, consequently 

the shear stress level at PT (τPT). This behavior is in 

appliance with previous studies by Rasouli et al. (40). 

Another parameter assessed in the current study was 

the deviator stress applied to the soil from the end of 

consolidation and the beginning of loading until the 
 

 
(a) 

 
(b) 

Figure 12. Influence of τs on a) shear stress at PT , b) 

Required Deviator Stress at PT after anisotropic 

consolidation 

 
 

phase transformation point. Variations of deviator stress 

versus the α value at 50, 100, and 150 kPa mean effective 

stresses are presented in Figure 12. Considering the test 

results for different values of α, the deviator stress 

required to reach the PT point is diminished with rising 

the intensity of τs. This decline is interpreted by the state 

of stresses associated with the critical state line. When 

the τs is exerted on the sample, the travel distance to the 

CSL decreases, and consequently, less shear loading is 

required for failure. It is evident that for the highest τs, 

the sample experiences a slight increase in deviator stress 

to achieve the phase transformation point. Moreover, as 

shown in Figure 12b, a more significant amount of mean 

effective stress will increase the shear stress level. 
 
 

5. CYCLIC TEST RESULTS 
 

Numerous laboratory experiments were carried out using 

a cyclic triaxial device to investigate the cyclic behavior 

of the Sungun non-plastic silt. The liquefaction resistance 

and pore pressure development were determined based 

on the strain energy approach using the results of various 

tests conducted with the strain control state. In this 

approach, the quantity of strain energy per unit volume 

0

10

20

30

40

50

60

70

80

90

100

0 5 10 15 20 25 30

S
h

ea
r 

S
tr

es
s 

(k
P

a
)

Shear Strain (%)

p'=150, α=0

p'=150, α=0.2

p'=150, α=0.4

0

40

80

120

160

200

240

0 50 100 150 200 250

q
 (

k
P

a
)

p' (kPa)

p'=150, α=0
p'=150, α=0.2
p'=150, α=0.4
CSL
PTL

0

20

40

60

80

0 0.1 0.2 0.3 0.4 0.5

τ P
T

Initial Shear Stress Ratio (α)

50 kPa

100 kPa

150 kPa

0

20

40

60

80

0 0.1 0.2 0.3 0.4 0.5

D
ev

ia
to

r 
S

tr
es

s 
(k

P
a
)

Initial Shear Stress Ratio (α)

50 kPa

100 kPa

150 kPa



1044                                     M. Abdollahi et al. / IJE TRANSACTIONS B: Applications  Vol. 37, No. 05, (May 2024)   1036-1049 

 

dissipated in the deposit (also called unit energy and 

energy density (41)) is utilized to assess the cyclic 

response of silt (14). The main parameters of the strain 

energy approach include energy density dissipated 

instantaneously (W), capacity energy (Wliq) and strain 

energy ratio (W/Wliq) (14, 18). It should be noted that in 

addition to soil and porous media, the approach is 

effectively applied to investigate the cyclic behavior of 

structural elements (e.g., steel plates (42); reinforced 

concrete (43); alloy beams (44)) under earthquake 

conditions. The achievement of a pore pressure ratio (ru) 

of 1 is assumed an appropriate criterion for liquefaction 

occurrence. The tests can provide the clarification on 

how τs and σ'3c affect the liquefaction response. 

As stated in Section 2, the moist tamping method was 

used to prepare samples considering the under-

compaction coefficient. The initial density of prepared 

samples was selected based on their σ'3c as such final 

density after consolidation reached the relatively same 

amount of 45%. Undrained (CU) tests were performed on 

loose samples with three initial relative densities of 10%, 

20%, and 25% under three σ'3c values including 50 kPa, 

100 kPa, and 150 kPa, respectively. While the 

consolidation of 50 kPa, 100 kPa, and 150 kPa were 

applied to the sample, the relative density of this non-

plastic silt was somewhat increased by 20, 25, and 30%, 

respectively. An increase in density of the Sungun silt 

due to the application of σ'3c seems to be more intense 

than what sand experienced during the consolidation 

process under the same conditions as reported by Karim 

and Alam (36). 

 

5. 1. Influence of γ          All cyclic tests were performed 

considering the shear amplitude of 0.75% and frequency 

of 0.3 Hz. Figure 13 shows loops of ue-γ and τ-γ for a 

cyclic test with a 100 kPa σ'3c and 50 % density. It is 

evident that the most energy dissipation takes place at the 

first cycle having the highest stiffness.  Besides, the 

maximum magnitude of ue, the most reduction in shear 

modulus and stiffness, happened at the first cycle. 

Variations of τ, γ, ru, and W with the number of cycles 

N, are illustrated in Figures 14a to 14d, respectively. It is 

shown that applying the cyclic strain-control loading 

raises the ue instantly, leading to a decrease in the shear 

stress capacity. In addition, W is monotonically increased 

with time until soil failure. 

 

5. 2. Influnces of τs and σ'3c                 In this section, the 

impacts of in-situ τs and σ'3c derived at sloping parts of 

the dam on pore pressure buildup, energy density and 

consequently, liquefaction potential of the current 

tailings dam are discussed. To this aim, a series of 

comparisons is provided to assess the role of τs. 

First, variations of ue versus W for the p' of 50 kPa, 

100 kPa, and 150 kPa and three values for α, including 0, 

0.2, and 0.4 were plotted in Figure 15. Clearly, there is a 

rational correlation between dissipated energy density 
 

 
(a) 

 
(b) 

Figure 13. Results of cyclic tests in terms of the shear strain 

for Sungun silt when Dr = 50% and σ3c = 100 kPa 

 

 

and pore pressure buildup in different conditions. The 

test results also implies that a considerable energy 

density is required for higher values of mean effective 

stress and α. In other words, the energy density 

necessitated at liquefaction time increases with p' and τs 

applied to the sample. As a result, mean effective stress 

and α have a significant impact on the Sungun pure silt 

from a viewpoint of liquefaction resistance. All tests 

were plotted until the corresponding liquefaction cycle 

number. 
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(b) 

 
(c) 

Figure 14. Results of cyclic tests in terms of the number of 

cycles for Sungun pure silt when Dr=50% and σc=100 kPa 

 

 

Figure 16 compares the impact of τs for three values 

of σ'3c in terms of ru−W/Wliq. As can seen, there is no 

essential difference in the trends and magnitudes of all 

graphs. In other words, variation in τs reflects just a 

negligible impact on the ru−W/Wliq relationship. This 

trend for the Sungun samples was roughly similar to that 

for Toyoura sand as concluded by Jafarian et al. (14). The 

similarity of ru−W/Wliq curves could be a reflection of the 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 15. Variations of ue versus W at three σ'3c values of 

50,100 & 150 kPa, and α of 0, 0.2 & 0.4 on Sungun silts 

 

 

normalization of strain energy density (W) by capacity 

energy (Wliq). In other words, τs affects both strain energy 

and capacity energy simultaneously, and consequently, 

its influence is reduced essentially. 

To indicate the impact of initial mean effective stress 

and τs (or adequate confining pressure σ'3c) clearly, a set 

of diagrams compared the capacity energy of sample at 

the liquefaction time. As presented in Figure 17, the 
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(b) 

 
(c) 

Figure 16. Variation of ru against W/Wliq, at three σ'3c values 

of 50,100 & 150 kPa, and αof 0, 0.2 & 0.4 on Sungun silt 

 

 

 
Figure 17. Variation of W required for liquefaction against 

σ'3c in the current study 
 

 

effect of σ'3c is entirely evident in the amount of W. The 

more σ'3c is applied, the further the level of W is gained. 

Thus, while two samples have a relatively similar 

density, the firmer one (with higher σ'3c) requires greater 

energy density to be liquefied. This trend is in good 

agreement with that reported in some previous studies 

(14, 16, 30, 45) under both experimental and numerical 

modelings as shown in Figure 18. 

Figure 19a presents three lines corresponding to three 

amounts considered for α. It should be noted that the rate 

of dissipated energy density dramatically increases with 

the α. For instance, the amount of energy density rises 

from 474 J/m3 to 1147.4 J/m3 for α = 0, while it 

encounters a more intense increase from 682 J/m3 to 5839 

J/m3 for α = 0.4. Furthermore, Figure 19b illustrates the 

variation of dissipated W versus α. It is observed that the 

required energy for liquefaction rises with an increase in 

the α value. However, the increasing rate of energy 
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(b) 

Figure 18. Variations of W against a) σ'0, Javdanian (45), b) 

σ'3c, Jafarian et al. (14) 
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Figure 19. Variations of W against a) σ'3c, b) α for pure silt 

in the current study 
 

 

density is quite different for various σ'3c. For example, 

under the lowest confining pressure (i.e., 50 kPa), when 

the τs was increased from 0 to 0.4, the growth of energy 

density was almost 204 J/m3, while increasing the σ'3c up 

to 150 kPa, raised the growth of energy density to 4690 

J/m3. This means that τs rather affects the energy 

dissipated for liquefaction, however, the increment rate 

strongly depends on the σ'3c intensity. 
 
 

6. CONCLUSION 
 

The strain energy approach conventionally captures the 

simultaneous effects of stress and strain influence to 

assess the liquefaction phenomenon for clean sands or 

silty sand. Pure silt is found as a main part of tailings 

material extracted from the Sungun copper mine, which 

is susceptible to liquefaction. In this research, the 

liquefaction potential of silt-sized copper waste deposits 

behind the tailings dam was evaluated using the strain 

energy method. It considers the cyclic response of silt 

based on the quantity of strain energy per unit volume 

dissipated in the deposit. Several triaxial tests were 

conducted under different conditions to investigate the 

influences of effective mean stress p' (or confining 

pressure σ'3c) and initial shear stress τs on the behavior of 

particular silts related to the Sungun copper tailings 

through monotonic and dynamic loadings. 

Based on monotonic and cyclic test results obtained 

in the current research, the key findings may be drawn as 

follows: 

1. Monotonic test results revealed a low tendency for a 

dilative response even at the dense states of Sungun silt. 

Density change after consolidation was moderately high 

even under low σ'3c (e.g., 20% for 50 kPa), in contrast 

with that for granular materials reported in previous 

studies. The slight dilation in the dense samples 

stemming from the negligible reduction of pore pressure 

could attributed to the extremely small grains and the low 

roughness of the Sungun silt particles. 

2. An increase of τs for monotonic tests led to a higher 

resistance in terms of shear stress. 

3. A unique critical state line (CSL) was attained under 

different amounts of p' and α. 

4. As the τs increased, the locus of shear stress 

approached the critical state line, and the deviator stress 

level required to reach the CSL was reduced. 

5. Cyclic and monotonic test results showed the same 

trends. The energy density required for the liquefaction 

of Sungun pure silt was completely dependent upon σ'3c 

and α. The capacity energy monotonically increased with 

σ'3c. A sample with a higher Dr needed a greater energy 

density for the liquefaction. The cumulative energy 

density for liquefaction was directly proportional to τs. 

6. The growth rate in capacity energy at higher σ'3c was 

dramatically increased with τs. It rose sharply with any 

increase of σ'3c at higher τs levels. 
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Persian Abstract 

 چکیده 
رین آسیب زیست محیطی یک  فعالیت های معدنی، از جمله اکتشاف، حفاری، و ساخت و ساز، اخیرا رشد چشمگیری داشته است. از این رو؛ استفاده از ضایعات معدنی با کمت

حیط زیست و حفظ منابع آب به صورت ایمن  نگرانی قابل توجه بوده است. سدهای باطله یکی از راه حل های رایجی است که زباله های حفاری را به منظور حفاظت از م

ای بر سیلت خالص مورد استفاده در یک سد باطله در شمال غرب ایران می پردازد. ذخیره می کند. این مقاله به عنوان مطالعه موردی به بررسی اثر بارهای یکنواخت و لرزه 

نسبتاً ثابت   تراکمبا   مونوتونیک ی نشدهزهکش یفشار یها شیآزما شود.ی خودکار انجام م سیکلی  یرسه محو ستمیس ک یبا استفاده از  هیاول کیاستات  ی مختلف تنش برش ریمقاد

پاسکال،   لو یک 100ها، با اعمال فشار محصور کننده موثر نمونه یه اول تراکمبسته به  انجام شد. میانگین  تنش مؤثر  یپاسکال برا لویک 150و  100، 50و با در نظر گرفتن سه مقدار 

قرار    یابیمورد ارزنیز    4/0و    2/0  صفر،  با سه مقدار   هیاول  ی استاتیکیاثر نسبت تنش برش  نیداد. همچن  شیافزا  هیاول  طیدرصد نسبت به شرا  30تا    25  نیرا ب  هیاول  یهاتهیدانس

0  تحت شرایط  ینمونه ها  یبرا  یاوج  ینقطه   چیه  گرفت. 0.4یی با شرایط  هاکه، نمونه  ینشد، در حالمشاهده  = نقطه اوج    کیفاز با    ل یبه نقطه تبد  دنیقبل از رس  =

  ی بر رو  سیکلی  یهاشی. آزماندکرنش استفاده شد  یانرژ  کردیبر اساس رو  ماندهیو فشار منفذ باق   تیظرف   یانرژ  یابیارز  ه منظورب  سیکلی  یهاشیآزما  جینتا  مواجه شدند.

دهد.  ی رخ م  ختیس  نی با بالاتر  کلیس  نی در اول  یاتلاف انرژ  نیشترینشان داده شده است که ب  .گردیدهرتز انجام    3/0درصد و فرکانس    75/0  یها با در نظر گرفتن دامنه برشنمونه

0  یبرا 0.4در شرایط    در چگالی انرژی    دتریشد  شی حال، افزا  نیبا ا  افت،ی  شیافزا  J/m4/1147)3(  به  J/m447)3(  از  یانرژ  ی، چگال=  به    J/m682)3(از    =

)3(J/m5839  ها دارد.  لت یس  یی مقاومت روانگرانیز  و    مونوتونیک  مقاومت بر    یقابل توجه  ر یتأث  هی اول  یمشخص شده است که اعمال تنش برش   ن یهمچن  .گردید  یریگاندازه

 ی مطالعات قبل   یبرخ  قیمقاله از طر  نی ا  جیسپس نتا  پاسکال شد.  لویک  70پاسکال تا    لویک  20ها در محدوده  نمونه  یمقاومت برش  یخط  ش یباعث افزا  4/0به    صفراز     شیافزا
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AIMS AND SCOPE 
 

The objective of the International Journal of Engineering is to provide a forum for communication of information among the world's 
scientific and technological community and Iranian scientists and engineers. This journal intends to be of interest and utility to 
researchers and practitioners in the academic, industrial and governmental sectors. All original research contributions of significant 
value focused on basics, applications and aspects areas of engineering discipline are welcome. 

This journal is published in three quarterly transactions: Transactions A (Basics) deal with the engineering fundamentals, 
Transactions B (Applications) are concerned with the application of the engineering knowledge in the daily life of the human being and 
Transactions C (Aspects) - starting from January 2012 - emphasize on the main engineering aspects whose elaboration can yield 
knowledge and expertise that can equally serve all branches of engineering discipline. 

This journal will publish authoritative papers on theoretical and experimental researches and advanced applications embodying the 
results of extensive field, plant, laboratory or theoretical investigation or new interpretations of existing problems. It may also feature - 
when appropriate - research notes, technical notes, state-of-the-art survey type papers, short communications, letters to the editor, 
meeting schedules and conference announcements. The language of publication is English. Each paper should contain an abstract both 
in English and in Persian. However, for the authors who are not familiar with Persian, the publisher will prepare the latter. The abstracts 
should not exceed 250 words. 

All manuscripts will be peer-reviewed by qualified reviewers. The material should be presented clearly and concisely: 
• Full papers must be based on completed original works of significant novelty. The papers are not strictly limited in length. However, 

lengthy contributions may be delayed due to limited space. It is advised to keep papers limited to 7500 words. 
• Research notes are considered as short items that include theoretical or experimental results of immediate current interest. 
• Technical notes are also considered as short items of enough technical acceptability with more rapid publication appeal. The length 

of a research or technical note is recommended not to exceed 2500 words or 4 journal pages (including figures and tables). 
Review papers are only considered from highly qualified well-known authors generally assigned by the editorial board or editor in 

chief. Short communications and letters to the editor should contain a text of about 1000 words and whatever figures and tables that may 
be required to support the text. They include discussion of full papers and short items and should contribute to the original article by 
providing confirmation or additional interpretation. Discussion of papers will be referred to author(s) for reply and will concurrently be 
published with reply of author(s). 

 

INSTRUCTIONS FOR AUTHORS 
 

Submission of a manuscript represents that it has neither been published nor submitted for publication elsewhere and is result of research 
carried out by author(s). Presentation in a conference and appearance in a symposium proceeding is not considered prior publication. 
 
Authors are required to include a list describing all the symbols and abbreviations in the paper. Use of the international system of 
measurement units is mandatory. 
 

• On-line submission of manuscripts results in faster publication process and is recommended. Instructions are given in the IJE web 
sites: www.ije.ir-www.ijeir.info 

• Hardcopy submissions must include MS Word and jpg files. 
• Manuscripts should be typewritten on one side of A4 paper, double-spaced, with adequate margins. 
• References should be numbered in brackets and appear in sequence through the text. List of references should be given at the end of 

the paper. 
• Figure captions are to be indicated under the illustrations. They should sufficiently explain the figures. 
• Illustrations should appear in their appropriate places in the text. 
• Tables and diagrams should be submitted in a form suitable for reproduction. 
• Photographs should be of high quality saved as jpg files. 
• Tables, Illustrations, Figures and Diagrams will be normally printed in single column width (8cm). Exceptionally large ones may be 

printed across two columns (17cm). 
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• Author(s), bio-data including affiliation(s) and mail and e-mail addresses). 
• Manuscript including abstracts, key words, illustrations, tables, figures with figure captions and list of references. 
• MS Word files of the paper. 
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The papers are strictly limited in length, maximum 8 journal pages (including figures and tables). For the additional to 8 journal pages, 
there will be page charges. It is advised to keep papers limited to 3500 words. 

Page Charges for Papers More Than 8 Pages (Including Abstract) 

For International Author ***   $55 / per page 
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