)

. R. IRAN

ISSN: 1728-1431
e-ISSN: 1735-9244

International Journal of Engineering %

Journal Homepage: www.ije.ir MERC

TRANSACTIONS A: BASICS
Volume 36, Number 10, October 2023

Materials and Energy Research Center


Esfandiar
Typewritten text
Volume  36,  Number  10,  October  2023


%)
w

SEPSIPAICISMIIAS

wIZIMZIZIVY

m

Py

-

In the Name of God

INTERNATIONAL JOURNAL OF ENGINEERING
Transactions A: Basics

DIRECTOR-IN-CHARGE EDITOR IN CHIEF
H. Omidvar G. D. Najafpour

ASSOCIATE EDITOR
A. Haerian

EDITORIAL BOARD
Adeloju, Charles Sturt University, Wagga, Australia A Mahmoudi, Bu-Ali Sina University, Hamedan, Iran
Badie, Iran Telecomm. Research Center, Tehran, Iran O.P.  Malik, University of Calgary, Alberta, Canada
Balaban, Massachusetts Ins. of Technology (MIT), USA G.D. Najafpour, Babol Noshirvani Univ. of Tech., Babol, Iran
Bodaghi, Nottingham Trent University, Nottingham, UK F. Nateghi-A, Int. Ins. Earthquake Eng. Seis., Tehran, Iran
Clausen, Univ. of Arkansas, North Carolina, USA S.E. Oh, Kangwon National University, Korea
Daud, University Kebangsaan Malaysia, Selangor, Malaysia M. Osanloo, Amirkabir Univ. of Tech., Tehran, Iran
Ehsan, Sharif University of Technology, Tehran, Iran M. Pazouki, MERC, Karaj, Iran
Faiz, Univ. of Tehran, Tehran, Iran J. Rashed-Mohassel, Univ. of Tehran, Tehran, Iran
Farrahi, Sharif University of Technology, Tehran, Iran S. K. Sadrnezhaad, Sharif Univ. of Tech, Tehran, Iran
Firoozbakhsh, Sharif Univ. of Technology, Tehran, Iran R. Sahraeian, Shahed University, Tehran, Iran
Haerian, Sajad Univ., Mashhad, Iran A Shokuhfar, K. N. Toosi Univ. of Tech., Tehran, Iran
Hassanpour, Shahrood Univ. of Tech., Shahrood, Iran R Tavakkoli-Moghaddam, Univ. of Tehran, Tehran, Iran
Hogland, Linnaeus Univ, Kalmar Sweden T Teng, Univ. Sains Malaysia, Gelugor, Malaysia
Ismail, Univ. Tech. Malaysia, Skudai, Malaysia P. Tiong, Nanyang Technological University, Singapore
Jain, University of Nebraska Medical Center, Omaha, USA X Wang, Deakin University, Geelong VIC 3217, Australia
Keyanpour rad, Materials and Energy Research Center, H Omidvar, Amirkabir Univ. of Tech., Tehran, Iran
Karaj, Iran

EDITORIAL ADVISORY BOARD
Akhavan-Niaki, Sharif Univ. of Tech., Tehran, Iran A. Kheyroddin, Semnan Univ., Semnan, Iran
Amidpour, K. N. Toosi Univ of Tech., Tehran, Iran N. Latifi, Mississippi State Univ., Mississippi State, USA
Azadi, Semnan university, Semnan, Iran H. Oraee, Sharif Univ. of Tech., Tehran, Iran
Azadi, Semnan University, Semnan, Iran S.
M
E.

M.  Seyed-Hosseini, Iran Univ. of Sc. & Tech., Tehran, Iran
Behnamfar, Isfahan University of Technology, Isfahan . T. Shervani-Tabar, Tabriz Univ., Tabriz, Iran
Dutta, Sharda University, India Shirani, Isfahan Univ. of Tech., Isfahan, Iran
Eslami, Amirkabir Univ. of Technology, Tehran, Iran ~ A. Siadat, Arts et Métiers, France
Hamidi, K.N.Toosi Univ. of Technology, Tehran, Iran  C. Triki, Hamad Bin Khalifa Univ., Doha, Qatar

Jafarmadar, Urmia Univ., Urmia, Iran

TECHNICAL STAFF
M. Khavarpour; M. Mohammadi; V. H. Bazzaz, R. Esfandiar; T. Ebadi

DISCLAIMER
The publication of papers in International Journal of Engineering does not imply that the editorial board, reviewers or
publisher accept, approve or endorse the data and conclusions of authors.

International Journal of Engineering Transactions A: Basics (ISSN 1728-1431) (EISSN 1735-9244)
International Journal of Engineering Transactions B: Applications (ISSN 1728-144X) (EISSN 1735-9244)
International Journal of Engineering Transactions C: Aspects (ISSN 2423-7167) (EISSN 1735-9244)

Web Sites: www.ije.ir & www.ijeir.info E-mails: ije.editor8@gmail.com, Tel: (+9821) 88771578, Fax: (+9821) 88773352
Materials and Energy Research Center (MERC)



http://ije.ir/files/CV/m-bodaghi.pdf
http://www.ije.ir/
http://www.ijeir.info/

ISSN: 1728-1431, e-ISSN: 1735-9244

International Journal of Engineering, Volume 36, Number 10, October 2023

CONTENTS

F. Ghaderi, A. Toloei, R.
Ghasemi

R. Kumar, M. A.
Chaudhari, P. Chaturvedi,
K. S. Raja Sekhar

S. Jalali, M. Amelsakhi, M.
Momeni Roghabadi, S. A.
Hosseini, R. Khajavi

B. Zare, M. Mokhtari, R.
Porhoseni

S. Djemmabh, Y. Madi, M.
Voué, A. Haddad, D. Allou,
S. QOualllam, H. Bouchafaa,
A. Rezzoug

L. Nikolaichuk, K. Ignatiev,
I. Filatova, A. Shabalova

S. Khaligh Fard, H.
Ahmadi, M. H. Alizadeh
Elizei

S. El Yassari, A. EL
Ghoulbzouri

M. Abedini, H. Jazayeriy,
J. Kazemitabar

M. Jafarzadeh Marandi, V.
Ghiasi, K. Badv

R. Khandan, A.
Sivandipour, E.
Noroozinejad Farsangi

A. Ahangarani Farahani,
A. Dideban

Transactions A: Basics

Quadrotor Control for Tracking Moving Target, and Dynamic
Obstacle Avoidance Based on Potential Field Method

A Fault Tolerant Operation of 3-Phase, 5-Level CHBMLI under
Open Circuit Fault Conditions

Plastic Properties and Collapse Investigation of Fine-grained Soil
Rehabilitated with Styrene Butadiene Rubber: A Case Study in
Kerman, Iran

Effects of Xanthan Gum and Lime on Physical Properties and
Mechanical Behavior of Organic Soil

Effect of Mg Addition on Morphology, Roughness and Adhesion
of Cr Chromized Layer Produced by Pack Cementation

Diversification of Portfolio of International Oil and Gas Assets
using Cluster Analysis

Electricity Supply Model of Conventional Residential Buildings in
Tehran with Priority on Renewable Energy Using Adaptive Fuzzy-
neural Inference System

Numerical Simulation of Fiber-reinforced Concrete under Cyclic
Loading using Extended Finite Element Method and Concrete
Damaged Plasticity

Improved Simultaneous Localization and Mapping Estimation
using Crow Search Algorithm Based Particle Filter

Numerical Evaluation of Two-dimensional Multi-layer Cover
System to Regulate Acid Mine Drainage of Tailing Dams

A Parametric Study on Improved Reduced Beam Section
Connections with Post-tensioning to Enhance Seismic Resilience

Controller Design of Hybrid-Time Delay-Petri Nets Based on
Lyapunov Theory by Adding Control Places

1720-1732

1733-1745

1746-1757

1758-1772

1773-1782

1783-1792

1793-1814

1815-1826

1827-1838

1839-1856

1857-1867

1868-1879



ISSN: 1728-1431, e-ISSN: 1735-9244

International Journal of Engineering, Volume 36, Number 10, October 2023

M. Abaei, M. R.
Rahimipour, M. Farvizi, M.
J. Eshraghi

M. Mazloom, N. Fallah

M. Zafardoagoo, S. K.
Sadrnezhaad, J.
Mostaghimi

L. A. A. Al-Hindawi, A. M.
Al-Dahawi, A. Sh. J. Al-
Zuheriy

R. M. Babaheydari, S. O.
Mirabootalebi, G. H.
Akbari, H. Salehifar

Microstructure and Corrosion Behavior of Al-Cu-Fe Quasi-
crystalline Coated Ti-6Al-4V Alloy

A New Approach for Seismic Damage Detection Based on Results
of Pushover Analysis and Modal Based Damage Index

NiO-Ni-AI203(y) Nanocatalyst by Pulse Electrocodeposition
Over Ni Open-cell Foam for Methane Reforming

Use of Waste Materials for Sustainable Development of Rigid
Pavement

Prediction of Hardness of Copper-based Nanocomposites
Fabricated by Ball-milling using Artificial Neural Network

1880-1891

1892-1907

1908-1918

1919-1931

1932-1941






IJE TRANSACTIONS A: Basics Vol. 36 No. 10, (October 2023) 1720-1732

International Journal of Engineering

Journal Homepage: www.ije.ir

Quadrotor Control for Tracking Moving Target, and Dynamic Obstacle Avoidance

Based on Potential Field Method

F. Ghaderia, A. Toloei*?3, R. GhasemiP

a Department of New Technologies and Aerospace Engineering, Shahid Beheshti University, Tehran, Iran

b Department of Engineering, University of Qom, Qom, Iran

PAPERINFO ABSTRACT

Paper history:

Received 15 January 2023
Received in revised form 08 March 2023
Accepted 11 March 2023

Keywords:
Quadrotor

Sliding Mode
Obstacle Avoidance
Potential Field

The purpose of this paper is obstacle avoidance and moving target tracking for a quadrotor. Solving the
obstacle crossing problem for the quadrotor includes two parts. The first part is controlling the attitude
and position. The second part is path planning to pass obstacles. In this paper, the attitude and position
of the quadrotor are controlled by super-twisting sliding mode control (SMC) and non-singular terminal
super-twisting SMC. The simulation results of these two methods were compared. In the non-singular
terminal ST-SMC method, the convergence time was approximately 5% less than the super-twisting
SMC method. Also, the non-singular terminal ST-SMC method has more ability to remove disturbances.
Because of the better results, the non-single terminal ST-SMC was used to control the position and
attitude of the quadrotor to cross obstacles and track the target. In the second step, to cross obstacles, the
potential field path planning algorithm is used. This method is a combination of attraction towards the
target and repulsion from obstacles. The results of the simulation of crossing the obstacles were presented
in four missions. In the first mission, the obstacles and the target are static, and in the second mission,
the obstacles are static, and the target is moving. In the following, the obstacles and the target are
dynamic; in the last mission, a combination of static and dynamic obstacles is considered, and the target
is moving. The simulation results of four missions show that the quadrotor does not hit obstacles and
reaches the desired goal, till the applied method is successful.

doi: 10.5829/ije.2023.36.10a.01

1. INTRODUCTION

During the last decade, attention to autonomous robots

attitude of the quadrotor. Due to the ability to overcome
namic nonlinearities and eliminate disturbances and low
sensitivity to system parameter changes and

has increased. Instead of predicting appropriate actions
for all possible states in the algorithm, robots are
programmed in such a way that by having a certain level
of intelligence to perform the desired action in a special
situation, they can make decisions on their own [1, 2]. An
essential aspect of intelligence in designing a robot's path
is identifying obstacles and avoiding them in an unknown
environment.

Solving the obstacle avoidance problem for flying
robots includes two steps. In the first step, the position
and attitude are controlled, and in the second step, path
planning is applied to pass the obstacles.

Because of the nonlinear dynamics of the quadrotor,
nonlinear methods are used to control the position and

*Corresponding Author Institutional Email: toloei@sbu.ac.ir
(A. Toloei)

disturbances, and no need for accurate modeling, the
sliding mode method is often used for the quadrotor
system [3-5]. In the nonlinear approach was used to
stabilize the quadrotor, and the controller was verified
through simulation and experimental [3]. Karami et al.
[5] presented an inner and outer loop control where
sliding mode control was applied in both loops. In the
SMC method is used to control the UAV [6]. The results
showed the success of the applied method, but the
chattering phenomenon has not been removed in this
work. Matouk et al.[7] presented a second-order SMC
controller to control the attitude and position of the
quadrotor. The effect of external disturbances has been
ignored. Noordin et al. [8] also used SMC to control the

Please cite this article as: F. Ghaderi, A. Toloei, R. Ghasemi, Quadrotor Control for Tracking Moving Target, and Dynamic Obstacle Avoidance
Based on Potential Field Method, International Journal of Engineering, Transactions A: Basics, Vol. 36, No. 10, (2023), 1720-1732
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position and height of the UAV. In this research, external
disturbances were ignored and the sat function was used
to remove the chattering phenomenon.

In this paper, to remove chattering, super-twisting
SMC controller and super twisting nonsingular terminal
SMC are used to control the system. Also, the role of the
controller in reducing the effect of disturbances is
considered.

Path planning methods for obstacle avoidance are
placed in two categories. The first category deals with
routing in the presence of static obstacles, and the second
method examines passing dynamic obstacles. A*
Algorithm, Genetic Algorithm, Differential Evolution,
Ant Colony Optimization, and Particle Swarm
Optimization are in the first category. Algorithm A* is an
important algorithm in dealing with static obstacles. This
method considers the heuristic search of the path to pass
the obstacles according to the shortest path. The most
important advantage of this method is direct search. The
problems of this method are the high amount of
calculations and the lack of guarantee the optimal
solution [9, 10]. Through direct action on the object, the
genetic algorithm can obtain search space without
determining rules [11, 12]. The most important feature of
this method is the strong global search, and defect of this
method is poor stability. The advantages and
disadvantages s of another path planning method to avoid
obstacles, Differential Evolution, are similar to the
genetic algorithm, but in this method, the probability of
mutation is higher [13]. In the ant colony algorithm
method, the behavior of an ant is used to show a practical
solution to the path optimization problem [14]. This
method has high efficiency, but the speed of convergence
is slow in the early stages. In the particle swarm
optimization method, the search time is fast, but the
convergence speed in the next steps is slow [15]. Various
path planning methods have been applied to avoid
dynamic obstacles, for example, Fuzzy Logic Algorithm,
Neural Network, Rapidly-exploring Random Trees,
Artificial Potential Field, Neural Network, Deep
Reinforcement Learning, and Reinforcement Learning.
The problems of the Rapidly-exploring Random Trees
method are high space for calculations and poor real-time
performance, but it has a high ability to search [16]. In
the Fuzzy logic algorithm, the volume of calculations is
small, but it relies on highly specialized knowledge [17].
Among the advantages of Neural Network, we can
mention strong learning ability and simple learning rules,
but this method has disadvantages, such as long training
time and difficulty obtaining samples [18]. In deep
reinforcement learning, the dimensions are reduced, and
the training time is long [19]. Among the methods of
avoiding collision with obstacles, the virtual potential
field method is more used in the aerospace industry. The
advantages of this method are simple structure, good
real-time performance, fast path planning speed. The

obstacle crossing for the quadrotor with disturbance was
presented by Zhao et al. [20]. In this article the obstacles
are assumed to be static. Kondo and Tsuchiya [21] used
the potential field method to create sequential paths to
pass through dynamic obstacles. In this article, the target
is considered static. Yan et al. [22] defined variables such
as speed and relative acceleration and discussed crossing
obstacles based on the improved potential field. The
obstacles in this article are static, and the target is
dynamic. In the artificial potential method, a factor was
added to the repulsion function to avoid the local
minimum problem [23]. This research is limited to two-
dimensional environments.

In previous works, it has not been investigated the
non-collision of dynamic and static obstacles with
moving target tracking simultaneously. In this paper,
quadrotor control in an environment with dynamic and
static obstacles with moving target tracking is discussed.
In the first part, the quadrotor dynamic modeling is given.
Attitude and position control is done by the SMC method.
In the following, the comparison of super twisting
controller and the super twisting nonsingular terminal
SMC has been discussed. In the next section, the obstacle
avoidance of the quadrotor with static obstacles with a
fixed target, and the obstacle avoidance with moving
obstacles and target are discussed. At the end, the
combination of fixed and moving obstacles with a
dynamic target is investigated. Finally, the simulation
results are presented.

2. DYNAMIC MODEL OF QUADROTOR

The dynamic model of the quadrotor can be obtained in
two ways: Newton-Euler and Euler-Lagrange [24]. Here
the six degrees of freedom model is obtained according
to the Newton-Euler method. The following equation
introduces the total rotors velocity and the rotor velocity
vector:

D==+0,+0, -0 -0; , Q=) )

2
where (2., 0,, 23, 0,) are the speeds of the four rotors.

The following equation shows the effect of the motion
vector on the quadrotor dynamics.

0
B
|| | p@i +0i+ 05+ 00) |
Up(2) = Ep* = U2|_| bl(02 — 02) | M
Us l bl(R% — 0% J
Ul [ 02 + 02 — 0% —02)

where [ is the length from the center of mass to each
rotor, ¢ is the thrust force coefficient, and c, is the drag
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force coefficient. The matrix Egz, which represents the
motion matrix multiplied by the locust velocity square
*and produces the motion vector U, (2), is defined as
follows.

= \‘
EB 0 —CTl 0 CTl ( )
—CTl 0 CTl 0
—Cq Cq —Cq CdJ
The quadrotor dynamic equations are as follows:
8, = ¢ = ¢ + Osinptand + cos Pptand
8, = 0 = Bcos —Psin ¢
P, _sin¢é+cos¢ ..
3 v= cosf cosf v
0, =% =08y
55 =y=0n
b6 =2 =01y
. . Ly =1 U
§,=p=trlzzp, Jwog U2
IXX IXX IXX
. I | U
Gy=g =z xpp Jwpy  Us
IYY IYY IYY
. . Iy =1 U
So=R=22_Ypo4+ 2
IZZ IZZ
810=U=(-WQ +VR) + gsg
811 =V =(-UR+WP) - 9gCoS¢ (%)

. . Ul
612:W = (—UQ + VP) — gCng) + ;

In these equations, Jrp: the moment of total rotation

of inertia about the rotor axis, (U, V, W) the speed vector
of the quadrotor, (P, Q, R) roll, pitch, and yaw, and Iy,
Iyy, and I, are the moments of inertia in the X, y, and z-
axis, whose values are given in Table 1.

Also, the rotors speed inputs Uy, U,, U, and U, are
obtained from the following equations:

Uy = cr(Q? + 02 + 02 + 23)

U, =lcy (02 +02)

Us=lcr (_Q% + Qg) (5)
Uy = cq(—0F + 05 — 05 + 07)

Q=_01+QZ_Q3+Q4

TABLE 1. quadrotor model parameters used in the simulation

Parameter Value

Iy 11 x 1072 kg m?
Iyy 19 x 1072 kg m?
I, 1.3 X 1072 kg m?
Jrp 6% 1075 kg m?

m 3.23 kg
l 0.23 m
¢y 7.5%x 1077 N m s?
cr 3.13x107° N s?

3. SLIDING MODE CONTROLLER

The SMC method is recognized as one of the efficient
approaches to design controllers for nonlinear dynamic
systems. The main advantage of SMC is low sensitivity
to changes and disturbances of system parameters, which
eliminates the need for detailed modeling. SMC reduces
the complexity of feedback design. In the following, the
design of two SMC methods has been discussed.

3.1.Super Twisting Smc ST-SMC is designated
to decrease the chattering phenomena for a quadrotor
with a relative degree of one. The variable dynamics of
the sliding surface are [3]:

§=d(t.x) + Y(t.x) 6)

With limited conditions:
[®(t.x)| <D
0<T, <Y(t.x)<Ty
S| < S
So that I3, T}, and & are positive constant values.
Control inputs in ST-SMC are designed as follows:

uU=1u +u, (7
where:
Q= {—u. lul > 1

L7 | —Wsign(s). Jul <1
w = {—Alsolpsign(s). [s] > so

27 | =2ls|Psign(s). Is| < s

The convergence conditions are stated in the following
equation:

[
W>=>0 ®)

m

2 4 oIy (W+D)
2z 9)
For p =, the algorithm converges exponentially to
the origin. For the systems where s, = oo and there is no
limitation in control, the algorithm can be simplified as
follows:
u(t) = —2A|s|? sign(s) + uy
(10)
u=—2ls|? sign(s) + k [ sign(S)
The control inputs consist of two parts [16]:
equivalent part and reaching one as:
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Up = Ugq + Uy (11)

where u,, is obtained by setting the sliding surface
derivative equal to zero, and u, satisfies the Lyapunov
stability condition of the sliding surface. Finally, the
control commands are obtained as follows:

m

Ul = (cos 6 cos @) (g + Zd - AZZ -

k;11S,1P sign(S,) — k4, f Sign(sz))

Ix
L

kwllstplp sign(Sy) = kga [ sign(S(p))

=) 5 i | Jre g ) .
U, = (—%9¢+IL:99+%—,1¢¢—

— I_y _(Iz‘lx)-'_]-p_p. 5o
U3—(L)( A it At

208 = KoulS61° sign(Se) — kaa | sign(ss))
(12

U =1, (=520 + i — 246 -
keyalSyl” sign(Sy) = kyz [ sign(sy))

U = (32) (a = 2 = aI52l? sign(s,) -
kya [ sign(Sy))

Uy = (Uﬂl) ()711 -y - ky1|5y|p sign(Sy) —
ky, [ sign(Sy))

Figures 2 and Y show the sliding surface. Figures ¥
and ¢ represent quadrotor control commands as depicted
in Equation (12), and Figure 7 represents the attitude of
the quadrotor using ST-SMC. The control parameters are
prearranged in Table 2.

Asiitis clear from Figures 1 and 2, the sliding surfaces
of position and attitude converge to zero in less than 0.8
seconds which is a favorable time.

In Figures 3 and 4, the control commands of the
quadrotor are shown, which show that the chattering
phenomenon did not occur and there is no strong
oscillation. In addition, the convergence to zero
happened in about 2 seconds which is a favorable time.

TABLE 2. Control parameter in the design of the ST-SMC
Design parameter Value

Design parameter ~ Value

ks 222 A +,42
k, 16.1 A 117
k, 215 A, 155
k, 115 2 5
ko 115 2o 55
ky 115 Ay 0.98
5 N7

=8
—3y
—

0 01 02 03 04 05
t(sec)

Figure 1. The sliding surface of the quadrotor position using

ST-SMC

—5e
Sy |

D.:4 t(sec) -06 UiS -1

Figure 2. The sliding surface of the quadrotor attitude using
ST-SMC

2 T T
-2 L
0 5 10 15
t(sec)
1
570 ]
-1 L I
0 5 10 15
t(sec)
200
=5 100 L
0 | |
0 5 10 15

t(sec)

Figure 3. Quadrotor control commands using the ST-SMC

50

t(sec)

t(sec)

t(sec)

Figure 4. Quadrotor control commands using the ST-SMC
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g — — —refrence
% 0F—> quadrotor
-1 I
0 5 10 15
t(sec)
0.5
=) — — —refrence
?E; 0= quadrotor
-0.5 :
0 5 10 15
t(sec)
0.5
=) \ quadrotor
g o0 —
< refrence
-0.5 :
0 5 10 15

t(sec)

Figure 5. The attitude of the quadrotor using the ST-SMC

quadrotor |
refrence

Disturbances

Figure 6. The position of the quadrotor using the ST-SMC
in 3D

Figure 5 shows the state of the quadrotor where the
angles (¢, 8,19) have converged in less than 2 seconds,
and overshoot and overshoot is less than 5%.

Figure 6 shows the position of the quadrotor in 3D
space, which shows that it has tracked the reference path
well. In this figure, the reduction of the effect of
disturbances using the ST-SMC method is shown.

The simulation results of ST-SMC indicate the success
of the applied method. However, in order to obtain better
results, the non-singular terminal super-twisting SMC
will also be applied in the next section.

3. 2. Nonsingular Terminal Super Twisting Smc
The purpose of the terminal SMC is to reduce the sliding
surface convergence time to zero. For this purpose, the
sliding surface is considered as follows [25, 26]:

a

S=x + AxZE (13)

where;
a

3 < (14)

1
=<
2

a and B are constant and positive numbers.
Considering the following control:

u=-b"1(x) (/1%35227 +nsgn(s) + f(x)) (15)
where n > 0, the surface (13), and the x; and x, will

converge to zero in finite time.
Proof. The nonlinear system is considered as follows:

xM() = d(t) + gx. )ult) + f(x.t) (16)
where d(t) is the uncertainty or disturbance of the
system.

d(t) <D

where D is the maximum disturbance and is a positive
number. According to Equation (13) we have:

a a

21 21
s'=551+/1%x§ 5c2=x2+/1%x§ (f(x) +

9G) + bGw) = 1%x] () = nsgn(s)) a7)

B

—1 g_l
ss=23x; (g()s —nsgn(s)s) < —Agx; s

where a and f are positive odd integers, and 1 < % <2,
. %—1 @ %—1 )
thereisx; > 0forx, # 0. Let&(x,) = AExZ n. Then;

ss < —&(xy)ls| forx, #0
§(x) >0

Therefore, for the x, > 0, stable conditions are in
place. Substituting Equation (16) into Equation (12)
gives the result;

(18)

Z_E
iy ==2Lx) P4 g() — nsgn(s)
Forx, =0 (19)
. 1g 275
iy =—=1Ex, P+ g(x) — nsgn(s)

Fors>0,x, <n andfor s <0, x, > n, showing
that x, =0 is not an attractor and there is a
neighborhood of x, = 0 such that for ae > 0 as |x,| <
&, there exist x, < —n fors > 0and x, = n fors < 0.
The crossing from x, = € to x, = —e for s > 0, and
from x, = —e to x, = € for s < 0 happens in a limited
time. If |x,| > &, from Equation (16) we get switching
line s = 0 in finite time because x, < —n for s > 0 and
x, =n fors < 0. As a result, the sliding sliding mode
s =0 is obtained from any point of the finite time.
Therefore, the sliding surface Equation (13) is obtained
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in the finite time, and states will reach zero in the finite

time. As a result, the proof is completed.

In this controller, like the ST-SMC controller u,, is
obtained by setting the sliding surface derivative equal to

m

[ 7+ 241, —Z

/[

Uy=—>02
1 (cos B cosp—g)

D+ Ay 7 @i
((Ix Iy) 0 1/)

== ()0 )

U4:

zero, and u,. satisfies the Lyapunov stability condition of
the sliding surface. Therefore, the control inputs for the
quadrotor were achieved as follows:

5 |thoals, 1P sign(s,) + ko [ sign(s,)

|
( (Iy;lz) 91[1 )I/[ﬂ(p; L(E—l)] + k(pls(Plp sign(S(p) — k(pf Sl'ng(S(p)

I:Ag %é(g_l)] +kg|59|p Sign(Sg) - k‘gf sign(Sg)

(20)

1)
/[/11,, 1,[) ]+k¢|5¢| sign(Sy) — ky [ sign(Sy)

| + kelsile sign(s.) = e [ signs)

y+ - )
Uy =-(3) Ly @ o(5-1) (_M‘ /|avs ;G )] — k|5, |° sign(s,) — k, [ sign(s,)

The reach time is obtained by setting the derivative of
the sliding surface equal to zero:

(%) ey
-x; -
ts=—g—— (21)

7 (1-5)
where t,. is the time that S reaches zero. Table 3 shows
the values t,.

In Figure 7, it is clear that the sliding surfaces of the
position reach zero at the desired time. The convergence
of (S,,S,,S;) is at 0.09, 0.0145, and 0.02 seconds,
respectively.

In Figure 8, the slide surfaces of the attitude are
presented. The time to reach zero (S, Sg, Sy) is 0.45,

TABLE 3. Reaching time
ty(x) t(» ty(2) t(¢) t,(6) t,(¥)
0.4(s) 1(s) 0(s) 1(s) 0.701(s) 2(s)

TABLE 4. Control parameter in the design of the nonsingular
terminal ST-SMC

Design parameter Value Design parameter Value
ky 18.5 Ay 6.9
k, 16.1 Ay 2.8
k, 25.03 Ay 2
ky, 115 Ay 3
kg 115 A 419
ky V. Ay 317
s ) 2 0.75

0.23 and 0.051, respectively, which is a favorable
convergence time.

Figure 9 shows the control commands. As it is known,
the chattering phenomenon did not happen in the
commands.
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Figure 7. The sliding surface of the quadrotor position using
nonsingular terminal ST-SMC
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|—s=8 |
—sy

"o 0.1 02

t(sec) 0.3 04 05

Figure 8. The sliding surface of the quadrotor attitude using
nonsingular terminal ST-SMC
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Figure 9. Quadrotor control commands using the
nonsingular terminal ST-SMC

Figure 10 shows the control commands. Chattering
phenomenon is not observed in these commands and the
convergence has happened at the favorable time.

Figure 11 shows the attitude of the quadrotor. In this
figure, extreme fluctuation is not observed and the
convergence (¢,0,y) happened in 1, 0.7, and 1.5
seconds, which is acceptable.

Figure 12 shows the position of the quadrotor in the
spiral path in 3D. (x, y, z) track the reference path well.
This figure shows the reduction of the disturbance effect
by the applied controller.

The simulation results of both super-twisting SMC
and nonsingular terminal super-twisting SMC controllers
showed that the two controllers had eliminated the
chattering phenomenon. In both controllers, the
convergence time of the attitude and position is

favorable, but the convergence time is less in the
nonsingular terminal super twisting controller. This
controller is more capable of reducing the effects of
disturbances. Also, the results of these two controllers

=5 0%\
-5 4
0 5 10 15
t(sec)
5
=0 j\
-5 -
0 5 10 15
t(sec)
0.1
R /\
-0.1 !
0 5 10 15

t(sec)

Figure 10. Quadrotor control commands using the
nonsingular terminal ST-SMC
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So-—
= quadrotor
©
1 1
0 5 10 15
t(sec)
0.5
E — — —refrence
2 or quadrotor
T
-0.5 5
0 5 10 15
t(sec)
0.4
fcé quadrotor
= 0.2 — — —refrence
0 .
0 5 10 15

t(sec)

Figure 11. The attitude of the quadrotor using the
nonsingular terminal ST-SMC

quadrotor
refrence

Disturbances

Figure 12. The position of the quadrotor in 3D using the
nonsingular terminal ST-SMC
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were compared with data reported in literature [27],
which showed that the convergence time is higher in the
controller discussed by Habibi et al. [27], and chattering
also occurred in the control commands. Because of the
better results of the nonsingular terminal ST-SMC, this
method was applied to control the attitude and position
of the quadrotor to cross obstacles. The control
parameters are given in Table 4.

4. ARTIFICIAL POTENTIAL FIELD MODEL

Khatib [28] proposed the path planning artificial
potential field (AFP). In AFP, the robot is assumed to be
a point inside the potential fields. This method combines
attraction towards the target and repulsion from
obstacles. Figure 13 shows the AFP method, where T
shows the target and O shows the obstacles.

The control of the plant by the potential field method
is as follows:

Ugre(x) = Ugee(x) + Urep x) (22)

where, Ugyt, Uger, Urep »  respectively, represent the
potential of attraction, the potential of repulsion, and the
potential virtual field. Gradient functions are as follows:

Fore = Faee + E"ep
Faee = —grad[Ugee (x)] (23)
Frep = _grad[urep(x)]

where F,, is the attraction of the plant and F,., is the
force created by U, (x), that leads to repulsion from the
obstacle. F,,, is directly related to the distance between
the plant and the target. The attraction coefficient k,, is
considered, and the attraction potential field Uy, (x) is as
follows:

1

> k,R2, (24)

Uaee =

In addition, U,.,(x) is a positive continuous, and
differentiable function, and the effect of this potential is

[ —

'l\

l.((‘/:'i_ .
A o -«
3@:/ & |

e TR

Figure 13. Potential field method

in the limited region around the barrier. As a result, the
Upep (x) is:

0.5m(=
U‘rep x) = 0 Tep

12
- Ryep <
Po) rep Po

Rrep > Po

(25)

where p, is the safe distance from the obstacles.
Ror = l1Xq — Xl =

V& —xg)2—(z — 29)* — (y —y4)?* is the distance from
the plant to the target, R, =X, —XIl =
V& —x0p)2 = (¥ = Yop)? — (2 — z,p)* is the shortest
distance from the robot and the obstacles, where X =
(%Y,2), Xob = (Xobs) Yobs» Zobs) » aNd Xq = (Xa, Ya, Za)
are the position of the plant, the position of obstacles and
the position of the target, respectively. According to the
kinetic theory, repulsion and attraction functions are
given bellow:

1
Fare ==V (E kpRgt) = kpRat (26)
1 1 1
m - Ryep <
Upep @) =" Trep " TP Tt Fre =SP0)

R‘rep > Po

The potential algorithm for crossing obstacles is
investigated in three missions. In the first mission, six
obstacles were considered; their specifications are listed
in Table 5. At this stage, the obstacles are considered
static, and the target is fixed.

The simulation of quadrotor crossing obstacles in two
dimensions is presented in Figure 14. As it is clear in this

TABLE 5. Obstacles position

Obstacle X(m) Y(m) Z(m)
1 12 30 15
2 35 35 12
3 1 27 12
4 0 10 12
5 0 0 12
6 -20 -8 12

y(m)

Figure 14. Obstacle avoidance with static obstacles and
fixed target
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figure, the quadrotor from the starting point (-10, 20) will
reach the target at the point (20, 43) after passing the
obstacles.

The simulation of quadrotor obstacles avoidance in
three dimensions is presented in Figure 15. which shows
that the quadrotor has successfully passed through the
obstacles and reached the target.

In the second mission, as in the first mission, the
obstacles are fixed, but the target is considered dynamic.

Figure 16 shows the passage of the quadrotor through
obstacles in two dimensions. In this figure, the quadrotor
from the point (-10, -20) reaches the target at the point
(10, 43) after passing the obstacles and moves with it to
reach the point (5, 43). The target moves from point (25,
43) to point (5,43). These results show the success of the
potential method.

Figure 17 shows the crossing of obstacles in three
dimensions, which shows the success of the AFP method.

25

=0 g /_'L _/._'i_./
15 — b
E10 -

o [ ]

40

Fnl oo S 20
= 20

PTG a0 2o 2 yomy

Figure 15. Obstacle avoidance with static obstacles and
fixed target in 3D

y(m)

potential
vector
0 quadrotor

path
- - -target path

i - : G
-40 -30 -20 -10 0 10 20 30 40

X(m)
Figure 16. Obstacle avoidance with static obstacles and
moving target

Figure 17. Obstacle avoidance with static obstacles and
moving target in 3D

TABLE 6. Obstacles velocity

Obstacle v, v, v,
1 7t(i) 9t (i) 3t(0)
2 0 —25t(0) 2t()
3 10¢() —20t(0) 5¢(0)
4 8t(i) —5¢t() 4t(0)
5 5t(i) —10t() 2t()
6 4t(0) 10t(@) 3t(i)
60
40
20 -
E o
20 1 TSR TP
s
-60 - ' ' : -
-60 -40 -20 0 20 40 60

x(m)
Figure 18. Obstacle avoidance with dynamic obstacles and
moving target at the beginning of the mission

In the third mission, obstacles and targets are
dynamic. The initial position of the obstacles is shown in
Table 3, and the speed of the obstacles is shown in Table
6. Figures 18-23 show the passage of dynamic obstacles
during the flight.

Figure 18 shows the initial position of the quadrotor
and the target. The initial position of the quadrotor is (-
10, -20), and the initial position of the target is (45, 43).

Figure 19 shows the position of the quadrotor after
passing the obstacles during the flight. In this figure, the
target has moved and reached the point (38, 43).

60

40

20 |-

E o

20 B

_40 £

60 . . . . .
-50 40 -30 -20  -10 o 10 20 30 40 50
x(m)

Figure 19. Obstacle avoidance with dynamic obstacles and
moving target while crossing obstacles
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Figure 20 shows the position of the quadrotor at the
moment of reaching the target. The location of the target
and the quadrotor is (36, 43).

Figure 21 shows the movement of the quadrotor with
the target at the end of the flight. The position of the
quadrotor and target is (27, 43).

Figures 18, 19, 21, and 21 show the passage of the
quadrotor past each obstacle from the beginning of the
flight to reaching the target.

Figure 22 shows the path of the quadrotor passing
through moving obstacles and reaching the dynamic
target in two dimensions. In this figure, the red line shows
the movement path of the quadrotor, and the green
dashed line shows the path of the target.

Figure 23 also shows the path of the quadrotor

passing moving obstacles and reaching the dynamic
target in three dimensions.
In the last mission, the obstacles are a combination of
static and dynamic. The target in this mission is moving.
The velocities of the obstacles are given in Table 7 .The
simulation results at different times are shown in Figures
24-28.

60

40 =

00 HifiiEHE R L

-20 F

40 piiniiininiin

60 . . . . . . . . .
-50 40 -30 -20 -10 0 10 20 30 40 50
x(m)

Figure 20. Obstacle avoidance with dynamic obstacles and
moving target when the quadrotor reaches the target

60

40 |

20 i

20 F

-40 |

60 L . . . . . . . . . |
-50 -40 -30 -20 -10 0 10 20 30 40 50
x(m)

Figure 21. Crossing the obstacles and moving the quadrotor
with the target

quadrotor
target
i ——quatiotorpath
Hb | - = =targetpath

50 40 A0 -0 40 0 10 20 30 4 50
m)
Figure 22. The path of the quadrotor through obstacles in
two dimensions

xim) - y(m)

Figure 23. The path of the quadrotor through obstacles in
three dimensions

Figures 24 and 25 show the passage of dynamic and static
obstacles from the start of the flight until reaching the
target. Figure 23 shows the quadrotor crossing obstacles
during flight. The position of the quadrotor in this figure
is (10, 0) and the target is at the point (40, 43).

Figure 25 shows the moment the quadrotor reaches
the target. The position of the quadrotor and target is (35,
43).

Figure 26 shows the crossing of dynamic and static
obstacles and the movement of the quadrotor with the
target.

TABLE 7. Obstacles velocity

Obstacle v, v, v,
1 0 0 0
2 0 0 0
3 0 0 0
4 8t(i) —=5t(i) 4t (i)
5 5¢t(i) —10t(i) 2t(i)
6 4t() 10¢(d) 3t(0)
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Figure 24. Obstacle avoidance with dynamic and static
obstacles and moving target while crossing obstacles
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Figure 25. Obstacle avoidance with dynamic obstacles and

moving target when the quadrotor reaches the target
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Figure 26. Crossing the obstacles and moving the quadrotor
with the target

Figure 27 presents the obstacle crossing and dynamic
target quadrotor movement in two dimensions. In this
figure, the green dashed line shows the target path and
the red line shows the quadrotor path. The red line shows
the starting point of the flight (-10, -20) until reaching the

poletal vector
quadrotor
taget

| ==—quadrotor path
- - ~tagetpah

EE "o N e w0
Xm)

Figure 27. The path of the quadrotor through obstacles in
two dimensions

target at the point (30, 43), and the movement along the
target to the point (25, 43).

Figure 28 presents dynamic and static obstacle
avoidance and quadrotor movement with dynamic
purpose in three dimensions.

As it is clear from Figures 14 and 15, the quadrotor
has been able to pass through fixed obstacles and fixed
targets in two and three dimensions. Figures 14 and 15
also show the path of crossing fixed obstacles in two and
three dimensions with a moving target. Figures 18-21
show the successful passage of the quadrotor through the
dynamic obstacles at the beginning and the end of the
path. Figure 22 also shows the path of the quadrotor from
the beginning of the flight to reaching the target and
following it. Figure 23 also presents this path in three
dimensions. Figures 23-26 also show the success of
passing the obstacles during the flight. Figures 27 and 28
show this path in two and three dimensions, respectively.
As a result, the simulation results show the success of the
AFP method in passing dynamic and static obstacles and
tracking the target.
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Figure 28. The path of the quadrotor through obstacles in
three dimensions
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6. CONCLUSION

In this article, the quadrotor crossing dynamic and static
obstacles and target tracking in four missions are
presented. Solving the problem of crossing obstacles has
been done in two parts. The first part deals with
controlling the position and attitude, and in the second
part, the path planning to pass the obstacles is done using
the artificial potential field method. In the first part, super
twisting and nonsingular terminal super twisting were
compared to control the position and attitude.
Convergence time in nonsingular terminal super-twisting
controller is less, and the effect of disturbances is reduced
more. As a result, the non-singular terminal super-
twisting method was used to control the attitude and
position in crossing the obstacles. The simulation results
of crossing the obstacles using the AFP method also
showed that in the first mission, where the obstacles and
the target were static, the quadrotor successfully crossed
the obstacles and reached the target. In the second
mission, where the obstacles were fixed, and the target
was moving, the quadrotor crossed the obstacles and
reached the target and moved along with target. The
success of the applied method is evident in the third
mission, which is the obstacles and target were dynamic.
In the last mission, where the obstacles were a
combination of static and dynamic and the target was
moving, the quadrotor successfully crossed the obstacles
and reached the target, and moved along with it. As a
result, the simulations showed the effectiveness of the
applied method.

In future articles, the method implemented in this
article can be used in the formation flight of flying robots
and maintaining continuity after crossing obstacles.
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ABSTRACT

Fault detection and its restoration is the major challenge for the smooth functioning of the Multi-Level
Inverter (MLI). In this paper, fault detection and its clearance scheme for an Open Circuit (OC) fault on
a 3-level 5-level Cascaded H-Bridge Multi-Level Inverter (CHBMLI) has been developed and tested to
improve the reliability and suitability of the system. An accurate and fast detection, isolation and
bypassing of faulty bridges enhance the reliability, suitability, and acceptability of CHBMLI in any
domestic, industrial drive applications. To reschedule the line voltage and current value close to the pre-
fault level, a Neutral Point Shift (NPS) technique is presented in this paper. The desired output voltage
is governed by Level Shift Pulse Width Modulation (LSPWM) technique. The proposed scheme is
developed in MATLAB/Simulink environment and results are validated by using Opal-RT simulator.
Simulation results has confirmed the performance and Opal-RT simulator results shows feasibility and
applicability of the proposed scheme.

doi: 10.5829/ije.2023.36.10a.02

NOMENCLATURE

Acr Peak value of triangular carrier signals Vae, Vec, Vea Output line voltages

An Peak value of modulating signals V_sa1s Instantaneous voltage across switch Sai4
fer Frequency of carrier signals ia Instantaneous phase-A current

fm Frequency of modulating signals N Load neutral point

n Number of bridges Pn CHBMLI neutral point

A, A, Bridges H; and H; of phase-A P, Shifted neutral point of CHBMLI

By, B, Bridges H; and H; of phase-B Ly, Ly, L New phase voltages with NPS

Cy, Cy Bridges H; and H, of phase-C a New line voltage with NPS

Ve Input DC supply to CHBMLI Ocr Phase angle between triangular carrier
Vi1, Vi Instantaneous bridge output ac voltage a By New phase angles with NPS

1. INTRODUCTION

conventional power electronics inverters [4, 5]. Because
of their exclusive merits, the MLI is being used in various

Multilevel Inverters (MLI) are widely accepted in all
industrial, domestic, and electric power grid utility
systems to improve the sustainability and reliability of
the overall system [1]. Due to increasing penetration of
renewable energy sources such as wind power and PV
solar power, the importance of MLI has increased [2, 3].
The MLI has various advantages such as low voltage
stress (dv/dt) across switches, low Total Harmonic
Distortion (THD) of output ac voltages, low rating of
IGBT switches and providing effective performance by
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applications like v/f control in drive systems, HVDC
transmission systems [6, 7]. Many topologies of MLI are
available with different switch combinations and source
arrangements. Some of the standard multilevel inverter
topologies are further subclassified as: Flying
Capacitors/Capacitor Clamped MLI (FCMLI), Neutral
Point Clamped/Diode Clamped Multi-Level Inverter
(NPCMLI), and Cascaded H-bridge MLI (CHBMLI),
and their comparison is given in Table 1 [8, 9]. The
CHBMLI is one of the most effective and popular
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topology. The advantage of CHBMLI is that, if any
bridge is faulty, it bypasses the faulty bridge and provides
continuous supply from other bridges. Since the
CHBMLI requires separate DC sources, hence, it is
suitable for several renewable energy sources like wind,
PV, and fuel cells as shown in Figure 1. It is also suitable
for medium voltage, high power distribution, Battery
Energy Storage Systems (BESS), and industrial drives
due to a high degree of modularity and high voltage ride-
through [10, 11]. In CHBMLI, the number of levels in
output voltage increases with an increase in the number
of bridges. So, the reliability of the inverter depends on
the number of components present in the system.

Due to the large number of semiconductorsi.e., IGBT
switches in MLI, the chances of failures in components
increase which tends to create Open-Circuit (OC) and

3-phase, 5-level
Phase-C
Phase-B
Phase-A

Renewable [
Energy Sources |

G

»¥
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Solar-PV e
[ V. F—_ L Star connected
= load
4 e WA
Battery

Figure 1. General block diagram of DC micro-grid with 3-
phase, 5-level CHBMLI

TABLE 1. Comparative analysis of classical multilevel inverter

Sr. No. Parameters NPCMLI FCMLI CHBMLI
1 Output phase voltage levels for star m m m
connected load

2 Output voltage (line-line) levels (2m-1) (2m-1) (2m-1)

3 Power semiconductor switches (3-¢) 6(m-1) 6(m-1) 6(m-1)

4 Clamping diodes (Independent) 3(m-1)(m-2) 0 0

5 DC bus capacitors (m-1) (m-1) @

6 Balancing capacitors 0 M 0

7 Voltage unbalancing problem Average High Very low

8 Modularity Less Less High

9 Asymmetrical input voltage configuration Not possible Not possible Possible

10 Swn_tchmg states qf MLI in state space m? me m?
diagram including multiple states

11 Applications Motor drive system, Motor drive system, Motor drive system, PV, fuel cells, BESS

STATCOM

STATCOM and grid integrated DG applications

Short-Circuit (SC) faults [12, 13]. The fault in the gate
terminal in IGBT switches is considered as an OC fault.
The switch fault count is approximately 1/3' of the total
fault in power converters. The OC fault in any switch of
CHBMLI bridge leads to unbalanced load, and voltage
disturbed. This creates unbalancing in output current and
voltage, which increases the chances of other devices
failure and may lead to the system collapse. The
distribution of faults due to failure of components such
as PCB 26%, capacitor 30%, semiconductor devices
21%, solder joint 13%, conductor 3%, and other 7% in
power electronics converters is shown in Figure 2 [14].
In this paper, the comparative analysis of the OC fault
detection methods, fault detection time, and their
parameters are discussed. Sim et al. [15] detected the OC
fault of CHBMLI based on output current waveform and

zero voltage switching states, the detection time for
identifying the faulty switch takes more than 40 msec.
Here, the performance of detection is poor for faulty
switch identification. The method presented by Faraz et
al. [16] is based on a sliding mode observer to detect the

35%

3%
30%, ”
5% 318
W%
15% 13%
10% To
50 3%
W ’

6%
Capacites PCB
Figure 2. Faults percentages due to failure of devices in
converters
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OC faulty switch of a modular multilevel converter. The

comparison is presented between each leg voltage and the

voltage across the capacitor cell. It requires more than

100 msec to check each healthy bridge of the converter.

In the fault detection method given by Anand et al. [17],

the mean output bridge voltage is taken as detection

parameter. The OC fault was detected for CHBMLI by
comparing the half-cycle mean value of bridges voltage

(HCMV) with normal operating mean output voltage. It

can detect faulty switch of CHBMLI within 20 msec with

LSPWM. The OC switch fault detection for T-Type MLI

is given by He et al. [18]. In this method, the output

current of MLI compares with online data which is
already trained for OC fault in different conditions. This
technique requires a set of data; due to this, it takes more
than 20 msec for the execution of data for each healthy
bridge. Thantirige et al. [19] presented the fault detection
which is based on FFT analysis of phase current signal to
detect faulty bridge. The fault is detected in less than 100
msec, this technique detects only faulty cell. This
operation takes 60 msec to check the data in each step
and this method also requires data training [20]. The
accuracy is less under light load conditions. In the
method given by Lezana et al. [21], fault detection is
done based on output voltage switching frequency
analysis for a cascaded multicell converter. The operation
of fault detection is implemented by high frequency
harmonic analysis. The behavior of fault is predicted
under the approximate method. It takes more than 30
msec to implement this technique. A gravitational search
algorithm is implemented to detect the OC fault for the
cascaded half-bridge MLI [22]. This detection technique
takes 20 msec for fault detection operation. It is for the
limited number of switches and it does not give clear
identification of faulty switches, since it is an
approximate method. The generation of balanced three-
phase line voltages and currents is described by Deepak
and Das [23]. This is achieved by adjusting the three-
phase angles with reference signals given to each leg of
the inverter. The fault tolerance of MLI is implemented
by the neutral point shift (NPS) technique to maximize
the available voltage after bypassing the faulty bridge

[24]. The fault is tolerated to improve overall system

reliability. Research work is carried out in this concern to

enhance the performance of the semiconductor switch
with reliable operation. The main contributions of this
paper are as follows:

e The developed algorithm based on instantaneous
paramerters for fault detection and inherent
isolation of the faulty bridge with minimum fault
detection time.

e The neutral point shift (NPS) technique is
implemented for fault-tolerant operation under OC
faults on the switches to ensure uninterrupted, and
reliable supply to the load.

e The proposed algorithm is implemented in
MATLAB/Simulation and validated through the
real-time simulator Opal-RT.

In section 2, the Cascaded H-bridge (CHB) 5-level
inverter and PWM techniques are discussed. The analysis
of fault detection and fault-tolerant NPS technique and
OC fault detection in 3-phase, 5-level CHBMLI are
addressed in section 3. Section 4 deals with the
simulation results under different operating conditions.
The Opal-RT simulator results are described in section 5.
Conclusion of the proposed work is in section 6.

2. CASCADED H-BRIDGE 5-LEVEL INVERTER

The conventional power electronic inverters produce
only two voltage levels either +Vg. or -Vg , but the
CHBMLI generates an expected sinusoidal output
voltage from several DC input voltage sources. It consists
of a series connections of n-bridges. Each bridge gives
three output voltage levels as +Vgc, 0, and -V obtained
by implementing the different switching patterns [25].
The switching sequence and output voltages under
normal operating condition is shown in Table 2. In
symmetric cascaded H-bridge multilevel inverter, to get
m-number of levels in output voltage, it requires 2*(m-1)
switches, (m-1)/2 number of DC sources or number of H-
bridges per phase leg, and switch blocking voltage is
2*(m-1) [26]. The sum of all the bridge output voltages
gives the phase voltage. In this paper, for obtaining the 5-
level, two H-bridges are connected in series in each phase
as shown in Figure 1. i.e., (Van =Vu1 +Vu2). The phase
output voltages of MLI is given by:

Van = Mgy * n x Vg sin(wt)
Vgn = My * 1 * Vg, sin(wt — 120°) 1)
Ven = Mep * 1% Vg sin(wt + 120°)

The phase output magnitude with n-bridges;

O]

{ Vph = Mgy * N * Ve
Viine = \/gman *n* Vge

The commonly used PWM techniques are Level Shift
PWM (LSPWM) and Phase Shift PWM (PSPWM).
These methods are simple and used in various topologies
than space vector PWM. In LSPWM, all carrier signals
have the same frequency and peak-to-peak amplitude.
For an MLI with ‘m’ voltage levels, (m-1) triangular
carrier signals are required. The carrier signals are
disposed over one another. In this paper, the level-shift
pulse width modulation (LSPWM) technique is used to
control the switching pattern to maintain the desired
output voltage. The amplitude (ma) and frequency (my)
modulation index are given as,

m, and my = fer

fm

___Am
Acr(m-1)
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In PSPWM, the carrier signals are phase-shifted from one
another, with the same frequency and peak-to-peak
amplitude. An MLI with ‘m’ output voltage levels, (m-1)
triangular carrier signals are required, whichare shifted
by an angle (6cr). The comparison between PSPWM and
LSPWM techniques is shown in Table 3.

— 360° _Am _ Jer
0., = o Ma =55 and my = e

3. ANALYSIS OF FAULT DETECTION AND FAULT
TOLERANT

Internal faults of the CHBMLI, such as the OC and SC
faults are major faults. The internal short-circuit (SC)
faults occur in IGBT, mainly due to the drastic increase
in temperature. The peak current flows through collector

TABLE 2. Switching sequence and output voltage level of 5-
levels CHBMLI

Sr. No. Switching Combination
Sa11, Sat4r Saz1s Saza +2Vge
Sallv Sal4v Sa21, SaZZ

Output Voltage levels

Satt, Sata, Sazs, Sezs
Sa11, Sa12, Saz1, Sazs
Sat4, Sat3, Saz1, Sea
Sait, Sate, Sazs, Sezz
Sa11, Sa12, Saz1, Saze
Satt, Satz, Sazs, Sezs
Sat4, Sat3, Saz1, Sezz
Sa14, Sa13, Saza, Sazs
Sa13, Satz, Saz1, Sea
Sa13, Satz, Saz1, Sezz
Sa13, Sa12, Saza, Sazs
Sait, Satz, Sazs, Sezz
Sat4, Sat3, Sazs, Sezz
Sa13, Sa12, Sazas, Saz -2Vgc

+Vdc

© 0o N o g B~ W N P

e e =
w N B O

Ve

e e
o o N

TABLE 3. Comparison between level-shift and phase-shift
sinusoidal PWM

Parameters Phase shift Level Shift

PWM PWM
o _ Same for all .
Switching frequency (fow = fer) switches Different
Conduction period (T) Samg for all Different
switches
Rotating of switching patterns Not required Required
Line-to-line voltage THD Good Better

to emitter of IGBT, without gate pulse, due to continuous
increase in voltage beyond breakdown. The OC fault
occurs due to open gate terminal or improper connection
of collector and emitter terminal. In this paper, a fault
detection algorithm is developed for 3-phase, 5-level
CHBMLI to detect the fault under OC condition.

3. 1. Open-Circuit (OC) Fault Detection The open-
circuit fault may occur on any switch, which creates an
unbalance in the output voltages and currents. This leads
to disturbance in the CHBMLI system. If the disturbance
persists, the system will be shutdown. To avoid complete
shutdown of the system, the algorithm proposed for fault
detection and fault-tolerant techniques are implemented.
An accurate and fast fault detection, inherent fault
isolation, and bypassing of the faulty bridge ensure the
reliability, suitability, and acceptability of CHBMLI in
any domestic, industrial drive applications.

During OC fault, in any IGBT switch, the bridge
voltage, current, and its magnitude deviates from normal
operating condition with constant DC input. The fault
detection in bridges is based on the monitoring of
instantaneous bridge output voltage (Vui, vh2) and
instantaneous output current (ia). The faulty bridge, the
faulty switch is identified by comparing the voltage
across diagonal switches of each bridge and the
instantaneous output current using fault detection
algorithm. The proposed scheme for fault detection in 3-
phase 5-level CHBMLI with fault-tolerant NPS
technique is shown in Figure 3. For getting the optimality
with minimum trade-off, all the possible OC fault
conditions have been considered in the proposed

’

After fault detection,
isolation of bridge
Measure new pole voltages
(Ly L L)
Bridge-H, Bridge-H, Calculate new line voltage
Faulty Faulty @
Calculate new phase shift
angle
(a.f7)

Update modulating signal
(Ve Ve, V)

Figure 3. Flow chart for fault detection and fault tolerant
with NPS
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algorithm. The incorporation of NPS technique with the
proposed algorithm shows promising results which are
discussed in section 3. The fault detection algorithm
provides a control signal to bypass the faulty bridge. Due
to bypassing the faulty bridge, the output current and
voltages become unbalanced, which is not acceptable for
many applications. To make sure the output line currents
and voltages are balanced after bypassing the faulty
bridge, the NPS fault-tolerant control technique is
implemented. To study the fault detection technique on
different switches in open circuit fault, different cases are
considered by misfiring the gate terminal.

The circuit diagrams, under OC fault conditions, for
all the cases show the direction of current (ia) and
voltages (vh1, Vh2) are depicted in Figures 4 to 7. The
current direction is shown by a solid red line. The
operation and switching sequence during OC fault in
switch of 5-level CHBMLI is shown in Table 4. For
example, if vy1 < 0 and ia > 0 in phase-A, the faulty
bridge-H; and possible faulty switch is either Sai1 or Sa1a.
The faulty switch is identified by checking the voltage
across the diagonal switches (Here; Sai1 and Sa4 are
diagonal switches). If v_sa14 = 0 means faulty switch is
Sai2, otherwise switch Saia.

Bridge-H, Bridge-H; Bridge-H, BridgeHy
: )
ocl e
Saai 7+ Sarg Bait 7' Sy B Sal_ll pouf g Sus
Ves .
— L3 V== 3
= vl | Vo
Saiz | P4y - Sez
0
A
I D
K2s ™,
6, 321
N
R Vi H
=1 = fr= T
a2 Saz SEZZ
. J
Bridge-H, (@ " BridgeH, Bridge-H, (b) Bridge-H; !

Figure 4. Case I; ia > 0, v < 0 fault on bridge-Ha, faulty
switches (&) Sai1, and (b) Saa.

Bridge-H, Bridge-H; Bridge-H, Bridge-H;

ML
Vi

S,
A sl

N
22 F
‘k Sad

PR

Bridge-H, (a) — Bridge-H, Bridge-H, (b) Bridge-H,

Figure 5. Case Il; ia < 0, vz > 0 fault on bridge-H, faulty
switches (a) Sais, and (b) Saz2.

Bridge-H; Bridge-H, Bridge-H; Bridge-H;

Ba v sal_J.l . Ball© Sad a1_11 Sa
vd?, = + .+ = - [
i -

I

4

T
-

Sazg A
4

Sz

a‘%im 0.C

: 1 I I
Bridge-H, (a) Bridge-H, Bridge-H, (b)  Bridge-H,

Figure 6. Case Ill; ia > 0, vz < 0 fault on bridge-Hz, faulty
switches (@) Saz1, and (b) Saza

1
b

ocl
saZl

+
==

Bridge-H, Bridge-H; Bridge-H, Bridge-H;
| T

|
al: Salﬂ( al‘Q Saljn au & Syl
i + in 4 Ia
4 T

4|

Vaqr -+

Van

4
Vg

Bridge-H, @) Bridge-H,

Figure 7. Case 1V; ia < 0, vHz > 0 fault on bridge-Hz, faulty
switches (a) Sazs, and (b) Sazz

(b) Bridge-H,

TABLE 4. Operation and switching sequence during OC fault
in switch of 5-level CHBMLI

Sr.  Faulty switch/
No. Circuit diagram

Switching sequence  ia  VH1  Vh2

Sai1 Saots Saray Dar2, Sips +ve 0 +Vge
Fig. 4 (3) Sao1, Dai3, Dat2, Sa2a +ve -V +Vge
) Sus Sus Suz Dae Sz Ve 0 Vg
Fig. 5 (2) Sa23 Da11, Das, Sz Ve +Vge -V
3 Sats Saz1, Dats, Sai1, Sa2a +ve 0 +Vge
Fig. 4 (b) Suot, Datz, Data, Sz +Ve -V +Vige
4 Sat Sa3, Dait, Saiz, Saz -ve 0 -V
Fig. 5 (b) Sa23 Dai1, Dais, Sazz Ve +Vge -V

5 Sa1 Sai1, Sazay Daz2, Sais +ve +Vg O
Fig. 6 (a) Satt, Daos, Dazay Saa +Ve  +Vge Ve

6 Saz3 Sai3, Saz2s Daza, Sarz Ve -Vge O
Fig. 7 (a) Saz, Daoty Dazsy Sarz Ve -V +Vae

; Saos Sa1, Dazs, Saz1, Saa tve +Vge 0O
Fig. 6 (b) Sai1, Dazs, Da2, Sara - +ve +Vae -V

8 Sa22 Saz, Daoty Sazsy Sarz Ve Ve O
Fig. 7 (b) Saz, Daot, Daga, Sarz -ve -V +Vge
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3. 2. Faulty Condition For five levels of CHBMLI,
each phase consisting two bridges. Under balance
condition, there are two isolated neutral points one is the
inverter neutral point (P,) and the other is the load neutral
point (N), both of them are at the same potential as shown
in Figure 8 (a) and (b). In this figure, all bridges (A1, Az,
Bi1, B2, C1, Cy) are healthy, hence the line voltages Vag,
Vec, Vca are balanced and form an equilateral triangle
with 120° phase displacement. When there is a fault at 2"
bridge of phase-A, bridge-A; is isolated from the system
as shown in Figure 9(a). Hence the line voltages Vag, Vca
are disturbed, resulting in unbalance of voltages.

3. 3. Fault Tolerant The simple fault tolerant
technique described in literatures are:
() if there is OC fault at bridge-A; of phase-A, bypass or
deactivate all its counterparts or same number of bridges
from the other healthy phases (i.e., from phase-B, bridge-
B, and from phase-C, bridge-C;) to maintain system
balanced as shown in Figure 9 (b) [23], so that each phase
will have one healthy bridge. However, deactivating the
healthy bridge reduce the utilization of the DC-link
voltage. This practice is not advisable.
(1) Increase the input DC voltage of healthy bridges i.e.,
if bridge-A; has a fault, then increase the voltage of
bridge-A; to 2Vq. to compensate the loss of bridge-Aa.
But this leads to increase in voltage stress on the
switches. So, increasing the input DC voltage to healthy
bridge is also one of the drawbacks. The neutral point
shift method is used to overcome these drawbacks,

B () Vas A
Figure 8. (a) 3-phase, 5-level healthy system (b) line
voltages under balanced condition

Figure 9. (a) line voltages when OC fault on bridge- Azi.e.,
(1-2-2) (b) Balanced line voltages after bypassing bridges

utilizing all the healthy bridges without an increase in
voltage stress.

3. 4. Neutral Point Shift (NPS) Technique The
fault-tolerant operation of CHBMLI ensure the
continuous operation of the system during and after the
fault conditions. The fault-tolerant NPS technique is
implemented to balance and maximize the available
output line voltages and currents after bypassing the
faulty bridge [27]. Normal operating condition, both the
neutral points (inverter neutral and load neutral) are at the
same potential, and output phase voltages (Van, Ven, Vcn)
of CHBMLI are balanced. All phase voltages are
displaced by 120° and form an equilateral triangle by
joining line voltages (Vas,Vzc, Vca). If OC fault occurs on
bridge-H, of phase-A, only bridge-H: of phase-A
contributes to the phase voltage (Van). This reduces the
magnitude of phase voltage which results in unbalanced
output line voltages. The magnitude of line voltage Vag
and Vca are less than Vec. The phase voltages (Van,Ven,
Ven) changes to new phase voltages as Li, Lo, and Ls
respectively. To maintain the output line voltages and
currents balanced, the neutral point of CHBMLI (Py) is
shifted toward a new neutral point (B,) without disturbing
other healthy bridges. The shifting of inverter neutral
point (B,) due to OC fault creates new balanced line
voltages ‘a’. The new output line voltages form a new
equilateral triangle with reduced magnitude than the pre-
fault condition. The coordinates (x, y) representation of
3-phase, 5-level CHBMLI with a fault in phase-A of new
line voltage ‘@’ and new phase shift angle (a, B, y) is
shown in Figure 10.

Let (x, y) be the coordinates of new inverter neutral
point By;

L? = x? +y? ®3)
L= (=) +? Q)
L = (k=97 + v = T2 ©)

Putting the Equations (4) and (5) in Equation (3), then the
new line voltage ‘@’ is obtained as:

. (a/23a/2)

Figure 10. Coordinates representation for parameters
calculations
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a= [L,>+ |L,? (6)

Here, L, = %{(LI2 +L,* + Ls*)}
and L, = (6L,°L,* + 6L,°L3*+6L,°L;* — 3L,* —
3L,* — 3L,%)

L,>0 @
To meet the Equations (3)-(7), the following condition
must be satisfied:

Ly < (Ly + L3)

Ly < (Ly + L3) (8)

Lz < (Ly + L)

After the calculation of new line voltage ‘a@’, new phase
angles are calculated as:

L22+L32—a2)
2L,L5

B =cos‘1(
y =(360°—a—p)

From Equation (6), the value of new voltage ‘a’
depends on Ly and Ly , + sign gives maximum of ‘a’ and
- sign give minimum value of ‘a’. After the detection of
a fault, the bridge is bypassed and the modulating signal
with all three phase angles given by Equation 9 is
generated in a controller, and PWM is implemented. The
schematic block diagram of the proposed algorithm for
fault detection and fault-tolerant along with LSPWM
control for the IGBT switch is shown in Figure 11. It
consists of D.C source, 3-phase, 5-level CHBMLI,
controller, and load. The controller consists of a fault
detection technique to detect the fault, and the NPS
technique is implemented to control the modulating
signal for fault-tolerant, and reassign the modulating
signal (i.e.,Varer, Verer, Vcrer). The generated modulating
signals are compared with the multicarrier triangular

2,7 .2_,2
_ —1 (L1°+L " —a . .
@ =cos ( 2L, ) ) signal (i.e., LSPWM) and gate pulses are generated to
operate MLI.
Carrier Signals s
11
W | LSPWM Output current
W || Generator Si2 —_— sensorsz...
W 1 S Vd:fl__t Output voltage L
= sensors o
Fault tolerant with NPS W :ID |;: Si E I A
Pre fault reference : Sz E Vi D
modulating signals EEE ' VAref‘ J-I.I-I.I-I.I-I.I- Sz Vet |
_l.ol =
_ Hoi v e o] ey
Reassigned and 100 3-Phase, 5-level :
| cOntrolled reference _>_:_°2: :VCref Pulises Sou CHB’I\/ILI Sense the instantaneous
modulating signals gy v output voltage and current

. Lt t

)
]
]
]
]
]
]
]
]
]
]
N
s| Calculation of
]
]
]
]
]
]
]
]
]
]
]

'
'

new Line a |Calculation of angle ]
@87 H
'

'

'

'

rf 4

voltage ‘a’
Measure the new
pole / phase voltages

A A t
(Ly, Lo, L3)

,«a

“

[ Bypass the faulty bridge |

“

.
.
H
.
.
H
.
.
H
Fault Detection Algorithm] }
H
.
H
H
.
H
H
.
H
.
.

[ NPS Control Technique |

Fault detetion

Figure 11. Block diagram of proposed control scheme for 3-phase, 5-level CHBMLI

4. RESULTS AND DISCUSSION

The parameters used for simulation of 3-phase, 5-level
CHBMLI with a star-connected RL-load is shown in
Table 4. The results are verified with real-time Opal-RT
simulator. The LSPWM technique is used for the
generation of gate pulses for CHBMLI.

The fault detection algorithm is implemented to
detect the OC fault. The operation of the proposed
method for fault detection and tolerance is studied for all
the cases where as; results for case Il and case IV with
bridge-H, are presented here. In these cases, the fault
detection technique senses the instantaneous phase
current, instantaneous bridge voltage and instantaneous

block
TABLE 4. Simulation parameters

Parameters Ratings
Input DC supply (Vae1=Vac2 =Vac) 165 V
Load Resistance (R) 10Q
Load Inductance (L) 15 mH
Modulation-index (m,) 1
Modulating signal frequency (fn) 50 Hz
Carrier signals frequency (fer) 1.5 kHz
PWM technique LSPWM
Switches IGBT
Output line voltage 400 V
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voltage across switches. Based on the condition
corresponding to faulty switch is identified and bypassed
for secure and reliable operations. This method detects
and tolerates the faulty switch of any phase of the system
and, maintains the line voltage and current in balanced
condition with the desired magnitude. In case Ill, an OC
fault is created on switch Sa21 in bridge-H; of phase-A, at
0.041s, where the output phase voltage (Van) and bridge-
H; output voltage (vx1) are shown in Figure 12 (a) and (b)
respectively. The output voltage of bridge-H, (vi2) is
healthy up to 0.041s which; either becomes 0 or -V
during fault condition as seen in Figure 12 (c). The
change in phase current (ia) during normal to the faulty
condition is observed in Figure 12 (d). The voltage across
switch Saa (V_saz4), gate pulse signal for Sa»1, and the fault
detection signal are shown in Figure 12 (e), (), and (g)
respectively.

The fault detection signal goes high at 0.042s thus;
the fault which was created at 0.041s is detected at
0.042s. This shows that, in this case the fault detection
time is 1 msec. Similarly, in case IV, an OC fault is
created on Sas in bridge-H, of phase-A at 0.041s, where
the output phase voltage (Van) and bridge-H: output
voltage (vwi1) are plotted in Figure 13 (a) and (b)
respectively. Due to fault on Sas, the bridge-H, output
voltage (vu2) is either O or +Vgc as shown in Figure 13 (c).
The change in current (ia) during OC fault and voltage
across switch (v_sa22) are also shown in Figure 13 (d) and
(e) respectively. The gate pulse signal for Ss; and the
fault detection signal are shown in Figure 13 (f), and (g),
respectively.

Normal operating Fault detected during OC
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Figure 12. An OC fault on Sazs, at t = 0.041 sec (a) output
voltage (Van) (b) Bridge-Ha output voltage (vHi1) (c) Bridge-
H2 output voltage (vh2) (d) output current (ia) (€) V_saz2
signal (f) PWM signal for Sa2s and (g) fault detection signal
(red)

l
t4—  Normaloperating i g——  Fault detected during OC ——ppt
: condition fault on switch S, 23

¥ W”H %WW

an (V)

=

Vi (V)

=Ll

Viz (V)

Fault détection time i‘: ---------

10 Sanz
o

“, N Fault detection Signal

:|. e () W W
------ Time (Sec)

Figure 13. An OC fault on Sa21 at t = 0.041 sec (a) output
line voltage (b) output line current (c) phase-A output
voltage (d) Bridge-H2 output voltage (e) phase-A current (f)
PWM signal for Sazs (black) and fault detection signal (red)

T M I AL U

N | N T ;
<0~ =y /“\;/"‘50\ P P —
< 2 \\\‘__, Ta \\,__,.-' :\\i:;)‘/ \_,/ \\u o \\r'i
- 2 ™ " (d).i w W -!:
Y- : ;
> ©F - !

Gate pulse,

The fault created at 0.041 s is detected at 0.052 s.
Hereby; it shows that, in this case the fault detection time
is 11 msec. This time is lowest as compare to other fault
detection technique. Hence, the proposed algorithm is
validated by the results obtained  from
MATLAB/Simulink.

In Figures 14, and 15 performances of the proposed
fault detection inherent fault isolation capability and fault
tolerant by NPS technique is presented. Hence; the
waveforms under healthy condition, during fault, and
after NPS implementation are studied and analyzed. The
3-phase output line voltages and current waveforms
during OC fault, on Sa21 and their post fault conditions
are shown in Figure 14. Similarly, the 3-phase output line
voltages and current waveforms during OC fault, on Sz
and their post fault conditions are shown in Figure 15.
The spectrum analysis of line voltage during various
condition like; normal operation, during OC fault, and
post fault with NPS implementation without for 3-phase,
5-level CHBMLI configuration.

During normal operating condition, the rms value of
the line voltages and the THD is 400 V, 17% respectively
as shown in Figure 16. But, during OC fault, the observed
rms values of voltage and percentage of THD are
different. The rms values of line voltage (Vag) is 326 V
and THD is 22%, for Vgc it is 400 V and THD is 17%,
and for Vca it is 326 V and THD is 23%, as shown in
Figure 17. During post fault and after implementation of
NPS, the line voltages and currents are balanced with rms
value of 343 V and THD = 20%, as shown in Figure 18.

Thus, the results obtained from simulation validates
performance of proposed technique for fault detection,
inherent isolation capability, and fault tolerant operation.
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5. OPAL-RT SIMULATOR AND REAL TIME RESULTS

The OP4510 is a family of the latest version of the Opal
-RT. It is a firmly united entry-level simulator that
consolidates with 128 very fast /0O channels. The OP4510
includes multi-rate FPGA (Kintex-7) with INTEL CPU.
The architecture of OP4510 is shown in Figure 19 [28].

An experimental setup of Opal-RT simulator is
implemented to examine the proposed algorithm. The
proposed algorithm for fault detection, isolation, and
fault tolerance is implemented in Simulink and validated
in real-time Opal-RT (OP4510) environment. The Opal-
RT simulator setup is shown in Figure 20. The simulation
is communicated with the Opal-RT real-time simulator
via Ethernet cable.

The Opal-RT simulator result of line voltage, line
current, phase current (ia), and phase voltage (Van) of 3-
phase, 5-level CHBMLI under normal operating
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condition can be observed from waveforms shown in
Figure 21. In Opal-RT, case Ill and case IV are studied.
In case I11, OC fault is created on switch Sa2; in bridge-
H; of phase-A. The output voltage of bridge-H; (vi2) are
+Vee, 0, and -Vgc which either becomes 0 or -V during
fault condition, as shown in Figure 22 (a). The v_sa21 and
change in phase-A current (ia) during OC fault areshown
in Figure 22 (b) and (c) respectively. The gate pulse for
Sazz and the fault detection signal are shown in Figure 22
(d). Thus, the performance of the developed algorithm is
also verified in Opal-RT.

Similarly, for case 1V, the proposed technique; under
OC fault condition on switch Ss3 in bridge-H, of phase-
A is tested in Opal-RT. Where, the bridge-H: output
voltage (vu1) is not affected entirely as shown in Figure
23 (a). The output bridge-H. voltage (vi2) is either 0 or
+Vgc during OC fault as shown in Figure 23 (b). The
phase current (ia) is deviated during fault condition as
shown in Figure 23 (c). The voltage across switch Saz,
(i.e., V_sa22), gate pulse to Sas, and the fault detection
signal are shown in Figure 23 (d), (e), and (f),
respectively. The results obtained from
MATLAB/Simulink are validated by a real-time
simulator for case IV, which detected the faulty switch
on bridge-H, of phase-A. Figure 24, show the real-time
Opal-RT simulator results of the line voltage and line
current under pre-fault, during OC fault, and post-fault
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Figure 22. An OC fault on Saz1 (a) vz (D) V_sa24 (C) ia (d)
gate pulse to Saz1 and fault detection signal

with NPS technique. The effectiveness of the proposed
fault detection algorithm and NPS technique for
tolerance under different conditions are evaluated and
validated. The comparison of the proposed algorithm
with the various existing techniques based on the
different features is shown in Table 6. This comparison
shows that the proposed algorithm has least fault
detection time and provides fault-tolerant operation also.
Thus, this algorithm is useful in supplying uninterrupted
power to critical loads.
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TABLE 6. Comparison of the proposed technigue with the existing technigue

Sr. No. Fault detection methods Features Fault detection time References
Based on output current waveform and zero . .
1 voltage switching states Fault detection with LSPWM > 40 msec. [15]
2 Based on FFT analysis of current signal. Detect the fault and localize the faulty cells =100 msec. [19]
Based on Change in load current during . . .
3 modulating period. Fault detection and diagnosis > 60 msec [20]
i itchi « Fault detection
4 Based on output voltage and r_ugh switching o ‘ 4 > 30 msec. 21]
frequency analysis. * Rejection to normal operation transient
5 Based on Gravitational search algorithm. Fault detection and fault isolation. > 30 msec. [22]
o » Fault detection and inherent isolation capability
6 Proposed method with instantaneous voltage, « NPS to fault tolerance < 15 msec. Prop(_)sed
current and voltage across switch. algorithm

« Reliable operation of the system

6. CONCLUSION

In this work, a scheme to improve fault detection in 3-
phase 5-level CHBMLI is proposed. Table 6, the
incorporation of the NPS technique with the proposed
algorithm shows a better performance. The OC fault has
been detected within minimum reaction time i.e., 15
millisecond. Another advantage of the proposed scheme
accompanied by NPS technique is to reschedule the line
voltage and current values close to their preferred level.
Despite bypassing the faulty bridge, the output line
voltages and currents are balanced due to NPS
faulttolerant technique during a post-fault condition. The
effectiveness of the proposed technique with different
cases is validated in MATLAB/ Simulink as well as
Opal-RT (OP4510) simulator. The results obtained by

Opal-RT simulator confirm the fast detection, isolation
of faulty bridges, and fault tolerance. Thus, the developed
algorithm is useful in supplying uninterrupted power to
critical loads.
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Collapsible soils pose significant challenges due to their open structure, which causes settlement when
exposed to moisture. Failure to identify these soil types can lead to structural damage when they become
saturated or experience changes in moisture content. The presence of such soils in various regions,
including Iran, necessitates greater attention and investigation into their behavior and properties. This
study examines the impact of butadiene rubber on the stabilization of these soils. Fine-grained soil
samples were collected from two different sites in Kerman province (Kerman City). The samples were
injected with 2%, 3%, 4%, 5%, 6%, and 7% butadiene rubber for stabilization periods of 4, 7, 14, and
28 days, resulting in a total of 72 tests. The stabilized soils were evaluated using a double consolidation
test (ASTM D5333) on intact soil samples. The penetration of butadiene rubber and the resulting rubber
columns reduced the degree of collapse. In all cases, the collapse was reduced by more than 88%. The
highest reduction was observed with a 7% additive after 28 days of stabilization. Given the increasing
use of intelligent systems in predicting the behavior of stabilized collapsible soils, a model was developed
to predict the degree of collapse for samples stabilized with butadiene rubber using an adaptive network
fuzzy inference system (ANFIS). The accuracy of the model was evaluated, and it successfully predicted
the collapse degree. Addition of styrene butadiene rubber additive in the tested soils led to a decrease in
the plasticity index of clays with high liquid limits and an increase in the plasticity index of silts with
low liquid limits. These changes varied depending on the mineral type. Subsequently, a model was
developed to predict the plastic properties of the soil using a fuzzy inference system. The results
demonstrate acceptable consistency between the training and prediction data (R?=0.93).

doi: 10.5829/ije.2023.36.10a.03

1. INTRODUCTION

Collapsible soils are included in this particular group.
Naturally, these soils consist of loose deposits with an
open structure and are predominantly found in dry and

Soils are one of the most important natural materials that
have been extensively used by humans in engineering
projects for a considerable period. In general, most
constructions are either built on or through the soil.
However, not all soils possess suitable conditions for
construction. Among these, soils sensitive to moisture
(according to the definition of ASTM D-5333) are worth
mentioning. It is crucial to consider the changes that
occur in the properties of these soils, as their structure
tends to become unstable upon exposure to moisture.

*Corresponding Author Institutional Email: amelsakhi@qut.ac.ir
(M. Amelsakhi)

semi-desert regions. The collapse phenomenon can be
triggered solely by moisture or in combination with
loading. Collapsible soils can originate from transitional
soils, particularly alluvial soils, in-situ soils, or
inadequately compacted embankments. The issues
associated with collapsible soils gained significant
attention after the Second World War. Initially, Jennings
[1] attributed the collapse of buildings in South Africa to
the repositioning of soil particles beneath the structures
concerning each other. Traditional stabilizers such as
cement, lime, fly ash, etc., have generally been employed
to enhance the mechanical properties of collapsible soils.
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Stabilization of collapsible soils has been achieved
through injection and mixing techniques. Within the
realm of mixed stabilizations, Bell [2], as well as
Lutenegger and Saber [3], introduced a polymer additive
to fine-grained soil. Gelsefidi et al. [4] attained favorable
outcomes through a study on collapsible soil stability in
northern Iran, utilizing nanomaterials. Fauziah et al. [5]
utilized a novel type of chemical stabilizer called styrene-
butadiene rubber, which reduced the soil's plasticity
index. They investigated the resistance properties of the
soil after adding butadiene rubber to the fine-grained soil.
Meanwhile, this study deals with the behavior of the soil
after saturation due to the addition of butadiene rubber.
Zhang et al. [6] added biopolymer material to improve
soil collapsibility properties and achieved acceptable
results. Baghini et al. [7] simultaneously investigated
cement and styrene butadiene rubber; they examined the
effect of this additive on road construction. Similarly, in
this article, butadiene rubber has also been used, but the
difference lies in the soil type (coarse-grained soil) and
the method of adding the material (mixing). Jalali et al.
[8] investigated the improvement of soil properties using
styrene butadiene rubber polymer, effectively enhancing
soil properties. Zimbardo et al. [9] observed a decrease in
the collapsibility properties of sandy soil by using a
certain polymer in the collapsible sand. Silveira and
Rodrigues [10] compacted the collapsible soil and
conducted a double consolidation test; they observed a
decrease in the collapsibility index of the soil. For
injection stabilization, Ayadat et al. [11] worked to
improve the soil of Rambandeh utilizing a stone column.
Also, in another article, Ayadat and Hanna [12]
investigated different methods of soil improvement.
Bahrami and Marandi [13] investigated collapsible soil
using an age column in the laboratory. Sarli et al. [14]
used recycled materials to improve loess soil. Feitosa et
al. [15] improved collapsible soil by mixing sewage
sludge. Goodarzi and Salimi [16] discussed the
improvement of clay soil using granulated blast furnace
slag and basic oxygen furnace slag. Alshaba et al. [17]
improved collapsible soil by mixing it with iron powder.
Ziani et al. [18] investigated the behavior of soil
compaction and improved the properties of the
collapsible soil by adding these materials. Gibbs and
Bara [19] used clay slurry and injected it into a loess
mass. Abbeche et al. [20] focused on collapsible soil
injected with salt and examined its geotechnical
properties. They observed a significant decrease in the
collapsibility index. Fattah et al. [21] conducted a study
on soil collapsibility behavior by injecting grout
composed of water, cement, and sand. They found that
the injected grout improved the properties of the
collapsible soil. Ajalloeian et al. [22] investigated the
effect of polyvinyl grout on the geotechnical properties
of the soil. They injected polymer materials mixed with
a certain percentage of water into the collapsible soil,
resulting in improved soil resistance and an increased

modulus of elasticity. Ayeldeen et al. [23] examined the
mechanical behavior of collapsible soil using two
different types of injected biopolymers. Seiphoori and
Zamanian [24] utilized nanomaterials to improve
collapsible soil. Silveira and Rodrigues [10] investigated
collapsible soil behavior and suggested compaction as a
means of improvement. Johari et al. [25] explored the use
of nanomaterials to improve the properties of collapsible
soil. Khodabandeh et al. [26] investigated the properties
of rammed soil using nanomaterials, resulting in
improved rammed properties. Sabbagzade et al. [27]
examined the mechanical behavior of collapsible soil
improved with cement. Valizade and Tabarsa [28]
investigated the improvement of mechanical properties
of collapsible soil by using plant roots. Nazir et al. [29]
conducted research on the improvement of Rambandeh
soil properties. Ogila and Eldamarawy [30] improved the
geotechnical properties of collapsible soil by using
cement kiln dust. EI Sawwaf et al. [31] studied several
different types of biopolymers for the improvement of
collapsible soil. Ziani et al. [18] investigated the behavior
of soils improved with pozzolan. Bakir et al. [32]
examined the behavior of collapsible soil improved by
waste glass fibers. Intelligent systems serve as powerful
tools in geotechnical engineering and can apply fuzzy
methods to handle uncertainties. Momeni et al. [33]
investigated the potential of collapsibility in different
central regions of Iran using qualitative assessment and
fuzzy set analysis. The study demonstrated a good
agreement between the experiments and the fuzzy
inference system. Basack et al. [34] improved the
compaction, penetration properties, dry density, and
CBR of fine-grained soil by incorporating bagasse ash
and stone dust.

Due to the presence of a large area of collapsible soils
worldwide and the need for new eco-friendly chemical
materials to improve the collapsibility properties of these
soils, the stabilization of such soil types is receiving
significant attention. The application of styrene
butadiene rubber (SBR), which is both eco-friendly and
produced in significant quantities, is increasingly
emphasized for improving soil properties. It is worth
mentioning that the use of these stabilizers is beneficial
from an economic standpoint, as they are produced
domestically, reduce the cost of soil improvement, and
mitigate the disastrous environmental effects of projects.

Research results demonstrate that stabilizing with
green stabilizers like butadiene rubber provides greater
resistance and durability compared to traditional
materials such as cement and bitumen. Furthermore, SBR
is non-toxic, safe, and non-corrosive, forms a
hydrophobic layer that prevents rupturing, and
effectively hinders the penetration of water into deeper
layers. This study aims to evaluate the reduction in
collapsibility by adding different percentages of
butadiene rubber (2%, 3%, 4%, 5%, 6%, 7%) over
varying periods (4, 7, 14, and 28 days). The collapsibility
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index is evaluated using Adaptive Neuro-Fuzzy
Inference System (ANFIS), and a calibrated model is
developed based on the results of 72 experiments
conducted in Kerman City, located in the central region
of Iran. Additionally, the plasticity index of the soil at
both sites is assessed by adding the additive, and an
ANFIS model is developed to predict the soil plasticity
index. In this study, butadiene rubber polymer has been
used for stabilizing fine-grained soils. Due to the high
surface tension of the added material, it is suggested that
this polymer be used in coarse-grained soils, or the
mixing method be replaced with the injection method. It
should be noted that this study solely investigates the
effects of SBR on soil plastic index and collapsibility
properties, and the corresponding effects on the
resistance parameters have not been scrutinized. ANFIS
demonstrates acceptable results in modeling the plastic
index and collapsibility of fine-grained soils, although
the output models cannot be expressed in the form of
distinct functions. The paper's first section presents the
materials and methods employed in the experiments,
followed by an illustration of the sample preparation and
injection process. The subsequent section provides a
detailed discussion of the experimental results, followed
by an analysis of the soil microstructure combined with
the added material. Finally, based on the experimental
findings, the ANFIS program has been developed, and
the outcomes are briefly presented.
The flowchart of how to work is shown in Figure.

2. MATERIALS AND METHODS

According to previous studies indicating the
collapsibility of the soil at the tested sites [16], the soil
used in this study was collected from two different areas:
the western and eastern parts. The samples were obtained
from natural ground surfaces following the guidelines of
ASTM D1587 and ASTM D4-7015, in intact and lumpy
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Figure 1. Flowchart of how to conduct the article
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form. The tests were conducted following ASTM
standards (see Figures 1 and 2). The various parameters
mentioned in this article hold the following meanings:
"cp" represents the mean collapsible potential.

"LL" signifies the mean liquid limit.

"@" denotes the mean friction angle.

"K" represents the permeability of the soil.

The particle size distribution based on hydrometer
analysis is shown in Figure 3. The details of the sampling
site are staed in Table 1.

Table 2 presents the results of the initial tests
conducted on the soil to determine its initial parameters.

‘Flgure 2. Map showmg the samplmg Iocatlon in .Kerman
City

Figure 3. Particle size distribution (hydrometer analysis)

TABLE 1. Details of the sampling site

Site Geographical Deep Number of
number coordinate sample(m) samples
30017'45.7"

1 4 72
57°01'05.4"E
30°17'49.5"N

2 55 12
57°05'41.8"E
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TABLE 2. Results of initial tests on the soil

Moisture Degree of Special Moisture Degree of

content CP% collapsible based  Classification ~ Weight (y content (@)% CP% collapsible (] K (m/s)
(@)% ASTM kn/m3) )7 based ASTM

1 312 15 ML 1.46 21.2 111 sever 0/404  1/3x10°®
2 59 23 CH 14 23.86 131 sever 0/39 1/8x107

Polymers are abundant in nature, with DNA and RNA
being the most prominent natural examples that play a
crucial role in life. At its core, a polymer can be defined
as a functional chemical substance composed of
repeating units. One of the earliest examples of an
elastomer or rubber is styrene-butadiene. Approximately
seventy percent of polybutadiene production is allocated
for the manufacturing of rubber and tires, while an
additional 25% to 30% is used as an additive in other tires
to enhance their mechanical strength. In 2001, the annual
production of this polymer exceeded 2.1 million tons,
making it the most widely consumed polymer for tires.
The polymerization of styrene butadiene was first
achieved in 1910. In subsequent years, extensive research
successfully developed a process to produce butadiene
from ethanol in 1926, and in 1928, utilized sodium as a
catalyst to pioneer the production of styrene-butadiene.
Consequently, the Soviet Union became the first nation
to achieve industrial-scale production of this polymer in
the late 1930s. Germany and the United States also made
significant contributions to the research and development
of polybutadiene and styrene-butadiene production.
Following World War IlI, major advancements in
catalysts, particularly the Ziegler-Natta catalysts, were
made in the mid-1950s.

In this study, a brand named X-SBR, manufactured
by Paya Rezin Co. in Isfahan, Iran, was utilized as an
additive to enhance collapsible soils. Styrene-butadiene
rubber, dispersed in water, has been shown in previous
research to increase shear resistance properties and
decrease the liquid limit of soil when combined.
However, the application of these materials to reduce soil
volume changes during humidification has not been
explored in the literature. Consequently, acquiring this
information is necessary to comprehend the stability and
effectiveness of soil stabilization when employing this
environmentally friendly substance.

The extensive prevalence of collapsible soils
worldwide, coupled with the need for eco-friendly
chemicals that can improve their collapsibility properties,
has underscored the importance of stabilizing such soil
types using various polymers. Styrene-butadiene rubber
is considered an eco-friendly polymer, and due to its
large-scale production, it is also economically viable.
Previous studies have employed this substance to
improve coarse-grained soils and examine its effects on
problematic fine-grained soils. As a result, this study

aims to evaluate the reduction in soil collapsibility by
adding different percentages of butadiene rubber
(ranging from 2% to 7% of the total weight of the sample)
over various periods (4, 7, 14, and 28 days from the time
of injection to the commencement of the test). By
utilizing Adaptive Neuro-Fuzzy Inference System
(ANFIS), the collapsibility index is evaluated, and a
calibrated model is developed using data gathered from
72 tests conducted in the central region of Kerman City,
Iran.

Fine-grained soils undergo various transformations as
the amount of absorbed water increases. As water is
added, the grains become coated with a layer of surface
water absorption. With further water addition, the
thickness of the water layer surrounding the grains
increases, facilitating easier sliding of the grains against
each other. Therefore, the behavior of soil practically
depends on the water content within the complex.
Additionally, different fine grains exhibit varying
behaviors in terms of surface water absorption.
Consequently, the soil's plasticity index will be examined
when the additive is introduced at the different
percentages mentioned above, and the predicted
plasticity index value will be presented in Table 3.

3. RESULTS AND DISCUSSION

3. 1. Investigation of the Possibility of Sterile
Butadiene Rubber Penetration into the Tested
Soils In water-based polymer latexes that are
sandwiched between fine particles, the water phase is lost
through evaporation. This leads to the determination of
the effective particle size of the pores (Silveira and
Rodrigues, [10]), as explained by the modified Kozeny
Carman equation.

-

D2
k =0.0898— X vw X @
e

TABLE 3. Styrene Butadiene Rubber Additive Properties

Type of polymer Brand Color Viscosity Pasriggle PH
Sterile butadiene X-SBR  milky <200 e 0

rubber
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In the aforementioned equation, K represents the
soil's permeability, @ denotes the permeability, and p
signifies the viscosity of water. According to the soil
specifications provided in the table, the effective
penetration size of soil particles, ML (D1), measures 1.65
micrometers. Similarly, the effective penetration size of
soil particles for the second type, CH (D2), is 0.65
micrometers. The particle size of butadiene rubber is 150
nanometers, equivalent to 0.15 micrometers. This
indicates that the particles of butadiene rubber, an
injection polymer, has successfully infiltrated the desired
soils' pores and enhanced their properties.

3. 2. Preparation and Stabilization by Injecting the
Atterberg Limit Test Sample In this test, an
additive comprising 2%, 3%, 4%, 5%, 6%, and 7% of the
soil's weight is introduced to the soil, which has been
soaked for 24 hours, less than one hour before the test.
All test procedures were conducted in a standardized
manner. Two tests were performed for each additive
percentage, and the average values were reported (Tables
4 and 5).

In the ML-type soil, which initially had a liquid limit
of 38, the addition of a 2% additive led to a 10% decrease
in the soil. Subsequently, there was an increasing trend
(42%) that continued with a further increase in the
additive. On average, the liquid limit increased by 33%.

TABLE 4. Results of Liquid Limit Test on ML Soil

Additive Liquid limit Liquid limit Average liquid
material soil 1 (LLy) soil 1(LL,) limit (LL1)
0 37 39 38

2 37 38 37

3 38 39 38

4 37 40 39

5 45 48 47

6 51 49 49

7 52 52 52

TABLE 5. Results of Liquid Limit Test on CH Soil

Additive Liquid limit Liquid limit Average liquid
material soil 2 (LLy) soil 2 (LLy) limit (LL2)
0 60 58 59

2 61 57 59

3 54 55 54

4 47 49 48

5 45 44 44

6 43 41 42

7 42 40 41

In clay with a high liquid limit, the liquid limit
initially increased. However, after adding a 3% additive,
it started to decrease, and this downward trend continued.
In this soil, the liquid limit decreased by approximately
18%.

The plastic index also increased with the percentage
of additives in the first type of soil, which had a low
liquid limit. With a 2% additive, the plastic index initially
decreased and then exhibited an increasing trend. When
the additive percentage exceeded 5%, the plastic index
dramatically increased up to 100%. In clay with a high
liquid limit, the maximum plastic index was observed
with a 2% additive, after which the plastic index
decreased. However, this difference decreased at higher
percentages, resulting in approximately a 5% reduction
(Figure 4).

Naturally, the clay swells due to the absorption of
surface water. Water absorption reduces the friction
between soil particles, cohesion, resistance, and bearing
capacity of the clay mass. Styrene butadiene rubber is
composed of two components: a hydrophilic head and a
hydrophobic tail. When this polymer is added to the clay,
the hydrophilic ions attach themselves to the clay surface,
displacing or trapping them within the metal ions. As a
result, their absorptive properties diminish, rendering the
clay hydrophobic and oily.

The additive in sludge soil exhibited an almost
opposite mechanism. The presence of butadiene rubber
polymer in the sludge soil increased water absorption by
the silt. As the results demonstrate, the addition of
butadiene rubber increased the liquid limit. The increase
in the specific surface area of the soil, caused by the
addition of the polymer to the sludge soil, will raise the
moisture required to transition the soil's physical state
from solid to plastic and from plastic to liquid.

3. 3. Preparation and Stabilization by Injecting the
Collapsibility Test Sample The soil samples
obtained were prepared and wax-coated in the laboratory.

e P| (site 1) Pl(site 2)
40
35
é 30
£ 25
g o \/
g}
(%]
© 15
(o
10

addative material %

Figure 4. Comparison of the plastic index in type 1 and type
2 soils
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The objective was to preserve the natural moisture of the
soil and create intact samples with acceptable accuracy
following the standard procedure. Firstly, the soil
samples were carefully placed inside the ring of the
consolidation device (see Figures 5 and 6) using a sharp
blade. Then, holes with a diameter of approximately one
and a half millimeters (D=1.5mm) and with a distance-
to-diameter ratio (S/D=6.5) were drilled using a drill.
This distance represents the minimum distance between
the centers of each hole created on the consolidation
sample, ensuring maximum overlap.

Additives in different weight percentages were
poured into a container and mixed thoroughly.
Subsequently, the injection process was carried out in
three steps, with a time interval of 15-20 minutes, using
a syringe equipped with a needle that had holes for all-
around injection and maximum penetration into the soil
(Figures 7 and 8).

3. 4. Storage and Collapsibility Test After the
slurry was injected into the soil, the sample was placed in
a zippered plastic bag and stored in a moisture can with a
lid. It was then placed in a temperature-controlled
chamber (Figures 9 and 10).

Figure 5. Sample Drilling

butadiene rubber injection site
{butadiene rubber ¢andle}

natural soil

impact area

Figure 6. Schematic of Injected Sample

Figure 7. Injection Needle for Sample

Injecting butadiene rubber

—

oot iisicatl oo

PO S T VN

Figure 8. Sample Injection and Drilling Columns of
Butadiene Rubber

- o

Figure 9. Sample Storage

Figure 10. Isolating the Samples

To assess the effect of the additive on fine-grained
soil, the coefficient of collapsibility index reduction
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(Rcp) was calculated using the following formula. RCP 5 28 0.15
directly relates to soil stabilization by butadiene rubber. s 28 0.16 0.252 95.33
R cplinitial) — cp(secondary) '
cp = —
cp(inatial) 6 0.46 0.392 93.2
6 4 0.325
L 6 0.75
Rcp = CP(initial) - CP(secondary) 0.755 93.25
6 7 0.76
Where Rcp is the coefficient of collapsibility reduction, 6 14 0.94 0.720 9357
CP(initial) is the initial soil collapsibility value, and 6 14 05 ' '
CP(secondary) is the soil collapsibility value after the 6 28 053
additive is introduced (Tables 6 and 7). 6 - 05 0.515 95.4
7 4 0.71
- . 0.86 93.32
TABLE 6. Collapsibility Test Results for Type 1 Soil 7 4 1.01
Initial character y=1.76(kn/m3) ®=15.32 e=0.68 PI=26 7 0.94
LL=39 0.82 94.3
7 7 0.92
Percent of additive ~ Time o average of o
material (%) (day) CP% CP% RCP% l 14 061 0.585 94.77
” 4 101 i e 7 14 0.56
- : 7 28 0.43
2 4 11 0.425 96.2
? 7 18 7 28 0.42
1.08 90.35
2 7 1.9
2 14 1.63 1265 88.7 TABLE 7. Collapsibility Test Results for Type 2 Soil
2 14 0.9 ' ' Percent of additive material (%) Time (day) CP% RCP%
2 28 1.25 2 4 114 91.29
1.242 88.91
2 28 1.23 2 7 06 9542
3 1.1 2 14 0.45 96.3
1.127 89.93
3 1.155 2 28 064 951
3 7 0.98 3 4 1.09  91.69
1.065 90.49
3 7 1.15 3 7 0.6 95.4
3 14 1.48 3 14 0.48
1.055 90.58 96.33
3 14 0.63 3 28 0.49
3 28 0.39 4 4 0.86 93.4
0.31 93.23
3 28 0.26 4 7 0.4 96.9
4 0.81 4 14 0.42 97.1
0.817 92.7
4 4 0.82 4 28 0.38 97.4
4 7 0.77 5 4 0985 924
0.69 93.83
4 7 0.61 5 7 0.49 96.2
4 14 0.96 5 14 0.48 96.3
0.923 94.3
4 14 0.96 5 28 044  96.6
4 28 0.82 6 4 0.89 93.2
0.592 94.71
4 28 0.36 6 7 0.73 94.4
5 4 0.94 6 14 0.49 96.2
0.766 93.16
5 4 0.585 6 28 0.48 96.3
5 7 0.713 7 4 0.86 9343
0.715 93.61
5 7 0.7 7 7 075  94.27
5 14 0.71 7 14 0.43 96.7
0.685 93.88
5 14 0.66 7 28 0.39 97.1
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As the processing time increased, there was a further
decrease in the collapsibility property due to the reaction
between the polymer and soil particles. One of the
positive effects of the polymer is coagulation and
coagulability. To investigate the impact of processing
time and additive percentage on the collapsibility
properties of the modified samples, collapsibility
reduction diagrams were plotted at different times
(Figure 11).

Diagrams illustrating the reduction in collapsibility as
a percentage of additive over different periods in site-1
soil reveal that RCP% exceeded 88% in all cases, with
the lowest reduction observed at 2% additive. As time
progressed, an increase in RCP% was observed. After 7
days, significant increases in RCP% were noted for all
additive percentages, with the highest increase occurring
at 28 days.

For site-2 soil situated in Shohadaye Darlek Street,
the addition of a 2% additive resulted in a reduction in
the trend. However, after adding a 5% additive, the trend
stabilized (Figure 12).

The collapse phenomenon is a process in which the
absorption of water by soil particles leads to the loss of
molecular forces between particles through various
mechanisms, such as softening, the disruption of
capillary forces, the elimination of suction force due to
saturation, increased shear stress resistance, and so on.

98
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Figure 11. Percentage of Collapsibility Reduction at
Different Times and Days
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Figure 12. Percentage of collapsibility reduction versus time
in site 2

As a consequence, the natural structure of the soil
suddenly collapses and is destroyed. These problematic
soils, normally dry, stable, and strong, experience
numerous deformations, rapid settlement, and a
significant decrease in porosity ratio with increasing
moisture content and loading. By examining the
testresults conducted on this soil type, it can be observed
that the nature of the polymer breaks a double bond
between carbon atoms and replaces it with a single
covalent bond. Consequently, the two free ends of this
monomer become free radicals. This basic molecule,
capable of undergoing reactions, serves as the building
block of polymers and is repeated frequently along the
polymer molecule chain. Over time, this chain forms and
prevents softening between the soil particles when
exposed to water. The injection of the additive into the
soil fills the soil pores, maintaining the capillary force
between the particles unchanged when the collapsible
soil is exposed to water, thereby preserving its cohesive
structure. The injection of the polymer into the clay with
a high fluid limit results in the formation of piles of
butadiene rubber in the soil, which act as concrete piles
when the soil is saturated and loaded. Consequently, a
lower reduction in bearing capacity is observed, and the
collapsibility of the soil experiences a significant
decrease. In silty soil, the polymer improves the soil
around the pile based on the size of soil particles, leading
to a reduction in soil collapsibility upon loading and
saturation. However, in clay with a high fluid limit, the
reduction in collapsibility is more pronounced. Overall,
the most substantial decrease in soil collapsibility was
observed with a soil additive weight of 7% over 28 days.

3. 5. Microstructural Investigations To
understand the structural changes in the soil samples,
SEM photos were taken. Two sets of soil samples were
prepared: one without additives and another with
additives. Figures 13 and 14 clearly show the effect of
styrene butadiene rubber on the formation of new bonds
between the soil particles. The introduction of rubber has
transformed the soil structure from a discontinuous state
to a more continuous form. This enhanced continuity,
reduction in existing voids, and increased cohesiveness
have improved the collapsibility properties of the soil.
The extent of this improvement and void reduction varied
based on the percentage of butadiene rubber and the
processing time.

Since conducting tests may not always be feasible under
certain conditions, a model can be employed to address
this issue. In this study, the results obtained from the
liquid limit test and plastic index, in conjunction with
collapsibility data, were utilized as inputs for MATLAB
software and fuzzy logic. The aim was to develop a
model capable of determining the plastic index and
potential soil collapsibility. To predict the soil's plastic
index, 20 data points were used for training, and 8 inputs
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Figurel3. SEM Photo of the Soil without Additive

were utilized for prediction using ANFIS in MATLAB
software. For each data point, the following five
parameters were taken as inputs: liquid limit of the base
soil (LL), plastic index of the base soil (PI), specific
weight of the soil (v), time (t), and percentage of additive.
The output was the plastic index of the soil, which was
determined for model development. Gaussian
membership function was employed as the membership
function, and a total of 6 rules were used (Table 8).

The two plastic index functions are in good

agreement with the inputs from the laboratory results and
the plastic index predicted by ANFIS (Figure 15).
The coefficient of determination (R) used to determine
the soil plastic index is 0.99, indicating a high correlation
between the experimental and predicted values (Figure
16).

To predict the soil collapsibility index, this model
utilizes 36 input data for training and 12 data for

TABLE 8. Parameters Used in ANFIS for Plastic Index

M training data M predict data
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Figure 15. ANFIS results versus laboratory values
corresponding to prediction data
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Figure 16. ANFIS results versus laboratory values
corresponding to experimental data

prediction from two different sites. The data from Table
9, including moisture percentage (W%), basic soil plastic
index (PI), porosity ratio (), soil specific gravity (v),
time (t), and additive percentage, were considered as
input, and collapsibility index (CP%) as output for
modeling. The number of input data was 6, and the
number of rules used was 8.

In the production model, the parameters used for
ANFIS training are listed in Table 9. The membership
functions employed are Gaussian. The membership
functions (rules) resulted in accurate modeling based on

TABLE 9. Parameters Used in ANFIS for Collapsibility Index

ANFIS parameter type for PI ANFIS ANFIS parameter type for CP ANFIS
MF type Gaussian MF type Gaussian
Number of linear parameters ° Number of linear parameters 1
Number of nonlinear parameters 3 Number of nonlinear parameters v
Number of training data pairs 20 Number of training data pairs 51
Number of checking data pairs 8 Number of checking data pairs 21
Number of fuzzy rules 6 Number of fuzzy rules A
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the available data. Choosing a low number of rules would
weaken the model while increasing the number of rules
would complicate calculations. The created FIS for the
soil collapsibility prediction model is shown in Figure 17.
The determination coefficient, denoted as R, indicates the
explanatory power of the model. It quantifies the
percentage of variation in the dependent variable
(criterion) explained by the independent variables
(predictions). This coefficient serves as one of the model
fit indices, reflecting the strength of the dependent
variable based on the independent variables. Figure 18
depicts the regression diagram, which is highly effective
for analyzing model errors. The diagram illustrates the
correlation between actual and estimated values
produced by the model. The closer the fitted line to the
data (blue line) is to unity, the stronger the correlation
between the actual and estimated values. The actual
values closely align with the estimated values,
demonstrating a reasonable and desirable performance of
the model. The coefficient of determination (R) for the
soil collapsibility index is 0.87, indicating a high

M training data M predict data
1.5

0 I|““ || |I““‘ HM“HIII

1 11 13 15 17 19 21
Datas Number

Figure 17. ANFIS results versus laboratory values
corresponding to prediction data
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Figurel8. ANFIS results versus laboratory values
corresponding to experimental data

correlation between the experimental and predicted
values and acceptable performance. According to
literature, an RMSEA value below 0.1 suggests an
excellent fit for the model. A value between 0.1 and 0.5
indicates a good fit, while a value between 0.5 and 0.8
implies an average fit. The obtained RMSEA value is
0.12558, indicating a good fit for the model. Overall, the
results obtained from the plastic index test and potential
collapsibility, along with their comparison with the
models developed in the fuzzy inference system,
demonstrate a well-fitted model aligned with the
experimental results.

4. CONCLUSIONS

Over time, various additives have been utilized to
enhance the collapsibility properties of soil, and their
effects have been investigated extensively. This study
specifically focuses on the impact of a novel polymer
called styrene-butadiene rubber on improving the
properties of fine-grained collapsible soil in the central
region of Iran, specifically Kerman. After determining
the fundamental characteristics of the base soil, such as
granularity, moisture percentage, specific gravity, and
Atterberg limits, the collapsibility of two types of fine-
grained soil (ML, CH) was examined using varying
proportions of the aforementioned additive at different
time intervals. To evaluate the soil properties, the
additive was mixed with soil samples at weights of 7%,
6%, 5%, 4%, 3%, and 2%. Subsequently, collapsibility
tests were conducted after different durations (14, 7, 4,
and 28 days). A total of 84 tests were performed, and the
results were compared.

The theory of fuzzy sets was employed for the
proposed modeling. The developed model serves to
predict potential soil collapsibility when the additive
percentage and initial potential of the soil are known,
even in the absence of the necessary conditions for
injection and the desired tests. In this model, 80% of the
data was used for input, while the remaining 20% was
utilized for training purposes. Based on the tests
conducted on two different soil samples, ML and CH
soils, it was observed that they had moisture contents of
21.2% and 23.86%, and specific gravities of 17.1 g/cm3
and 17 g/cm3, respectively.

Finally, the obtained results can be summarized as
follows:

1. The Atterberg limit test results on ML soil indicated
that the addition of the additive resulted in an
approximately 33% increase in the liquid limit and
a 100% increase in the plastic index.

2. Test results on the second type of soil, CH soil,
revealed that the additive generally reduced the
Atterberg limit and decreased the plastic index by
90%.
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3. The most significant reduction in potential soil
collapsibility was observed with a 7% additive
content over 28 days.

4. A fuzzy inference system was proposed to predict
the plastic index using five data inputs and one
output. The prediction model demonstrated the
highest degree of concurrence with the actual
model.

5. The diagram used to determine the soil plastic index
yielded an R-value of 0.99 for the trained and
predicted data in ANFIS modeling, indicating the
model's high accuracy.

6. Based on the test results, it can be concluded that
butadiene rubber effectively reduced collapsibility,
with a reduction percentage exceeding 90% in most
cases.

7. Adding styrene-butadiene rubber to fine-grained
collapsible soil at various times and percentages led
to the finding that the lowest level of soil
collapsibility was attained after a 7-day testing
period. Moreover, the optimal percentage of the
additive was approximately 4% or higher.

8. The developed ANFIS model was trained using 51
input data points and 21 prediction data points, with
the output being the collapsibility index. For the
training data, an R2 value of 0.99 and an RMSE
value of 20.5% were obtained, confirming the
model's accuracy.

9. In comparison to a previous study (Seiphori et al.,
2020) that employed clay and cement slurry at
varying percentages (1.5%, 2%, 3%, etc.) over
similar periods (4, 7, 14, and 28 days) and resulted
in a 76% improvement in the collapsibility of fine-
grained soil (CL), this study utilizing SBR
demonstrates an improvement of 88% and 92%
respectively for ML and CH soil types. Both clay
slurry and SBR are environmentally safe, but the
latter is more affordable and accessible, making it a
recommended option for similar research and
projects.
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ABSTRACT

A sample of organic soil collected from the Chaharmahal-Bakhtiari Province, Iran, was treated with 0.5,
1,15, 2, 2.5, and 3% of xanthan gum and 1, 3, and 5% of lime. The untreated and the treated specimens
were subjected to physical and mechanical tests, including soil classification, pH measurement,
compaction test, unconfined compressive strength test, indirect tensile test, and direct shear test. An
increase in lime by 3% led to the greatest increase in the compressive strength (5 and 6 times for the 7-
day and 21-day samples, respectively) and the tensile strength (3.7 and 4.5 times for the 7-day and 21-
day samples, respectively). Xanthan gum also improved the compressive strength (3 and 6 times for the
7-day and 21-day samples, respectively) and the tensile strength (5.9 and 7.5 times for the 7-day and 21-
day samples, respectively). Increasing lime up to 3% enhanced the adhesion of the stabilized soil for 3.5
and 7.5 times that of the organic soil for 7 and 21 days of curing, respectively. Also, the friction angle
increased by 40% and 68% times with the increase of lime up to 3% during 7 and 21 days of curing,
respectively. Stabilization with xanthan gum led to 11.5 and 17.5 times increase adhesion for 7-day and
21-day samples, respectively. Moreover, xanthan gum increased the friction angle by 47% and 75% for
7-day and 21-day samples, respectively. The findings generally suggest that xanthan gum can be a good

ecofriendly alternative to lime as a soil stabilizer.

doi: 10.5829/ije.2023.36.10a.04

NOMENCLATURE

A Mass of the as-received test specimen (g) T Tensile strength (KN/m”2)

B Mass of the oven-dried specimen P Maximum compressive force applied by the machine (kN)
C Weight of ash L Length of the specimen (m).

D Ash content d Diameter of the specimen (m).

1. INTRODUCTION

As a substrate for all structures, soil has a special place in
civil engineering. However, engineers increasingly face
the challenges of construction on poor-quality and
problematic soils due to rapid urbanization and the need
for infrastructures [1]. Such soils have unfavorable
geotechnical characteristics, including their significant
settlement and low strength [2], which makes it necessary
to stabilize them. Improvement of soil can change and
enhance its properties, ultimately leading to the reduction
of structure settlement, better soil shear strength, and
higher bearing capacity [3,4]. Geotechnical engineering
offers various methods to stabilize problematic soils, one

*Corresponding Author Email: mokhtari@yazd.ac.ir (M. Mokhtari)

of which is the use of additives [5, 6]. It should be noted
that the type of additive and its composition as well as soil
characteristics are the main parameters affecting the
strength of stabilized soil [7].

Organic soil is a soft layer of soil with a high moisture
content, high compressibility, low load-bearing capacity,
low shear strength, and low density. It is composed of fine
fractioned particles of organic matter and soft clay [8].
Since it is mainly formed as a result of the accumulation
and decomposition of plants in wetlands or under water, it
sometimes partly contains decayed plant matter. Due to its
characteristics, organic soil tends to have very little load
resistance even to small loads, and the roads, railways and
other structures built on it are exposed to problems such

Please cite this article as: B. Zare, M. Mokhtari, R. Porhoseni, Effects of Xanthan Gum and Lime on Physical Properties and Mechanical Behavior
of Organic Soil, International Journal of Engineering, Transactions A: Basics, Vol. 36, No. 10, (2023), 1758-1772
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as large and extensive cracking, even in the early stages
of construction. From the geotechnical engineering
perspective, this soil falls in the category of problematic
soils [9,10]. Therefore, not only does this soil need
treatment, but the treatment method is also an important
issue. There are various techniques to improve the
engineering properties of problematic soils, such as
removing organic soil and replacing it with better
alternatives, preloading, and using soil stabilization
methods. If none of these are viable options, it might be
better to relocate the project [11,12]. A common way of
treating weak soils is to stabilize them. However, it may
be difficult to choose a stabilization method in a
systematic way. It is geotechnical engineers, indeed, that
should determine a preferable method with regard to a
wide range of technical and economic issues as well as the
available labor and equipment based on personal
experience and test results. Soil stabilization methods can
be divided into physical-mechanical, chemical, and
biological types [13,14]. Chemical stabilization has been
widely done to improve the engineering properties of
problematic soils. A review of the literature shows that
organic soils, or the soils containing organic matter, can
be successfully stabilized with traditional binders such as
lime [15-17], cement [17-19] and fly ash [20, 21].
Meanwhile, for many years, researchers and engineers
have used lime for stabilization as a popular soil
improvement technique [2].

Although chemical stabilizers are effective, they
cannot be considered eco-friendly because they can be
toxic, alter soil pH, and contaminate groundwater. In
addition, the processes through which these stabilizers are
produced are usually large sources of greenhouse gas
emissions [6]. In recent years, there has been considerable
interest in using certain biopolymers, such as xanthan
gum, instead of traditional chemical stabilizers with
increasing public pressure to use eco-friendly and
sustainable materials [22]. For instance, Chang et al. [23]
sought to stabilize sand, clay, natural soil and red-yellow
soil with the xanthan gum biopolymer. They achieved an
improvement in the compressive strength and elastic
modulus of those materials by adding increasing amounts
of xanthan gum to them. As the Scanning Electron
Microscope (SEM) images taken in this study showed,
xanthan gum binds the sand particles that otherwise do not
bond together, thereby improving the soil strength. This
improvement depends on the strength of xanthan gum
fibers. In clay, however, the improvement of strength
occurs through the direct reaction of xanthan gum and
charged soil particles (e.g., hydrogen bonding). As that
study estimated, using 1 to 1.5% of xanthan gum as a
stabilizer can be cost-effective. At the end, it was
concluded that xanthan gum is a suitable material for soil
stabilization as it does not decompose for a long time (750
days) and retains its compressive strength and elastic
modulus. Latifi et al. [24] studied the use of xanthan gum

biopolymer in the stabilization of peat soil and evaluated
the effect of curing time (3, 7, 28 and 90 days). The
optimal amount of xanthan gum to increase compressive
and shear strengths was found to be 2%. While using more
xanthan gum increases the compressive strength, it is not
economical and causes excessive viscosity, which makes
its use problematic. The results of study showed that
prolonging the curing time improves the behavior of
xanthan gum-peat soil mixtures. Ayeldeen et al. [25] used
xanthan gum and guar gum to stabilize collapsible soils in
dry and wet conditions. They reported that both
biopolymers increase the cohesion, decrease the collapse
potential, increase the optimum moisture content, and
decrease the specific dry weight of the soil. In that study,
the soil treated with guar gum showed 20% better results
than the one improved with xanthan gum. In a study by
Chang et al. [26] on the use of gellan gum biopolymer in
sandy soil, it was found that the addition of this substance
to the soil increases its unconfined compressive strength,
cohesion, and internal friction angle. As also reported,
gellan gum has a good reaction with soil and quickly
decreases its permeability.

The uniaxial compression, direct shear, and
consolidation tests conducted by Latifi et al. [27] on
xanthan gum-treated kaolinite and bentonite clay soils
showed that xanthan gum increased the hardness, shear
strength, and compressive strength of these soils. These
effects would be improved with longer curing. Smitha and
Sachan [28] studied the behavior of a mixture of
Sabarmati river sand (in India) with agar biopolymer by
conducting a series of experiments. They showed that the
agar biopolymer could increase the shear strength of the
sandy soil by binding the sand particles together, covering
the surface of the particles, and filling the void space
among them. In an attempt, Muguda et al. [29] evaluated
the effects of xanthan gum and guar gum biopolymers on
the unconfined compressive strength and the tensile
strength of a soil specimen containing kaolin, sand and
gravel. As the results showed, both biopolymers
successfully increased the compressive strength and the
tensile strength of the soil specimen. In a study by Hataf
et al. [30], chitosan biopolymer was investigated for its
effects on the compressive strength and the shear strength
of a low-plasticity clay specimen containing fine sand and
gravel. The results showed that the biopolymer could
improve the properties of the studied soil by increasing
the interaction among its particles. As it was observed, in
the specimens dried at room temperature (20°C), the
biopolymer initiated cementation and crystallization on
the external surface while the internal part was still moist.
This caused poor crosslinking and, consequently, poor
shear strength. Therefore, the best strengthening effect of
the biopolymer would occur upon the complete
evaporation of water. Chen et al. [31] investigated the
effect of drying up on the shear strength of xanthan gum-
treated sandy soil. In their study, the treated soil
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specimens that were dried in an oven at 40°C had higher
shear strength than the untreated ones. However, there
was no significant difference of shear strength between
the xanthan gum-treated soil specimens dried at room
temperature and those dried in the oven.

Dehghan et al. [32] investigated the effect of two
biopolymers, xanthan gum and gaur gum, on the
mechanical properties of collapsible soil. In order to
evaluate the engineering characteristics, compaction,
permeability,  consolidation and  unconsolidated-
undrained triaxial tests were performed. The researchers
reported that biopolymers reduced the maximum dry
density and permeability and improved the mechanical
properties of the collapsible soil. Singh and Das [33]
found that xanthan gum decreases mass loss during
repeated freeze—thaw cycles. As observed by Kwon et al.
[34], the soil stabilized with xanthan gum polymer was
more resistant to hydraulic erosion. According to Sujatha
et al. [35], xanthan gum resulted in a link between its
molecules and soil surface. This led to a decrease in soil
permeability and a rise in the modified soil strength. As
the results of this process, the new soil structure had lower
maximum dry density and a higher optimal moisture
content due to the resistance of the improved soil to
compaction.

In addition, Hamza et al. [36] conducted a study to
comprehensively examine the efficiency of biopolymer
xanthan gum (XG), as a green building material, in
stabilizing and improving the characteristics of the weak
subsoil of structures. In this regard, a wide range of
geotechnical properties was investigated, including
compaction, unconfined compressive strength (UCS),
elastic modulus (E50), energy absorption capacity (Ev),
soaked and unsoaked California bearing ratio (CBR),
swelling potential, and consolidation parameters for
stabilized and unstabilized soils. The soil was stabilized
with different percentages of XG (0, 0.5, 1.0, 1.5, 2.0, and
5.0%) within different curing periods (0, 4, 7, 14, 28, and
60 days). The results of the tests indicated a slight
decrease in the maximum dry compaction of the stabilized
soil and an increase in the optimum humidity. It was also
shown that addition of xanthan gum biopolymer to soil
could increase soil strength parameters (UCS, E50, Ev,
and CBR). Besides, the compaction and the swelling of
the stabilized samples decreased by 83% and 79%,
respectively [36].

Bozyigit et al. [37] conducted research under the title
of “Performance of eco-friendly polymers for soil
stabilization and their resistance to freeze-thaw action”.
They used three types of polymers including xanthan
gum, guar gum, and anionic polyacrylamide polymer to
improve the strength properties of kaolin clay. The soil
samples were stabilized with different percentages of the
polymers and subjected to 5 and 10 freeze-thaw cycles
after curing for 7, 14, and 28 days. Then, a uniaxial
strength test was performed on the prepared samples.

According to their results, the polymers increased the
strength and resistance of the soil against the freeze-thaw
cycles. This suggested the appropriacy of those eco-
friendly polymers for areas that are subject to freeze and
thaw conditions through seasons. It was also indicated that
the curing period affects the strength of stabilized soil,
although this effect is insignificant in samples containing
anionic polyacrylamide [37].

As the literature suggests, many researchers have
investigated the effects of xanthan gum, guar gum,
modified starches, agar and glucan, and other such
biopolymers on the properties and behavior of sand, silt,
clay, and other typical soils [38,39]. Due to the acceptable
test results and environmental considerations,
biopolymers are considered as acceptable materials to
clog pore spaces and increase the binding of soil particles
[40-42].

The ability of a biopolymer to improve the properties
and behavior of a soil depends on the type of the soil and
its composition, the type and quality of the biopolymer,
and the curing conditions [43]. The results of the literature
review show the successful performance of xanthan gum
biopolymer to stabilize clay and sand soil. This
biopolymer has caused a significant increase in the
strength parameters of the investigated soils. Some studies
have used conventional materials, such as lime and
cement, in addition to xanthan gum biopolymer in soil
stabilization, comparing the results of stabilization with
those of conventional materials and xanthan gum. The
results obtained from all these studies show better the
performance of xanthan gum than conventional materials
in many instances. In addition to its successful
performance in improving the mechanical behavior of soil
compared to other stabilizing materials, xanthan gum can
be a suitable alternative to traditional materials for soil
stabilization due to its eco-friendly properties. The present
research contributions are:

* Unlike previous studies which have examined the
functions of the aforementioned biopolymers in clay and
sandy soil, the present study deals with the effect of
xanthan gum on the engineering performance of organic
soil.

» Comparion has been made with organic soil treated by a
tradintioanl method.

* Macro scale investigation on the effect of xanthan gum
on soil was completed by direct shear, indirect tensile and
compressive strength tests and additionally micro scale
tests were carried out through Scanning Electron
Microscopy (SEM).

2. MATERIALS AND METHODS

2. 1. Organic Soil The soil used in this study was
taken from the Choghakhor region in Chaharmahal-
Bakhtiari Province, Iran (Figure 1). The organic soil of
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this region lies at the depths of 0.5 to 4 meters. An image
of this soil is presented in Figure 2(a).

2. 2. Xanthan Gum Biopolymer Xanthan gum
is a mass-produced food additive typically used as a
thickening agent. This substance is produced by
Xanthomonas campestris in the process fermentation of
glucose or sucrose. The biopolymer is an anionic
polysaccharide composed of D-glucuronic acid, D
mannose (a sugar obtained from the oxidation of
mannitol), pyruvylated mannose, 6-O-acety | D-mannose,
and 14-linked glucan, with the chemical structure
(CasHag029) [23]. The gum is shown in Figure 2(b). The
characteristics of lime used in this research are also
provided in Table 1.

The most important application of xanthan gum is in
the creation of artificial plasticity [44]. Under static
conditions, adding a small amount of xanthan gum
increases the viscosity of a liquid. This biopolymer also
has interesting properties such as high resistance to
temperature and pH changes, excellent solubility in cold
water, ion salt compatibility, and retention capacity [45].
Furthermore, the anionic and hydrophilic surface
characteristics of this substance facilitate reactions with
cations [46,47]. Xanthan gum has a wide range of
applications in various industries as a stabilizer,
emulsifier, suspending agent, and thickener. For example,
it is used as a thickening agent in the food industry, as
drilling mud in the oil industry, and as a viscosity-
modifying agent in concrete [23]. It can also serve as a
stabilizer to ensure long-term durability and prevent the
dispersion of particles. These features combined with
wide availability make xanthan gum an interesting choice
for soil stabilization. The xanthan gum used in this study
was a whitish powder 92% of which could pass through
sieve No. 200.

Figure 1. Study area

2 Loss on Lgnition

TABLE 1. The characteristics of the applied xanthan gum
Parameters

Features Results

Whitish or light-yellow
powder

100% through 80 meshes,
not less than 92% through 200

Appearance Conform

Particle size (mesh)

200 meshes
Viscosity (1% KCL, cps) >1200 1566
Shear ratio >6.5 7.64
V1/v2 1.02~1.45 Conform
pH (1% solution) 6.0-8.0 6.96
Loss on Drying (%) <15 6.65
Ashes (%) <16 10.3
Pb (ppm) <2 Conform
Total Nitrogen (%) <15 Conform
Pyruvic Acid (%) >1.5 Conform
Total plate count (CFU/g) <2000 300
Moulds/Yeasts (CFU/g) <100 <100
Coliform (MPN/g) <0.3 Conform
Salmonella Absent Conform

2. 3. Lime Lime is one of the materials commonly
used in soil stabilization. In this study, quick lime (Figure
2c) was used with the concentrations of 1, 3, and 5% by
the weight of dry soil. The chemical characteristics of the
lime used in this research are provided in Table 2.

TABLE 2. The characteristics of the lime used
Amount (%)

Chemical compounds

cao 47.27
Si0, 8.71
Al,04 317
Fe, 0, 1.56
Mgo 0.987
K,0 0.79
50, 0678
Ti0, 0.232
Na,0 0.082
Zno 0.034
Sro 0.029
MnO 0.026
Cuo 0.026
PbO 0.024
cl 0.023
LOI2 36.15




1762 B. Zare et al. / IJE TRANSACTIONS A: Basics Vol. 36 No. 10, (October 2023) 1758-1772

(b) ©
Figure 2. Materials used in this research: a) soil, b) Xanthan
gum, c) Lime

2. 4. Classification of the Studied Soil  The studied
soil was classified according to the widely used VVon Post
and ASTM organic soil classification systems [48, 49].
Von Post is the best-known system for the classification
of organic soils. According to it, soils are of 10 classes of
decomposition from H1 to H10 based on such factors as
chemical properties, physical properties, rate of
degradation, amount and type of plant matter in the soil,
and genetic processes [50, 51]. H1 and H10 represent
organic soils with the lowest and the highest
decomposition rates, respectively. It should be noted that
this classification system is qualitative and lacks
quantitative boundaries for the exact differentiation of soil
classes. In the ASTM system, however, organic soils are
classified based on the amount of organic matter, the
amount of minerals, and pH [44].

2. 5. Chemical and Physical Properties of Organic
Soils Organic soils typically comprise large amounts
of organic matter and water and smaller amounts of
minerals and air. Given the variability of the ratio of these
four components, it may be difficult to describe the
physical characteristics of organic soils [50]. To
determine the physical and chemical properties of the
studied soil, a number of tests were conducted on its
moisture content, organic matter content, ash content, pH,
and specific gravity. The procedures of these tests are
described in the following sections.

2. 5. 1. Soil Moisture Measurement Because of
high precipitation and high groundwater level in the areas
covered by organic soils as well as the water absorption
property of the plant residues in these soils, they tend to

have much higher natural moisture contents than fine-
grained soils such as clay. In this study, soil moisture was
measured according to ASTM D 2974-87 [52]. To this
end, four 50 g specimens were placed as received in an
oven for 24 hours. The moisture contents of the specimens
were calculated using Equation (1), and then the four
resulting values were averaged.

Moisture content % = A'%B X 100 1)

In Equation (1), A is the mass of the as-received test
specimen, and B is the mass of the oven-dried specimen
both in grams.

2. 5. 2. Measurement of Ash and Organic Matter
Contents The ash content and the organic matter
content of the organic soil were determined according to
ASTM D 2974-87 [52]. For this purpose, after the
measurement of the moisture content, the specimens were
placed in an oven, where the temperature was slowly
increased to 440°C until there was no more change in the
weight of the specimens. The weight of ash was measured
by the subtraction of the weight of the oven-dried
specimens from the weight of the moisture-containing
specimens. Then, the ash content of the organic soil was
measured by using the following equation:

D% — CX];OO (2)

where C is the weight of ash, B is the weight of the oven-
dried test specimen, and D is the ash content.

The organic matter content was also measured by the
subtraction of the ash content from 100 using the
following equation:

Origanic matter % = 100 — D 3)

where D is the ash content.

2. 5. 3. pH Measurement Several pH tests were
performed on the original organic soil specimens, the
mixtures of organic soil with 0.5, 1, 1.5, 2, 2.5, and 3% of
xanthan gum, and the mixtures of that soil with 1, 3, and
5% of lime after 21 days of curing. The testing was based
on ASTM D2976 - 15 D [53].

2.5.4. Specific Gravity Measurement  The specific
gravity of the soil was measured according to ASTM D
854-14 [54]. This test was conducted on three samples
taken from different sections of the soil, and the three
measurements were averaged.

2. 6. Proctor Compaction Test The standard
proctor compaction test was performed according to
ASTM D-698 [55]. For this purpose, mixtures of organic
soil with 0.5, 1, 1.5, 2, 2.5, and 3% of xanthan gum and
with 1, 3, and 5% of lime were subjected to separate
compaction tests.
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To prepare the soil-xanthan gum mixtures, first, dry
soil was mixed with the desired amount of xanthan gum
in a mixer for a few minutes, and then mixing continued
by hand with occasional spraying of water until the
mixture became almost homogeneous. Next, the
compaction tests were performed, and the optimum
moisture content and the maximum dry unit weight were

determined.

2. 7. Unconfined Compressive Strength Test
Based on ASTM D2166 [56], some unconfined
compressive strength tests were conducted on the organic
soil, its mixtures with 0.5, 1, 1.5, 2, 2.5, and 3% of xanthan
gum and its mixtures with 1, 3, and 5% of lime. All the
test specimens were prepared with the optimum moisture
contents and the maximum dry unit weights obtained from
the compaction tests. Cylindrical test specimens were also
created each with a height of 8 cm and a diameter of ¥ cm
using a hydraulic jack (Figure 3). For better curing, the
created specimens were placed in plastic bags tightly
sealed after the removal of the trapped air, and then they
were kept at room temperature. For each mix design (i.e.,
organic soil, organic soil + xanthan gum, organic soil +
lime), two groups of specimens, one for 7 days of curing
and the other for 21 days of curing, were prepared.

2. 8. Indirect Tensile Strength Test The indirect
tensile test was performed according to ASTM C496 [57].
For this test, the specimens were created in the same
number and with the same dimensions and curing times as
in the unconfined compressive strength test. As instructed
by ASTM C496 [57], which is related to the tensile
strength of cylindrical specimens, each prepared specimen
was inserted in the machine horizontally, with two metal
plates placed at the top and bottom to ensure uniform
linear load distribution (Figure 4). Thus, the centerline of
the specimen was aligned with the symmetry line of the
machine’s loading plate. Then, the force was applied until
the specimen cracked and fractured. The maximum
compressive force applied to the specimen was inserted in

Figure 3. Cylindrical specimen made of arganic soil

Equation (4) to obtain its tensile strength.

2P
T = — 4)

In the above equation, T is the tensile strength (%), Pis

the maximum compressive force applied by the machine
(kN), and L and d are the length and the diameter of the
specimen (m).

2. 9. Direct Shear Test As instructed by ASTM
D3080-04 [58], direct shear tests were conducted on the
organic soil, its mixtures with 0.5, 1, 1.5, 2, 2.5, and 3%
of xanthan gum and its mixtures with 1, 3, and 5% of lime
after 7 and 21 days of curing. These specimens were also
prepared with the optimum moisture contents and the
maximum dry unit weights obtained from the compaction
tests (Figure 5). They were kept at room temperature in
sealed bags. For each mix design (i.e., organic soil,
organic soil + xanthan gum, organic soil + lime), two
groups of specimens, one for 7 days of curing and the
other for 21 days of curing, were prepared.

3. RESULTS AND DISCUSSION

In the following, the results obtained in each part of the
study are presented and discussed in separate sections.

Figure 4. Preparation and loading of organic soil samples for
indirect tensile testing

> Nt R .;/ v"--

‘F‘i-

s Ay = O b AP L
Figure 5. Preparation of a direct shear test specimen
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3. 1. Physical and Chemical Properties  The results
of the measurements conducted to determine the moisture
content, ash content, organic matter content, pH, and
specific gravity of the studied soil are provided in Table

3. 2. Soil Classification As the testing and
examination of the studied soil showed, it can be classified
from H3 to H6 on the von Post scale [51]. It also has an
increasing rate of decomposition, and its color changes
from brown to dark brown with depth.

According to the data provided in Table 3, the organic
matter content of the soil ranges from 67% to 69.2%, its
ash content is higher than 15%, and its pH is from 5.7 to
7. Thus, based on ASTM, this soil is classified as a regular
type of organic soil with a high ash content and low
acidity. Also, since it has a high amount of organic matter
and plant residues, which burn when exposed to fire, its
organic matter content was determined by the test
proposed in ASTM D2974-87 [52]. As shown in Table 3,
the soil contains a large amount of organic matter
averaging around 68.1%.

3. 3. Proctor Compaction Test  Based on the results
of the proctor compaction test (Figure 6), the optimal
moisture content of the organic soil was found to be
38.89%, and its maximum dry unit weight was 11.3
KN/mé.

The results of the compaction test for the mixtures
with different percentages of lime and xanthan gum are
shown in Figures 6 and 7, respectively. As it can be seen,
mixing the soil with lime and xanthan gum changed both
the optimum moisture content and the maximum dry unit
weight, increasing the former and decreasing the latter.
Basically, adding lime to the soil results in an immediate
cation exchange reaction, which causes the soil particles
to clot together. This process leads to the appearance of
more voids among the particles and, therefore, a more
porous structure with a lower maximum dry unit weight.
Since more water is needed to fill these voids, this process
also increases the optimum moisture content of the soil.
These effects for the lime-soil mixtures are illustrated in
Figure 6.

TABLE 3. Physical and chemical properties of Choghakhor
organic soil

Property Value Standard

Natural moisture content (%) 262-328 ASTM D 2974-87

Von Post class H3-H6

Specific gravity 211 ASTM D 854-14
Organic matter content (%) 67-69.2 ASTM D 2974-87
Ash content (%) 33-30.8 ASTM D 2974-87
pH 6.5 ASTM D2976 - 15

Xanthan gum mixed with organic soil reacts directly
with fine soil and water particles. As the amount of the
gum increases in the mixture, the excess amount absorbs
more water and makes the suspension more viscous,
resulting in increased gaps among the particles and less
desirable compaction (Figure 7). As other studies have
also reported, an increase in the amount of xanthan gum
increases the viscosity of the mixture and lowers its
workability [23, 59], leading to the separation of the light
soil particles and the reduction of the dry unit weight.
Increasing the xanthan gum content of stabilized soils also
increases their optimum moisture content. These results
are consistent with the observations of Ayeldeen et al.
[25].

3. 4. Effects of Lime and Xanthan Gum on pH of
Treated Soil Specimens The pH measurements
after 21 days of curing showed an increase in the pH value
of the treated soil specimens. This increase was due to the
alkaline conditions, which caused the hydration reaction
to progress. In the lime-treated soil, this was due to the
presence of (OH) and (Ca®) ions, which initiated a
pozzolanic reaction. As for the xanthan gum-treated soil,
the substance bound directly to the electric charges around
fine-grained particles through the cationic and hydrogen

bonds between carboxyl (COOH ™) and hydroxyl (OH")
groups, causing the pH to rise [23]. The pH values of the
treated organic soil specimens are given in Table 4.
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Figure 6. Proctor compaction curve of the lime-treated
organic soil specimens
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Figure 7. Proctor compaction diagram of the xanthan gum-
treated organic soil specimens
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TABLE 4. Effects of adding different amounts of stabilization
materials on the pH of the organic soil

Specimen pH
Organic soil (untreated) 6.5
Organic soil + 1% lime 8.19
Organic soil + 3% lime 8.25
Organic soil + 5% lime 8.38
Organic soil + 0.5% xanthan gum 7.04
Organic soil + 1% xanthan gum 7.06
Organic soil + 1.5% xanthan gum 7.15
Organic soil + 2% xanthan gum 7.22
Organic soil + 2.5% xanthan gum 7.29
Organic soil + 3% xanthan gum 7.36
3. 5. Unconfined Compressive Strength This

section discusses the effects of lime and xanthan gum on
the compressive strength of the studied organic soil.

3. 5. 1. Effect of Lime on Unconfined Compressive
Strength of Soil After curing, the specimens made
for unconfined compressive strength tests were subjected
to compressive loading until fracture (Figure 8).

The unconfined compressive strength of the studied soil
was measured on days 7 and 21 after the addition of
different amounts of lime to it. The results are presented
in Figures 9a and 9b. As it can be seen, adding lime to the
soil increased its unconfined compressive strength.
However, this effect peaked with 3% w/w of lime; the use
of 5% lime, indeed, resulted in less unconfined
compressive  strength  improvement. The 7-day
unconfined compressive strength of the soil treated with
3% lime was 402 kPa, which was about five times that of
the untreated soil (77.88 KkPa). The unconfined
compressive strength diagrams of the specimen cured for
21 days showed that prolonging the curing could greatly
increase the compressive strength.

»

-
~ .
| -

Figure 8. Plane failure of the specimens in the unconfined
compression test

When lime is mixed with soil in the presence of water,
the dissociation of CaO increases the concentration of
calcium and hydroxide ions, which raises the pH of the
environment. The high pH of the lime-treated soil
increases the solubility and reactivity of the particles in
the soil. The pozzolanic reactions taking place between
the calcium ions and the dissolved silicates in soil result
in stable elements such as calcium silicates and calcium
aluminates. The resulting hydrate gels serve as natural
binders, leading to higher strength and better cementation
of the lime-treated soil. As these pozzolanic reactions
progress, they slowly improve the strength of the lime-
treated soil over a long period of time [15].

3. 5. 2. Effect of Xanthan Gum on Unconfined
Compressive Strength of Soil The test results for
the unconfined compressive strength of the organic soil
treated with 0.5, 1, 1.5, 2, 2.5, and 3% xanthan gum after
7 and 21 days of curing are presented in Figures 10(a) and
10(b), respectively. As it can be seen in both diagrams, the
compressive strength of the soil increased considerably
with the addition of xanthan gum. The highest 7-day
unconfined compressive strength belonged to the mixture
with 3% xanthan gum, which was about three times as
much as the unconfined compressive strength of the
untreated specimen. After 21 days of curing, this ratio
increased to 6. The results also show that adding xanthan
gum to soil increases its ductility, which can be attributed
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Figure 9. Unconfined compressive strength of the organic
soil treated with different amounts of lime after a) 7 days of
curing and b) 21 days of curing
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to the binding property of this biopolymer. As shown in
Figure 10, the specimens containing 1.5% to 3% xanthan
gum had their maximum unconfined compressive strength
at a 10% vertical strain, which suggests ductile behavior.

Besides, as the curing time increased, the greater
reaction of xanthan gum with the soil particles resulted in
a nonlinear increase in the compressive strength, but this
increase slowed down as the amount of xanthan gum
increased. This is because the growth of cementitious
products over time causes soil particles to stick together
and fill the pores in the xanthan gum-soil matrix [24]. The
most effective range of xanthan gum content is from 1.5%
to 2%; higher amounts of xanthan gum increase the
viscosity of the mixture and decrease its workability.
Other studies have also reported a similar pattern of
compressive strength improvement in the treatment of
other soils with xanthan gum [23, 24, 27].

These results are also consistent with the findings of a
study by Arman and Munfakh [15] who explored the
effect of xanthan gum on clayey soils. They reported that
a higher compressive strength can be achieved with lower
amounts of this biopolymer than with higher amounts of
lime. The results of the study conducted by Latifi et al.
[27] confirmed these findings.

3. 5. 3. Comparison of Effects of Xanthan Gum and
Lime on Unconfined Compressive Strength The
results of the unconfined compressive strength tests on the
mixtures of the organic soil with lime and xanthan
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Figure 10. Unconfined compressive strength of the organic
soil treated with different amounts of xanthan gum after a) 7
days of curing and b) 21 days of curing

gum can be used to compare the effects of these two
treatment agents. As shown in Figure 11, while both lime
and xanthan gum improved the unconfined compressive
strength of the organic soil, the latter was more effective
in this respect.

These findings are interesting because, when it comes
to stabilizing organic soils, the non-toxic, edible
environment-friendly xanthan gum is a superior
alternative to conventional lime treatment.

3. 6. Comparison of Effects of Xanthan Gum and
Lime on Tensile Strength Figure 12 presents the
results of the indirect tensile tests performed on the
organic soil treated with different amounts of xanthan
gum and lime after 7 and 21 days of curing. As the results
suggest, xanthan gum significantly increased the tensile
strength of the specimens. This is because, when
combined with water and soil, xanthan gum increases the
cohesion of the mixture, which results in increased tensile
strength. Up to 3% of this biopolymer caused a significant
improvement in the tensile strength, so much so that the
7-day tensile strength of the treated specimens (79 kPa)
was 5.9 times higher than that of the untreated specimens
(13.3 kPa). The curing time also had a positive effect on
the tensile strength. As shown in Figure 12, the tensile
strength of the specimens increased by about 24% when
the curing time increased from 7 days to 21 days.
Treating the soil with lime also improved its tensile
strength. For example, the tensile strength of the specimen
treated with 3% lime was almost 3.7 times higher than that
of the untreated specimen, as reported in Figure 12. This
figure also compares the effects of lime and xanthan gum
on the tensile strength of the organic soil. As it can be
seen, in all the additive contents, xanthan gum provided a
significantly better tensile strength than lime. For
example, consider the 3% additive content. While the 7-
day tensile strength of the specimen treated with 3% lime
was 49 KPa, the 7-day tensile strength of the specimen
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Figure 11. Comparison of the effects of xanthan gum and
lime on unconfined compressive strength
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Figure 12. Comparison of the xanthan gum-treated and lime-
treated organic soil specimens in terms of tensile strength
after 7 and 21 days of curing
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treated with 3% xanthan gum was 79 kPa. Thus, xanthan
gum improves the tensile strength of soil better than lime,
and the difference between the two increases over time.
For example, after 21 days of curing, the tensile strength
of the specimen treated with 3% lime reached 59 kPa, but
that of the specimen treated with 3% xanthan gum went
up as high as 98 kPa.

3. 7. Shear Strength Parameters The shear
strength parameters of the soil including friction angle and
cohesion were determined by plotting a failure envelope
diagrams. The failure envelope of the specimens cured
with xanthan gum for 7 and 21 days are also shown in
Figures 13(a) and 13(b). As the results showed, adding
different amounts of xanthan gum had a significant impact
on the shear strength of the soil. When the concentration
of xanthan gum was increased in the mixture, the cohesion
and friction angle of the specimen were enhanced. It can
be seen from Figure 14(a) that, for the specimen treated
with 3% xanthan gum, the cohesion was 44.8 kPa after 7
days of curing, which was ten times higher than that of the
untreated organic soil (4.3 kPa). Using Figure 14(a), it is
possible to examine the effect of curing time on the
cohesion. As it can be seen, an increase in the curing time
to 21 days significantly increased the cohesion of the
specimens. The cohesion of the specimen treated with 3%
xanthan gum reached 69.4 kPa after 21days of curing. The
treatment also increased the friction angle of the soil, for
example, from 16.7 degrees in the untreated specimen to
25.1 degrees in the specimen treated with 3% xanthan
gum and 7 days of curing. The results suggest that curing
time has little effect on the friction angle of soil (Figure
14b).

The effect of xanthan gum on shear strength
parameters is attributed to the long-chain functional
groups like hydroxyl, ester, or amines in the structure of
the gum. The characteristic reactions of these functional

groups are facilitated with more reaction sites offered.
Another factor that plays a role in this regard is the
strength of the chemical bonds that bind the surfaces of
soil particles and gel together [25, 38].
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Figure 13. Shear failure envelope of the untreated organic
soil and the organic soil treated with different amounts of
xanthan gum after a) 7 days and b) 21 days of curing
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The failure envelope of the specimens after 7 and 21
days of curing with lime are also shown in Figures 15(a)
and 15(b). Lime could also improve the shear strength
parameters. The effect of lime on the cohesion and friction
angle of the organic soils are shown in Figures 16(a) and
16(b). From Figure 16(a), it is understood that, in 7 and
21 days of curing, the increase of lime up to 3% raised the
cohesion of the stabilized and processed soil 3.5 and 5.7
times, respectively. The friction angel also increased due
to the addition of lime. As lime was increased up to 3%
during 7 and 21 days of curing, the friction angle grew
40% and 68%, respectively.

3. 8. Effect of Time on Soil Stabilized with Xanthan
Gum  Considering that stabilization with xanthan gum
materials is more recent than lime, the long-term behavior
of a stabilized sample was investigated. The review of the
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Figure 15. Shear failure envelope of the untreated organic
soil and the organic soil treated with different amounts of
lime after a) 7 days and b) 21 days of curing
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Figure 16. Cohesion and friction angle of the untreated
organic soil and the organic soil treated with different

amounts of lime after a) 7 days and b) 21 days of curing

technical literature and the results of research on
stabilization with lime show that pozzolanic reactions are
completed and soil resistance increases in long periods,
after which it no longer decreases. The present research
mainly focused on the compressive and tensile strengths
of the samples stabilized with xanthan gum, the results of
which are presented below.

3. 8. 1. Compressive Strength As shown in Figure
17(a), the compressive strength of all the samples
stabilized with xanthan gum and cured for 56 days were
still on the rise. After this period, the compressive strength
of the soil treated with 3% xanthan gum increased for
about 10 times compared to the unstabilized soil. The
results obtained in this research are consistent with those
of the other studies investigating the effects of longer
treatments with xanthan gum on soil stabilization. Chang
et al. [23] investigated the strength of stabilized sand
samples during 750 days of curing and showed no
decomposition of xanthan gum or decrease in the strength.
Latifi et al. [24] also showed that the strength of the
samples stabilized with xanthan gum and cured for 90
days had an increasing trend.

3. 8. 2. Tensile Strength Figure 17(b) presents the
tensile strength of the samples cured for 56 days compared
to those cured for 7 and 21 days. As it can be seen,
increasing the curing time up to 56 days enhanced the
tensile strength, After this period, the tensile strength of
the soil treated with 3% xanthan gum increased for about
9 times compared to the unstabilized soil.

3. 9. Microscopic Behavior To further elucidate
the effects of the treatments performed on the organic soil,
the microstructure of the specimens was examined
through scanning electron microscopy (SEM). Figure
18(a) presents the SEM image of the untreated organic
soil as an example. As it can be seen, the constituting
particles of the organic soil are spaced out, indicating high
porosity. Each section of this organic soil has a series of
internal pores inside its coarse-grained components and a
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series of external pores between the grains and the outer
space. This explains the high water retention capacity of
this soil, as water can easily fill the voids inside and
among the soil particles [52].

As shown in Figure 18(b), the lime-treated organic
soil, too, has much fewer cavities than the untreated soil,
which can be attributed to the cementation process
resulting from pozzolanic and hydration reactions.
Furthermore, the bond formed between the products of the
pozzolanic reactions and the soil constituents has
increased the strength of the lime-treated organic soil.

As Figure 18(c) indicates, the xanthan gum in the
treated soil covers the outer surface of the particles while
filling the void space among them too. Due to the high
cohesion of xanthan gum, some fibers are formed in the
network of the constituting particles of the soil. The
appearance of these fibers and the filling of the void space
among the particles lead to reduced water retention
capacity. The figures clearly show that the treated soil has
a more compact and cohesive structure than the untreated
soil. This explains the significantly improved strength
parameters of the xanthan gum-treated organic soil
compared to the untreated specimen. A similar process
has been observed in the SEM examination of xanthan
gum-treated clay [42].
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Figure 17. The effect of time on the soil stabilized with
xanthan gum: a) Compressive strength, b) Tensile strength

Figure 18. SEM image of the particles in the a) untreated
organic soil, b) lime-treated organic soil, and c¢) xanthan gum-
treated organic soil

4. CONCLUSION

Lime is a conventional soil stabilizer with significant
positive effects on the mechanical properties of organic
soils. However, it has major flaws in terms of
environment-friendliness. The results of this study on the
treatment of organic soil with xanthan gum as an
environment-friendly stabilization agent indicated the
ability of this gum to significantly improve the strength
properties of the studied soil. The findings of the research
are itemized as follows:

e Mixing the organic soil with lime or xanthan gum
increased its optimum moisture content but
decreased its maximum dry unit weight.

e The addition of lime and xanthan gum increased the
pH of the treated organic soil to about 29% and
13%, respectively.

e The unconfined compressive strength of the organic
soil treated with 1, 3 and 5% lime was measured
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after 7 and 21 days of treatment. In general, the
addition of lime increased the compressive strength
of the soil; with 3% w/w of lime, the soil strength
increased for about 5 times compared to the
unstabilized soil, but it decreased with further
addition of lime.

The addition of xanthan gum to the organic soil
improved its resistance. In this regard, the 7-day
and 21-day compressive strengths of the samples
were 3 and 4.7 times that of the unstabilized soil,
respectively. Also, xanthan gum was significantly
more effective than lime to improve this factor.
The stress-strain  curve of the unconfined
compression test showed that the xanthan gum-
treated organic soil specimens were more ductile
than their lime-treated counterparts, bearing more
strain at the same axial stress.

The treatment of the organic soil with different
amounts of lime and xanthan gum improved its
tensile strength. In this respect, after 7 days, the
tensile strength of the soil sample stabilized with
3% xanthan gum was about 9.5 times and the tensile
strength of the soil sample stabilized with 3% lime
was about 3.5 times that of the unstabilized soil.

In the case of lime, the improvement in tensile
strength reached its peak when the soil was treated
with 3% lime, but it decreased with further increase
in the lime content. However, in the case of xanthan
gum, the improvement of the tensile strength
continued for the entire range studied.

Prolonging the curing process from 7 days to 21
days increased the tensile strength of all the
specimens that were treated with lime or xanthan
gum. However, this increase was higher in the
xanthan gum-treated specimens than in their lime-
treated counterparts.

Comparing the lime-treated and xanthan gum-
treated soil specimens in terms of shear strength
parameters after different curing periods showed
that xanthan gum is generally more effective in
improving the shear strength of organic soil.
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ABSTRACT

In the present study, the effect of adding Magnesium (Mg) as a doping element on the morphology and
surface characteristics of the chromized layer was investigated. To achieve this, chromized layers were
coated and doped by a chromizing process in pack-cementation at 1050°C. The thickness of the doped
layer was about 26 pum, whilst chromized was approximately 24 um. The surface morphology and
composition of the coatings were analyzed using scanning electron microscopy (SEM) and energy
dispersive X-ray spectroscopy (EDX). The results showed that a crystalline structure can be successfully
deposited by adding Mg as a doping element to the pack mixture. Therefore, Mg acts as a barrier against
Cr,0; formation, resulting in a more rich-chromium-zone and forming protective oxide. Moreover, less
carbide is formed in the doped layer. The roughness of the layer is enhanced by adding Magnesium (Mg)

Strength Adhesion and it has a lower average roughness (Ra) 3 times than that of chromized, of about 0.315 pm and 1.039
um, respectively. In addition, progressive loading scratch was performed at 1N and 20N. The results
demonstrated that Mg in the chromized layer increases the ability to with-stand varying levels of
mechanical stress with strength adhesion of about 19.21N and can be more protective than Cr chromized.

doi: 10.5829/ije.2023.36.10a.05
NOMENCLATURE
Wi% weight SEM Scanning electron microscope
Ra Average roughness EDX Energy-dispersive X-ray spectroscopy
Rz Mean height roughness Er Elastic recovery ratio
Rd Residuan depth 2D two-dimensional
Pd Penetration depth 3D three-dimensional
Lc Critical load

1. INTRODUCTION

poor quality in front of many aggressive factors. Among
these stainless steels, citing the ferritic steel (AISI 430)

In industrial applications, materials must be resistant to
environmental attacks such as corrosion, stress, wear and
fatigue. Especially when they are applied to applications
that requires high temperature applications. However,
stainless steels have been used for environments such as
petrochemical or electric utility fluidizing particles and
any hydrogen halide as the plants [1, 2]. They are a
popular choice for their low cost and their physical and
mechanical properties [3, 4], despite this they remain of
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which has been found in previous studies to be less
resistant to oxidation at high temperatures [5, 6]. To
overcome these limitations, surface coatings have been
widely employed as an effective means of improving
material performance in such environments. One of the
surface modification methods frequently employed is
diffusion coating through the chromizing process in pack
cementation to enrich alloy surfaces with chromium (Cr)
[7-9]. However, in chromizing process, the chromium
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(Cr) is used as a master alloy where it contributes to
improving in many properties of the coated material due
to its excellent hardness, wear resistance, and corrosion
resistance [10]. On the other hand, during the high
temperature chromizing process the activator usually
ammonium chloride (NH4CI); presents in the mixture is
decomposed into hydrogen chloride (HCI), nitrogen (N2),
and hydrogen gas (Hz). The HCI formed during this
process reacts with the chromium present in the pack
according to the following reaction [11]:

ZHCl(g) + CT(S)—)CT'CZZ 0} + H2 @

This reaction is crucial to the formation of the desired
chromizing coating. At temperatures around 1000°C, the
interaction between chromium and free carbon (C) found
in the stainless steel substrate can lead to the formation
of chromium carbides such as Cr;Cs, (Cr,Fe);C; and
Cr23Cg 0n the surface of the metal coated [12-14]. These
carbides can enhance wear resistance and give high
hardness [15, 16], on the other side they act as a diffusion
barrier, restricting the growth of a metallic Cr-rich layer
which causes the failure adherence of the layer [17].
Consequently, a decarburized zone can develop below
the coating. On the other hand, one of the challenges
encountered in the chromizing process is the occurrence
of voids, which can arise due to the Kirkendall effect
during pack cementation [18, 19]. Additionally, the
presence of carbides and intermetallic phases, which
occur due to the diffusion reactions, may introduce
variations in the topography of the coating and increasing
the surface roughness [20, 21]. This undesirable
consequence may comprise the functional characteristics
of the coated surface [22]. They can also weaken the
adhesion of the chromized layer, leading to delamination
and durability. The formation of the chromium oxide
such as Cr,Oz by introduction some oxygen (O) in the
pack mixture can enhance the hot oxidation behavior
when is exposed to hot damaged environments where
they found that retardation in formation of the Cr,0s
oxide can lead the increase of the formation of non-
protective oxides [23]. Beside this the Cr,O3 is known for
its relatively low adhesion to the substrate, which can
result in poor bonding between the coating and the
substrate. This low adhesion can cause delamination to
the coated surface, reducing the durability and longevity
of the chromizing coating. Additionally, Cr,O3 has a
relatively high coefficient of thermal expansion
compared to the substrate material, which can induce
thermal stress and strain within the coating [24]. To
address this challenge, turning to the process pack
cementation, wherein the addition of dopant elements
and substitutions to the mixture cementation pack can
alter its properties and improve surface characteristics.
The element magnesium (Mg) can be used as a catalyst
in the production of chromium hydroxides and oxides at
high temperatures, including MgxCry, oxides which are

considered stable, resistant and auto-protective [25].

Mg element can refine the grain size of chromized
layers with coarse grain structure, improving the
mechanical properties and potentially reducing
roughness. It is thought that magnesium (Mg) dopant
may act as a reducing agent, therefore reducing Cr,O3
formation and enhancing the Chromium (Cr) diffusion
into the substrate, which would then achieve a more
uniform and adherent layer and reduce roughness in the
chromized layer [26, 27].

Based on our review of the literature, there has been
no research on the chromized chromium by pack
cementation method, doping with magnesium (Mg)
substitution. This study aims to investigate the effect of
Magnesium (Mg) addition on the microstructure,
morphology and enhancement of surface conditions of
the chromized layer on the AISI 430 obtained through
chromization process in pack cementation by reducing
the formation of intermettalic phases and carbides hence,
replaced by protective oxides. Additionally, the study
aims to explore the potential of small amounts of
magnesium (Mg) for substituting chromium (Cr) oxides
and enriching the surface with chromium (Cr).
Furthermore, the findings of this study may contribute to
the development of advanced chromization technique
with enhanced surface properties, contributing a better
resistance against delamination, spallation, adhesive and
failure and benefitting various industrial applications.

2. MATERIALS METHOD

In this study, Cr-Mg alloy was coated on the surface of
AISI 430 Ferritic stainless steel (10x 10x 1) mm? using
the chromizing process in pack-cementation, by adding a
Mg content as a doping element to the Cr pack mixture.
The substrates were ground before proceeding coating
using mechanical polishing (up to #1000 SiC grit),
immersed in acetone solution (for 10 min) and cleaned
by an ultrasonic bath. Each sample was placed inside an
alumina (Al,O3) crucible that could withstand high
temperatures (up 1800°C) in two pack mixture (with and
without Mg doping element). Thus, they were dipped in
a powder mixture containing Cr, NH4ClI, Al,Os, for the
first coating and Cr, NH4Cl, Al,O3, and Mg for the
second coating. The weight ratio of the components of
the Cr chromized and Cr (3wt.% Mg) doped coatings is
summarized in Table 1.

The crucibles (powder pack and samples) were not
passed through a glove box but were placed directly into
the furnace to provide a small amount of oxygen (the fast
irreversible incorporation). As a safety precaution, the
crucible was sealed with lid to not allow the powder
spreads in the furnace when injecting Argon (Ar) gas,
then placed in the CARBOLITE tubular furnace (Carbolite
TZF 12/100/-900, Hope Valley, UK). The crucibles
(samples and pack mixture) kept in the furnace at room
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temperature (25°C +1) under Argon gas injection,
keeping the outlet of the furnace open to ensure that most
gases were eliminated and escaped from the system then
the tube furnace outlets were closed in order to proceed
with the coating process (see Figure 1). The treatment
was prepared with a heating rate of 6 °C/min and kept
this heating rate value during all the coating process. The
samples were not prepared in a glove box to ensure a
small quantity of oxygen that will interact with the
powder, knowing that the gases and oxygen escaped will
be removed by argon injection.

During the chromizing process, the temperature was
reached 50°C at the beginning and held at this value for
1h. This was to avoid thermal shock, which damages the
crucible. On the other hand, to provide that the starting
temperature is uniform throughout the surface and allows
for a controlled and consistent heating process.
Afterward, the temperature was increased to 1050 °C (6
°C/min), and then held for 8 hours in a furnace under
Argon (Ar) injection. For cooling down, the samples
were kept in the furnace under Argon gas and then they
removed.

Investigation of the morphology and composition of
the Cr and the Cr-Mg coated alloy was evaluated using a
HIROX SH-3000 Desktop scanning electron micros-
cope (SEM) (HIROX, Tokyo, Japan), integrated with
energy dispersive X-ray spectroscopy (EDX) BRUK-
ER/AXSI. Thus, the coating surfaces were metalized
with conductive layer of gold (Au) before scanning

Argon return

Fumace

Argon Inlet >
ik ety <
/ N ) \\
Ceramic tube
/ \\\\

* substrate

Argon outlet
\

Alumina curcible Fumace \

Pack mixture

Figure 1. Explantory schematic of the chromizing process
setup

TABLE 1. Composition and content of chromized pack
mixtures

Component Content (wt.%)

Cr coated Cr-Mg Coated
Cr 20 20
Al20; 75 72
NH.CI 5 5

Mg / 3

electron microscopy, which accounted for the appearance
of gold (Au) peaks in the EDX spectrum. The
metallization was performed with Denton Vacuum Desk
V (Denton Vacuum, Philadelphia, USA). A non-contact
optical profilometer type WYKO NT1100 (Sensofar,
Terrassa, Spain) with a magnification objective of 20 x
NA 0.15; was utilized to measure the roughness without
scratching the coated layers (Cr and Cr-Mg). Adhesion
of the coatings was evaluated using a progressive linear
scratch test in range of about 1 to 20N. Therefore, tests
were performed using a CSM scratch instrument (CSM
Instruments SA, Peseux, Switzerland). The parameters
are shown in Table 2. Moreover, the scratch track was
analyzed by optical microscoy type Nikon Eclipse
LV100ND (Nikon instruments, Tokyo, Japan).

3. RESULTS AND DISCUSSION

3. 1. Microstructure and Phases Investigations
Figure 2 represents SEM micrographs of Cr and Cr-Mg
coated surfaces. As can be seen, the chromized surface
without Mg adding represents almost unifrom darker
rough structure, while a small particules were observed
in lighter color with a non-unifrom distribution along the
surface. This particules could be Cr oxides such as Cr,0s
and carbides [28]. Thus, the darker region can present the
chromium-rich region (Figure 2(a)) distributed across the
treated surface. Moreover, no cracks were visible on the
surface of the Cr chromized. However, it is known that
the deposition of Cr.Oz in some parts of the Cr coated
may lead to the apparition of cracks. Moreover, some
pores have been observed and according to the studies
conducted by Fan et al. [29], the kirkendall effect was
found to be responsible for pores and voids formation in
chromizing coatings.

In order to determine the thickness of chromized
coatings, three measurements were taken with optical
microscopy for each coating. The thickness was
confirmed with a contact profilometer with a diamond
stylus that was moved vertically and laterally in contact
with the coating to measure the thickness. However, the
thickness of the coatings was performed by Cr and Cr
doped with 3%.wt Mg coatings had a thickness about of
24.82um and 26.91 um, respectively.

In Figure 2(b), the structure of Cr doped with 3 wt.%
Mg is shown. The SEM image shows crystalline
microstructure with a non-uniform distribution of
particles size. The aspect appears lighter and smoother
than Cr chromized surfaces, where grain can be seen in

TABLE 2. Scratch test parameters under progressive load

Indenter type,  sliding speed Length of the
Load (N) R (um) (mm/min) scratch (mm)
[1-20] Diamond 38 4

Rockwell C, 200
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Figure 2. SEM micrographs of coated layer (top surface)
deposited by chromizing proce in cementation pack under
Argon gas at 1050 °C for 8h: (A) Cr chromized; (B) Cr-Mg
doped coating

grey with boundaries in lighter color. The growth of this
crystalline structure can be explained by the fact that the
coating develop crystal structure and new phases as result
of solid-state transformation occurs during the
chromizing process at high temperature such 1050°C.
Subsequently, the state solid-state diffusion can exhibit
movement, migration and rearrangement of the atoms
through the solid-state diffusion due to the concent-ration
gradient and causes the growth of this crystalline
structure.

A EDX analysis along the surface of the Cr and Cr-
Mg coatings is shown in Figure 3. The EDX spectrums
in the two coatings show an intense peak of Cr, indicating
that Cr is deposited on the surface, resulting in Cr-rich
regions that form more easily at higher Cr content [30].
Furthermore, the presence of Mg and O in the Cr-Mg
doped was also confirmed by the EDX scanline (Figure
3(b)), where the O peak appears in the Cr chromized is
more intense than that of Cr doped due to the formation
of Cr,03 in its surface (Figure 3(a)). It suggests that the
magnesium (Mg) could potentially react at high
temperature with the chromium (Cr) of the masteralloy
to form a layer containing oxides such as magnesium
chromium (MgCr20.) and forming this phase with samll
amount in the chromized structure. Thus, it acts as a

© asfeV
18

e2
-
E
z

2 4 ] ] in 12 W
o

Figure 3. EDX spectrum of the coated layers: (A) Cr
chromi-zed surface; (B) Cr doped with 3wt. % Mg

barrier against Cr,Osz formation hence enrich surface of
the metallic Cr. Our EDX results are in agreement with
the findings of Jafarnejad et al. [31]and Abbasi et al. [32],
where they studied the composition of the MgCr,04
oxide by the XRD and EDX analysis. Whereas, minor
amount of iron (Fe) and carbon (C) were observed, it is
related to the diffusion of the 430 SS substrate, which
reacted dur-ing chromizing process to form probabely
intermetallic compounds such as (Cr,Fe);Cs, CrsCsz and
Cry3Cs. They had FCC crystalline structures [33] and
they precipitate at the grain boundaries with different
amount in the chromized and doped layer according to
the previous studies [34]. Theses carbides enhance
hardness and increase roughness because they are
considered as britle phases [35].

On the other hand, the Cr and Cr-Mg coatings do not
contain any chlorine impurities left over from the che-
mical reactions occcuring during the chromizing process
at 1050°C. However, the chromized surface is composed
only of rich chromium (Cr), chromium carb-ides and
Cr,05 oxide, while Cr-Mg revealed more Chro-mium-
rich-zone and small amount of Mg oxide.

In previous studies by Zheng and Rapp [36], they
have been reported that during chromizing process and at
temperature about of 880°C, the substrate is subjected to
lose weight due to the evaporation of the volatile FeCl,
which reacts with the the substrate by diffusion , resulting
in porous coating. The formation of volatile FeCl, could
be produced by the following chemical reaction [37]:

CrCl,(g) + Fe (Substrate) —» Cr (s) + FeCl,(g) 1)
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The results shown in Table 3, represent the weight
measure of the substrate before and after the chromizing
process. The results demonstrate an increase of the
weight gain after chromizing, which may confirm the
absence of volatile FeCl; in the coated surfaces and that
they have not undergone mass consumption [37]. In
addition, Cr-Mg chromized showed an increase of 0.0436
g over that of Cr chromized (0.0247 g). This affirms the
role of Mg addition in the formation of rich-chromium
(Cr) and decrease the formation of crabide in the
chromium layer by diffusion process into the substrate.

3. 2. Surface Topography The surface roughness
parameters, a direct extension of the line roughness
parameters, are commonly used in optical profilometry
to describe the topography of chro-mizied coatings. The
roughness can be expressed as:

f
Ro =3 [f] 12(x,y) — z|dxdy @

where z (x,y) represents the height, and z is the average
of height over the surface area (A). The measurement of
average roughness (Ra) and mean roughness height (Rz)
were recorded using a non-contacter profilometer. Res-
ults are shown in Table 4.

Figure 4 represents 2D images of Cr and Cr-Mg
chromized coatings. It can be seen from Figure 4-A and
B, that the texture of Cr-Mg (3 wt.%) is different to that
of Cr chromized (Figure 4(b)). It can be justified by the
presence of particules and its non-uniform distribution ,
they have been observed previously by the SEM analysis
(Figure 2(a) and Figure 4(a)). These particules are
considered as an intermetallic phase which has a different
structure from the Cr. This leads to the increase of the
roughness on the surface and causing the clustered
morphology within a microscopic regime observation
(3D image: Figure 4(c)). Clusetred morp-hology is due to
solid-state diffusion and chemical reactions occuring that

583 um

7.8ym

583 m

TABLE 3. Measurements of weight changes before and after
chromizing process

) Weight (g) opm
Coating
Before chromizing After chromizing
Cr 0.9245 0.9164
Cr-Mg (3wt.%) 0.9492 0.960

ro

“om,
Figure 4. 2D and 3D optical profilometer images: (a), (c) Cr

TABLE 4. Surface roughness parameters for the Cr chrom-ized chromized surface; (b), (d) Cr doped with Mg surface

and Cr doped coatings reported for 20x magnification
Roughhness parametrs (20x NA 0,15)

Sample . o .
Ra [pm] Rz [um] occur during the chromizing process, which can affect
430-SS 1918 9348 the surface characteristics hence its mechanical
properties. Deposition of Cr,O3 can also increase the
Cr coated 1.039 7.834

roughness of the coated substrate [38].
Cr-Mg coated 0.315 5.803 The distribution of the Cr-Mg surface is more uniform
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and it did not show topological defects (Figure 4(d)), such
as particles inclusions, asperities, pores and voids which
may explain the smoothness of the surface (Ra=0.315 um)
[39], it can be related to the to the characteristics of the
mixture pack used in this chromizing process [20], where
the dopant element (Mg) may act as a particulates refiner.

In the absence of Mg dopant, the roughness of the Cr
chromized surface increased three times about of 1.039
pm, compared to the doped Cr-Mg , which showed an
average roughness about of 0.315 um. The Mg improves
the roughness of 430 SS six times compared to its initial
state (Ra= 1.918 um). Acoording to Hou and Kang [40],
coatings containing Mg oxides could have a rough
surface. Whereas, it has been found that doping with Mg
decrease the surface roughness [26].

3. 3. Adhesion Testing The adhesion of the layers
was investigated by a progressi-ve scratch test, gradually
increasing the loading force from 1N to 20N applied load.
This scratched the coating surface with a loading rate of 38
N/min. Hence, it caused a scratch length of 4mm (Table 2).
However, different behavior can be exhibited in the
recorded diagram of penetration depths (Rd and Pd) of
the Cr (Figure 5(a)) and Cr-Mg (Figure 5(b)) chromized
layers. The first critical load (Lc;) of the Cr chromized
was observed at Lci = 3.91N, at which point cracks
occurred during scratch loading. The initial observed
critical load of the Cr doped with Mg was about Lc; =
7.32N, revealing minor cracks at this stage. It is
considered a lower critical load ac-cording to the studies
of Leeetal [7].

Considering that the recorded critical load
(determined by Lc) may be considered as an indicator of
strength adhesion and adhesion failure [41].
Accordingly, the Cr chromized at the second and third
recoded critical load; Lc, = 7,75N and L = 15.85 N,
respectively. showed a significant and visible damage
corresponding to the occurrence delamination failure and
the beginning of the pull-off of the layer from the coated
surface. Though the Cr doped resisted until Lc, = 19.21
N and did not show any delamination, it experienced
plastic deformation despite that. The adhesion strength is
classified as HF1 an excellent quality for the Cr-Mg
doped, indicating that Cr doped exhibits no detachment
or delamination when subjected to scratch test, while the
Cr chromized is classified as HF2 .

The trends of the penetration depth (Pd) and residual
depth (Rd) were similair until averaged to 20 um, then
increased and averaged approximetly 140 pum after the
critical load Lcs = 15.85 N (Figure 5(a)). This behavior
can be explained by the fact that the Cr chromized
experienced a failure mode at this critical load (Lcs),
which caused the increase in Pd and Rd values. The
increase of the penetration depth is caused by the rough
surface conditions and by the crack formation after
subjecting to the scratch test.

On the other hand, the trends of Pd and Rd profiles

for the Cr-Mg doped remain stable and unifrom where its
penetration depth (Pd) increased at a maximum depth
value of 32 um and Rd practically increased with a very
low trend (Figure 5(b)), but still lower than those of the
Cr chromized (Figure 5(a)). This result, can be attrib-uted
to the uniform and smooth fine matrix and surface of the
Cr-Mg doped (Table 4), which could limit the amount of
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Figure 5. Plot of penetration depths after scratch progressive
test under load range of 1 to 20N: A- Cr chromized; B- Cr-
Mg doped
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penetration and residual deformation that occurs before
failure and remain the surface to be more resistant to
deformation .

Elastic recovery ratio Er (%) is one of the physical
properties describing viscoelastic surfaces. (Er) can be
calculated by the following equation;

Pd—-Rd
Er % = ———x 100 (3)
where, Pd is the penetration depth and Rd is the residual
depth measured against the applied load.

The results of the elastic recovery ratio (Er) measured
for the chromized coating tested are shown in Table 5.
The results reveal that the highest elastic recovery ratio
(Er) is recorded for the Cr-Mg chromized surface, and it
indicates an excellent viscoelastic behavior of the coated
surface compared with that of Cr chromized.

Figure 6 show optical microscopic observations of
scratch tracks. The surface of the Cr chromized was dark
so it was hard to create the proper reflection to the
recorded image at high resolutions (high magnifications)
hence the image of scratch track showed a lighter area

TABLE 5. Depth penetration measurments after scratch test
Scratch parametrs

Coating

Pd [pm] Rd [um] Er [%0]
Cr chromized 141 60 57.85
Cr-Mg chromized 32 75 76.56

53
Figure 6.0pt

e N ~

ical rﬁicrographsof scratch trcks after 1-20 N
applied progressive load: (A) Cr chromized; (B) Cr-Mg
chro-mized

(Figure 6(a) and (b)).The scratch test trace of the Cr-Mg
chromized showed tiny minor cracks at the first critical
load Lci= 7.32 N (Figure 6(d)), while a plasticity at the
edge area and very slightly shedding were observed. It
indicates that the Cr-Mg layer in response to the applied
progressive load varying from 1IN to 20N, deforms
plastically without fracture, delamination or material
removal (Figure 6(c)). However, the Cr-Mg (3wt.%)
doped layer tends to have a high resistance to plastic
deformation. This means that the surface can recover its
shape easily and its less subject to permanently deformed
or damaged by the scratch test. As shown in Table 5, the
doped layer exhibited an excellent elastic recovery ratio
of about Er=76%. Despite this, very small areas of
shedding caused by the minor cracks, which is con-
sidered acceptable and normal for the coatings as
described by Vidakis et al. [42]. Moreover, the prop-erty
indicates that coatings are tough and they are not
damaged by deformation. On the other hand, the Cr
chromized under the major critical load Lcs = 15.85 N
experienced a plastic deformation followed by arc tensile
cracks and beginning of a delimitation failure. Along the
track, removal of material was detected (Figure 6(a)).

4. CONSLUSIONS

The results of this present study showed the effect of the
addition of Magnesium as a doping element in the pack
mixture of the chromized layer conducted at 1050°C. The
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addition of Mg caused substantial changes in the
microstructure, resulting in a crystalline structure without
pores, cracks or rough particles. As a result of the EDX
analysis, there is an increased rich-chromium deposition
on the surface of the doped layer, which confirms that
Mg enhances the diffusion of chromium (Cr) in the
surface of the AISI 430. During the chromizing process,
Mg reacts as a barrier to the formation of chromium
oxides such as Cr,Oa. It is replaced by a small region of
magnesium oxide reacted with Cr, which is believed to
be more protective than Cr,Oz oxide. Moreover,
intermatallic phase formation, including CrC, Cr;Cs and
Cr23Cs, was less in the doped layer than in the chromized
layer. Surface characteristics studies showed a desirable
improvement of the Cr-Mg layer. Furthermore, Mg
addition resulted in a significant improvement in surface
roughness, three times lower than the chromized surface.
However, this enhancement in roughness improved
resistance against scratch-induced damage, as the doped
layer successfully withstood a progressive load ranging
from 1IN to 20N. Therefore, strength adhesion was
19.21N before failure, which is classified as HF1 quality.
However, failure was observed in the form of plastic
deformation without fractures, due to its high elastic
recovery ratio Er = 76%. In contrast, the chromized layer
revealed cracks, plastic deformation, pores, and material
removal. It had a strength adhesion of 15.85 N and an
elastic recovery ratio of about Er = 57%. In conclusion,
adding Mg to the pack mixture of the chromized coating
can enhance microstructure, roughness and adhesion
characteristics.
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Improving the tools and mathematical methods to diversify the portfolio of oil and gas assets in the face
of limited investment, high market volatility, increasing risks and uncertainties at the current level of
technology development is a very urgent task. In order to form an effective investment portfolio, the
authors proposed asset diversification using cluster analysis, which implies grouping sample objects
according to a set of specific features. The method under consideration involves five stages of asset
valuation in order to consider those assets in a three-dimensional space, taking into account the specifics
of the oil and gas business, including determination of individual asset trajectory, performing spatial
approximation, calculating the clustering coefficient, ranking the resulting pairs, and directly solving the
portfolio formation optimization problem. This paper provides a reasonable set of metrics for
diversification of the investment portfolio based on cluster analysis: main criterion - APV, additional
criteria - AProduction, AOPEX/toe, ACAPEX/toe, characterized geological, environmental, social and
economic aspects. Thus, the proposed methodology provides an opportunity to identify the most
attractive investment projects, thereby allowing large oil and gas companies to diversify their business
with minimal risk and maximum return on invested capital.
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NOMENCLATURE

R, Clustering coefficient Q Number of subjects
CRF, Common risk factor t Time span of the sample
IRF, Individual risk factor

1. INTRODUCTION A relevant area for detailed study is the field of data

science that considers various intelligent algorithms to

Formation of investment portfolios for oil and gas
companies is considered as a vital necessity to optimize
investment activities and achieve maximum positive
effect (MPE). The formation of investment portfolios is
possible using various methods depending on the final
goals [1-7]. Large consulting companies are increasingly
using and offering their clients a variety of robo-advisers
and decision support systems in order to form the most
suitable asset portfolios for investors [8, 9].

This fact confirms the relevance of the ongoing
research aimed at improving the mathematical methods
applicable to the formation, rebalancing and
diversification of investment portfolios [10-13].

*Corresponding Author Email: nikolaychuk_la@pers.spmi.ru
(L. Nikolaichuk)

solve optimization problems and ranking a large array of
input data characterizing the totality of available
alternatives [14-18]. With this regards, the described
problem can be solved using cluster analysis [19-21].

One of the necessary criteria for the formation of an
effective investment portfolio is the observance of the
principle of diversification, that is, the inclusion in the
portfolio of projects, the chance of success of which
depends little or does not depend on each other at all [22].
In the described situation, the approach using cluster
analysis is well applicable, which implies the grouping of
sample objects according to certain criteria established
by the analyst [23, 24].

Please cite this article as: L. Nikolaichuk, K. Ignatiev, I. Filatova, A. Shabalova, Diversification of Portfolio of International Oil and Gas Assets
using Cluster Analysis, International Journal of Engineering, Transactions A: Basics, Vol. 36, No. 10, (2023), 1783-1792
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The present study includes cluster analysis as
invented by Haddad [25] that proposed an innovative
method of cluster analysis based on the use of analytical
geometry for calculating a common indicator of a
clustering model. One of the main advantage of this
method is the ability to measure the level of similarity
between assets over time. Moreover, it is capable to
clearly distinguish investment alternatives in a consistent
manner through selection of relevant metrics that allows
determination of the level of similarity between projects
through a clear graphical representation.

Within the framework of this study, it seems
appropriate to use the designated cluster analysis method
for oil and gas projects [26, 27]. In fact, application of
Haddad [25] method seems appropriate for oil and gas
projects and this study is aimed to describe cluster
analysis in diversifying the portfolios of global oil and
gas companies. It should be noted that the use of the
described methodology and the proposed set of metrics
in order to diversify oil and gas projects is carried out for
the first time while two new steps of cluster analysis are
proposed by this work taking into account the specifics
and characteristics of the oil and gas business.

The study is aimed to improve the existing
methodology for conducting cluster analysis for making
investment decisions in the oil and gas business. The
work includes an analysis of key features that reflect the
specifics of oil and gas industry projects in four main
areas: geological, environmental, social and economic.
An analysis is made of the selected most relevant metrics
that best reflect the specifics of oil and gas projects,
regardless of the national characteristics of states.

2. MATERIALS AND METHODS

Making investment decisions is an important part of a
company's development strategy. Making a profit from
invested capital is the main purpose of the investment. To
eliminate erroneous actions, it is necessary to focus on an
investment strategy. There are various investment
strategies. This work is focused on a balanced investment
strategy and includes asset portfolio diversification and a
discounted cash flow model [28-30].

The methods of multivariate analysis include, such as,
cluster, factorial, correlation and discriminant analysis
where cluster analysis allows division of objects into
several sets not by one parameter, but by a set of features
[31, 32]. Haddad [25] carried out a practical calculation
based on synthetic data, which made it possible to
identify two explicit clusters due to the pairwise
intersection of the spheres. And the goal of further
research of the scientist is to approximate the proposed
method based on real data.

According to the proposed methodology, projects are
evaluated sequentially in three stages, and the result is

consideration of an asset in the form of a sphere in three-
dimensional Euclidean space.

Present study diversifys the portfolio of international
oil and gas assets using the described method of cluster
analysis, projects of onshore segment were collected
according to Wood Mackenzie. First, analysis of assets
trajectory over time was carried out based on the data
followed with calculation of the change in Individual
Risk Factor (IRF) [33]. This stage is characterized with
collection of up-to-date information about assets and
calculation of relevant metrics for constructing geometric
shapes.

Next, total asset risk factor (ARF) was determined
through complex geometric correlations. It is necessary
to approximate in space the assets represented by the
spheres and determine the volume of the lenses, in case
they are formed due to the intersection of the spheres.

At the last stage, degree of similarity of assets was
assessed dynamically, in case of any intersection between
spheres, through calculation of common clustering
indicator limited between zero and one and based on
calculated volumes of spheres [34].

The study substantiates a set of 4 metrics and their
location in space in such a way that the cluster analysis
carried out takes into account the specifics of the oil and
gas business. They are selected according to the
following algorithm, which is described in detail in the
results section:

1) Substantiation of the resulting indicator chosen among
classic indicators of the economic efficiency of an
investment project.

2) Analysis of specifics of oil and gas projects in
geological, environmental, social and economic areas.
3) Justification of three variables that form three-
dimensional space.

4) Checking relevance of proposed metrics and their
location by conducting cluster analysis for international
oil and gas investment projects.

5) Formation of conclusions on proposed metrics and
analysis, making adjustments.

3. RESULTS

3. 1. Determination of Individual Assets
Trajectory The calculation of axial variables and
the subsequent determination of the relative position
based on the indicators of the individual risk factor
allows you to determine the spatial trajectory of each
asset. Haddad [25] notes the need for a careful choice
of variables when using cluster analysis. It is necessary
to give preference to those technical and economic
indicators, the growth rates of which are comparable.
If one of the parameters obviously changes more than
the others, the three-dimensional space is stretched,
which leads to a reduction in the number of intersections
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of the spheres and an artificial decrease in the number of
clusters. In other words, the results of the study become
inaccurate. Based on this provision, we provide a
justification for choosing a set of four indicators, the use
of which in the selected methodology of cluster analysis
of oil and gas projects allows us to obtain relevant results
that adequately reflect the degree of diversification
between the assets being evaluated.

The advantages of the Haddad [25] methodology
consist of using normalized variables. The metrics
applied in the research are shown not in absolute values,
but in the form of the rate of change of the indicator over
the period of time (the term of the investment project).
This condition seems to be the key one, as the dynamic
study of clustering patterns over time allows us to
investigate in the data set not only at a certain point in
time.

To determine the key indicator reflecting the
economic efficiency of the project, dynamic methods of
evaluation of investment projects are considered, as this
assumption is initially included in the conditions of the
study. It is also taken into account that the proposed tool
will be used by the owners (investors) or management of
the company, which, in turn, are interested in profit
growth; increase in the value of assets; growth of return
on invested capital and ensure the stable operation of the
company. This condition justifies the chosen theoretical
apparatus, which consists in the consideration of the
following indicators of commercial attractiveness of the
project. Table 1 summarized the criteria and indicators
for the commercial effectiveness of the oil and gas
project.

3. 2. Choice of Metrics Analysis of the
commercial effectiveness of projects revealed that
present value of the project (i.e. Present Value),
deferred on the axes of three-dimensional space, is the
most appropriate parameter that sets the volume of
sphere and represents the resultant indicator for the
parameters.

As a variable reflecting the volume of the figure, the
change in the total present value of the projects (APV)
was used.

To identify the other three variables (i.e. axis),
selected specifications of oil and gas projects including
geological, environmental, social and economic aspects
in the were taken into account.

Each direction, in turn, can be expressed by metrics
presented in Table 2. Taking into account the need to
limit to only three explanatory variables, generalized
metrics have been proposed.

During the present study, social and environmental
metrics were excluded mainly due to incomparability
with tax laws, non-comparability of environmental
legislation and difficulty in obtaining reasonable data on
employment rates.

Thus, the indicator reflecting geological specificity -
the change of hydrocarbon production volumes
(AProduction) was taken as the second variable on the X-
axis.

The components of the economic direction of the
specificity of oil and gas projects were also analyzed, as
a result of which the payback period was excluded (see
the explanation above).

TABLE 1. Criteria and indicators for the commercial effectiveness of the oil and gas project

Possibility of using as a

Indicator Meaning of indicator Criteria values resulting indicator
Net Present The sum of net discounted cash flows for the entire period T:plgrrgg:ir;ie'Z?Jlﬁ'getﬂ:;?ﬁt;n ?OSt
NPV Value of consideration of the prcr)éggtc;tthe integral effect of the >0 select comparable explanatory
proj variables
- . IRR > r, the project
The discount rate at which the net present value of the ; tpd.J
Internal Rate P is accepted;
IRR of Return project is zero, or the amount of cash proceeds equals the .
investment; the rate of return inherent in the project IRR <T, the project
is rejected
Modified MIRR >, the . )
VIR internal Rte The discount rate at which the terminal value of the project is accepted; ~ These metrics are considered as
project equals the present value of the investment MIRR <r. the possible, however, not a priority
of Return TR due to the difficulty of selecting
project is rejected :
comparable factors as variables
Profitability The ratio of the sum of reduced cash flows from operating
Pl . . . >1
Index activities to the discounted value of investments
Discount Minimum time interval from the beginning of the project,
DP Payback beyond which the discounted cash flow, calculated on an no
Period accumulative basis, has a positive value
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TABLE 2. Specific metrics for oil and gas projects
Specifics Metrics Common metric
Conditions of mineral occurrence; geological properties of reservoirs; .
. L - . . . Possible volume of hydrocarbon
Geological permeability, porosity, pressure and density of fractures; physical and

Environmental

chemical properties of hydrocarbons

Negative environmental impact:
- discharges into water bodies;
- emissions into the atmosphere;

production

Payment for negative environmental
impact

- waste disposal.

Increase in the inflow of funds in the form of the amount of social

Social contributions - Social. SC; Potential growth of gross regional product -
Social. GRP; Potential increase in employment - Social. Employment.

Economic

The long-term nature of investments; Capital intensity; Volatility of oil
and gas prices; High risks

Social result = Social. SC + Social GRP
+ Social.Employment.

Payback period
Level of capital expenditures (CAPEX)
Level of operating costs (OREX)
Discount rate

Taking into account the fact that investment projects
of oil and gas enterprises are highly capital-intensive, the
Z axis adopted the indicator - change in specific capital
expenditures per ton of oil equivalent (ACAPEX/toe).
And the Y-axis is the change in specific operating costs
per ton of oil equivalent (AOPEX/toe), since the main
share of costs is formed by remoteness from populated
areas and the sales market, the level of infrastructure
development (availability of roads, power supply, etc.).
Relative values were taken intentionally to bring
information on different projects located in different
states into a comparable form.

Specific risks inherent in the fuel and energy
complex, find their quantitative reflection in the value of
the discount rate, which is in inverse relation to the value
of PV. Traditionally, in view of the above features of oil
and gas industry projects, the structure of funding sources
is dominated by borrowed sources. In addition, the fact
of high riskiness of activities highlights the influence of
discount rate in drafting of a project that implies the
significance of an indirect reflection of discount within a
selected metrics of cluster analysis that is the PV value in
this case. As a result, it is deemed that the use of other
metrics in the analysis of oil and gas projects will be
inappropriate. Additional metrics selection parameters
are summarized in Table 3.

3. 3. Hydrocarbon Production Volume Along
with changes in hydrocarbon production volume, specific
operating or capital costs will inevitably lead to
fluctuations in the value of the total cost of the oil and gas
project. On the other hand, it is worth noting the
directions in which the dependent variables affect the
value of the resulting indicator. For instance, an increase
in CAPEX/toe, OPEX/toe can lead to a decrease in the
final value of the present value of the project while an
increase in hydrocarbon production provides an increase

in PV assuming a fixed condition for other parameters.
However, at the same time, an increase in output in
physical units in the oil and gas sector will naturally
increase the level of capital and operating costs. Thus, the
variables that form a three-dimensional space in the
cluster analysis impose a multidirectional effect on
project costs while they also interact with each other.

At the same time, local managers of oil and gas
projects seek to ensure a greater growth rate of PV
compared to CAPEX and OPEX in the case of
incremental hydrocarbon production. Consequently, the
rate of sphere volume increase, when using cluster
analysis, will usually be greater than the rate of change in
the selected variables that form the axes of three-
dimensional space.

Thus, the use for cluster analysis of oil and gas
projects of the described technical and economic
indicators in the proposed combination reduces the
probability of distortion of the results, allows to obtain
relevant results.

It should be noted that the use of specified variables
is not mandatory and other technical and economic
indicators are also potential to be used to achieve
maximum reflection of the relevant parameters.

Diversification of the project portfolio for a modern
company is an important direction of investment policy
due to the volatility of world hydrocarbon markets.
Therefore, methods are being developed to correctly
form a stable portfolio. For approbation of the research
the data of international oil and gas corporation were
taken. The proposed metrics can be applied in the cluster
analysis not only by country, but also by region.

In the presented study, calculations are carried out in
MS Excel using the Power Query add-in for analyzing
and structuring data. All estimated input parameters are
listed in Table 4.
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TABLE 3. Choice of Metrics
Criterion Metrics Justification
Reflects the key risk of the industry - mining and geological.
[X] AProduction y . y g . geolog
Shows the income component of the project.
[Y] AOPEX/toe Shows the cost part of the project. Prevails in the cost structure.
Shows the cost part of the project.
izl ACAPEX/toe ) part o1 The project.
Reflects the environmental risks inherent in the industry.

The resulting index for [X], [Y], [Z].

[IRF] APV 9 X1 [¥1. [2]

Allows avoiding artificial stretching of the Euclidean space.

TABLE 4. Results of ¢

alculation of input parameters

Country AProduction, [X] AOPEX/toe, [Y] ACAPEX/toe, [Z] APV, [IRF]
UAE 0.36 -0.42 0.27 0.20
Kazakhstan -0.89 -0.87 -0.04 0.14
Russia -0.53 0.25 0.22 0.69
Libya -1.00 -0.91 -0.83 0.51
Algeria -0.58 -0.49 -0.54 0.68
Oman -0.20 0.38 -0.85 0.70
Italy 0.34 -0.91 -0.51 0.01
Iraq 0.02 -0.89 -0.72 0.10
Yemen -0.14 -0.12 -0.28 0.56
China 0.03 -0.21 0.25 0.42
Saudi Arabia -0.96 0.34 0.25 0.14
Germany -0.49 0.36 -0.29 0.19
Egypt -0.63 0.12 -0.58 0.79
Turkmenistan -0.75 -0.36 0.20 0.58
Tunisia -0.55 0.43 -0.74 0.49
Congo 0.31 0.20 0.22 0.74
Chad -0.73 0.15 -0.31 0.94
Kuwait -0.30 -0.92 -0.13 0.42
3 .4. Spatial Approximation _ Total Ijisk factor of (CRF, JH(CRF, | ). +(CRFg | g *(CRF g 0 1)

assets (the volume of sphere intersection) can be R= IRF/ IRyt +IRF . IR @)

calculated based on individual risk factors wherever
spatial intersection of spheres occur. Moreover,
having the overall risk factor takes on a value other
than zero suggests the similarity of problems for oil
and gas projects in the pair under consideration at a
given point in time.

3. 5. Calculation of Clustering Coefficient
Clustering coefficient (Rt) was calculated based on the
outcome of previous steps to determine the degree of
similarity of the spatial trajectories of a set of assets in a
given period of time.

According to Haddad [25], the calculation of the
clustering coefficient is carried out according to Equation

).

It is worth noting here that the value of the
clustering coefficient is possible in the range from zero
to one. The zero value of the indicator indicates that
the analyzed spheres do not intersect, with a value
equal to one, the spheres completely coincide.

Spatial visualization of the analyzed data in three-
dimensional space is shown in Figure 1 as implemented
in Jupyter Notebook software using the Python
programming language.

Algorithm for calculating the clustering coefficient is
shown in Figure 2.

Based on calculations, we can draw conclusions
about the existence of relationships between various oil
and gas assets (by country), and, therefore, we can draw
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Figure 1. Deposition efficiency on a single square in channel
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Total asset risk factor (ARF)
was determined through
complex geometric
correlations

conclusions about the advisability of grouping projects
when forming a portfolio of oil and gas projects. The
degree of diversification can be determined based on the
value and time distribution of the clustering coefficient.

Eventually, ranking of the resulting pairs was carried
out with the aim of subsequent removal from the sample
of alternative assets with a low degree of diversification.

First of all, using the Power Query tool, the crosstab
was converted into a bar format with a pairwise
comparison of countries in one row by the value of the
clustering coefficient, after which the data was ranked
from the least to the most diversified. Further, in order to
form a portfolio, pairs of countries were selected with a
clustering coefficient equal to zero, that is, completely
independent of each other in terms of the dynamics of the
indicators under consideration.

Degree of
similarity of

assets was
assessed
dynamically

It is necessary to approximate in

Collection of up-to-date
information about assets and
calculation of relevant metrics for
constructing geometric shapes

space the assets represented by
the spheres and determine the
volume of the lenses, in case they
are formed due to the

intersection of the spheres

Figure 2. Algorithm for calculating the clustering coefficient

For the selected pairs, the metric required for the final
ranking of projects was calculated, which is equal to the
ratio of the total current cost of the pair to the total
production potential of the pair (PV/Q). After that, a cross
matrix of those countries was compiled, the clustering
coefficient between which is equal to zero. Appearing
semantic gaps in the matrix (intersections of countries
that were filtered by a non-zero clustering coefficient) are
automatically assigned the wvalue "Null", which is
replaced by zeros during further transformations.

The calculated ratios of the total present value
attributable to the production potential (thousand
rubles/toe) were used as the main characteristic attribute
of the pair. The final matrix for portfolio analysis is
shown in Table 5. Selection methodology’s algorithm of
valid metrics for the investment projects’ evaluation in
the oil and gas industry shown in Figure 3.

The next and final step in the formation of an
investment portfolio of international oil and gas assets
with the maximum degree of diversification in terms of
the estimated indicators is to solve the optimization

problem for selecting a portfolio that provides the highest
value of the total PV/Q, and at the same time, includes
countries that do not have cross-overlapping in zero cells,
i.e. not having a pairwise clustering coefficient R other
than zero.

4. DISCUSSION

Analyzing Table 2, namely the values of the PV/Q
indicator, it can be concluded that the projects of the pairs
Libya-Turkmenistan, Libya-Saudi Arabia, as well as
Libya-Chad and Libya-Yemen are the most attractive for
investment. Investment in oil and gas projects in Kuwait,
on the other hand, is undesirable due to a negative present
value of projects implemented in this country.

The analysis of the PV/Q ratio shows that the most
profitable investments are in the countries Kazakhstan -
Saudi Arabia. In their portfolio there is not a single
pairwise clustering coefficient other than zero, i.e. none
of the pairs in this foursome has zeros in the resulting
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G: Possible volume of
hydrocarbon production;
E: Payment for negative
environmental impact;

S: Social result = Social.
SC + Social GRP + Social
Employment

Ec: Payback period,
CAPEX, OREX, Discount

NPV, IRR; MIR; PI;
DP

Analysis of
specifics of oil and classic indicators
gas projects in of the economic

seological (G), efficiency

Clustering coefficient (Rt) was
calculated based on the
outcome of previous steps to
determine the degree of
similarity of the spatial
trajectories of a set of assets in
a given period of time

Justification of three variables that form three-dimensional space: AProduction; AOPEX/toe; ACAPEX/toe

Checking relevance of proposed metrics and their location by conducting cluster analysis for international oil and gas
investment projects

Formation of conclusions on proposed metrics and analysis, making adjustments
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Figure 3. Selection methodology’s algorithm of valid metrics for the investment projects’ evaluation in the oil and gas industry

TABLE 5. Transformed table of calculated values of the PV/Q metric (thousand rubles/toe) for pairs with zero clustering

coefficients

c s g

- s o = 2 £ £ 4 ¢ s 8 = 2 c
Country g £ = g > g & ? :3; % g g 8 < £ é % %

< © o &6 4 g - = § ¢ 3 0 & T g g ° 2

N 2 5

Algeria 00 00 10 08 00 00 00 14 00 00 00 00 00 11 00 00 11 00
Chad 00 00 00 00 00 00 01 19 134 (04 423 00 00 00 00 00 11 00
China 10 00 00 00 14 12 01 20 115 00 169 03 00 29 13 00 00 00
Congo 08 00 00 00 01 04 01 18 126 (081277 02 00 20 01 02 00 00
Egypt 00 00 14 01 00 00 0l 18 123 03 241 00 00 20 00 00 11 00
Germany 00 00 12 04 00 00 01 17 98 -01 107 00 00 13 00 06 11 00
Irag 00 o1 01 01 01 0L 00 00 06 00 03 01 02 0l 01 01 07 01
ltaly 14 19 20 18 18 17 00 00 62 11 48 06 17 22 18 20 11 22
Kazakhstan 00 134 115 126 123 98 06 62 00 00 00 21 44 143 117 00 14 135
Kuwait 00 (04 oo [03" 03 01 00 11 00 00 44 01 10 00 |03 |00 10 00
Libya 00 | 423 169 277 241 1207 03 48 00 44 00 10 31 [60N195 628N 12 342
Oman 00 00 03 02 00 00 Ol 06 21 01 10 00 06 03 00 02 09 00
Russia 00 00 00 00 00 00 02 17 44 10 31 06 00 00 00 00 11 00
/Sf;gg:a 11 00 29 20 20 13 01 22 143 00 . 03 00 00 16 00 11 58
Tunisia 00 00 13 01 00 00 Ol 18 117 |08 195 00 00 16 00 03 11 00
Z;’”‘me”i“ 00 00 00 02 00 06 01 20 00 00 . 02 00 00 03 00 11 00
UAE 11 11 00 00 11 11 07 11 14 10 12 09 11 11 11 11 00 00
Yemen 00 00 00 00 00 00 01 22 135 00 342 00 00 58 00 00 00 00
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matrix when intersecting with each other. At the same
time, investments in each pair assume a positive PV/Q,
which, together with a high degree of diversification,
with a significant degree of confidence, allows you to
provide income for the investor company. It is important
to understand that the results of the analysis are a
demonstration of the work of the proposed method and
are not real recommendations for investment, since the
forecast values are generated synthetically. The results of
the analysis are clearly illustrted in Figure 4.

It is worth noting that portfolio management in the
context of high market volatility in the current
environment and increasing risks in the global oil and gas
business requires the development of new approaches to
the formation and diversification of the investment
portfolio. In order to further develop the methodology, a

simulation model can be developed. Simulation of the
growth rates of the indicators considered in the work will
allow us to track the change in the position of clusters in
space, the volume of spheres in the dynamics.

Consequently, on the basis of such analysis, it
becomes possible to move away from averaging and
assess how clusters interact with each other from year to
year. The experiments carried out with the simulation
model will make it possible to quantitatively assess the
stability of a differentiated portfolio in the event that one
or more of the projects included in it undergo changes in
the indicators used in the cluster analysis. The sets of
scenarios developed based on the results of
experimentation with the simulation model will reduce
the uncertainty in investment decisions.

Figure 4. Visualization of the most attractive projects for investment by country pairs

5. CONCLUSION

The expansion of the used methodology through the use
of simulation modeling methods will ensure a quick
response to changes in external environment and timely
adaptation of the portfolio to new conditions.
Implementation of multi-criteria sensitivity analysis
performed by creating a simulation model improves the
quality of portfolio risk management. In this regard, it
becomes possible to quantitatively assess the probability
of portfolio stability reduction and develop in advance
the order of actions in case of risk situation occurrence.
The methodology modernized in this way allows
increasing the accuracy of economic analysis in
conditions of high volatility.

The set of metrics and their location in space,
proposed in work, on the one hand, reflects features of oil
and gas sector, and on the other hand, allows ranking
attractiveness of investment projects implemented in
different countries. Article presents the modernization of
cluster analysis method, focused specifically on the oil
and gas industry. The most adequate results are obtained
when using the value of APV as an individual risk factor,
since it is the resulting indicator for other metrics and
accumulates the most key risks of the project. The
general risk factor is determined by using AOPEX/toe,
ACAPEX/toe, AProduction as metrics. These metrics
prevent unrealistic results from analysis and allow
identifying countries whose investments in oil and gas
business are highly diversified.
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There are limitations in study, since analysis includes
three variables, metrics proposed are generalized. The
study does not take into account force majeure, natural
disasters, market price collapses, occurrence of which
will affect the values of selected metrics. Also, political
risks, changes in legislation in each individual country
are not taken into account, proposed metrics are aimed
primarily at comparing attractiveness of investment
projects from a financial point of view.

Due to the fact that the management of an oil and gas
company is interested in the growth rate of the present
value of the project ahead of the growth rate of costs
when increasing production volumes, it is considered
appropriate to use these variables in the combination
discussed in this paper.

The application of the described methodology with
the set of indicators justified in the work can be
recommended for implementation by large oil and gas
companies in order to diversify their business
internationally in an effort to maximize profitability at
the lowest risk and to provide the highest return on
invested capital.

This study is aimed to project managers of oil and gas
companies, namely those who make the decision to
include a particular project in the investment portfolio.
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Energy consumption in the building sector, especially in residential buildings, due to the development
of urbanization, has taken the largest share among all consumption sectors. Therefore, it is very necessary
to predict the energy consumption of buildings, which has been presented as a challenge in recent
decades. In this research, adaptive fuzzy-neural inference system (ANFIS) and MATLAB software have
been used for forecasting to supply electrical energy to residential buildings whit random data that
collected based on the hourly electricity consumption of conventional residential buildings in Tehran.
According to the applied settings for the solar and wind energy production has been done by solar panels
and wind turbines. The use of renewable energy is one of the ways that can reduce the consumption of
fossil fuels and also reduce environmental pollution. Statistical indicators such az MSE, RMSE, u, o,
and R were used to evaluate the model performance . The obtained values well show the ability of this
model to foresee the generation and utilization of energy in privat reresidential buildings with tall
exactness of about 96% and 90%, respectively. Therefore, this model well show the ability of to the
needed estimates in the mentioned buildings with high accuracy.

doi: 10.5829/ije.2023.36.10a.07

1. INTRODUCTION

Nowadays, energy is one of the basic components in
human life and indeed relations between nations.
Pollution from fossil fuels and their limited resources
have led all countries to add renewable energy to their
energy portfolio. One of the biggest energy customers,
particularly in created nations, is buildings. Therefore,
using renewable energy converters for residential
buildings can be vital to reduce fossil fuels, reducing
fossil fuel pollution, and reducing energy consumption.
Subsequently, different strategies have been utilized
to decrease and optimize energy utilization. Buildings are
one of the biggest sources of energy utilization. If
excessive energy consumption continues and fuels the
energy crisis within the world, it will too worsen natural
contamination. For this purpose, one of the best ways is
to control and anticipate the generation and

*Corresponding Author Institutional Email: hgahmadi@riau.ac.ir
(H. Ahmadi)

administration of energy utilization within the building
utilizing renewable energy.

Therefore, due to the limitation of energy resources
and its very important role in the economic development
of a country, paying attention to how to reduce energy
consumption and optimizing it is a necessity in every
country today [1].

Among several method to present a model for suitable
strategy foreseeing and supply of energy in private
buildings, the ANIFS is one of the most careful
measuring tools for obscure and nonlinear concepts.
Adaptive fuzzy-neural inference system (ANFIS), which
best coordinating the highlights of fuzzy frameworks and
neural systems, is specifyed by Bektas Ekici and Teoman
Aksoy [2]. As a structure, ANFIS incorporates if-else
rules and employments fuzzy match input-output
information and neural network learning algorithms for
preparing. An adaptive fuzzy-neural inference
framework simulates complex nonlinear mapping
utilizing neural arrange learning and fuzzy inference
strategies. The ANFIS structure comprises of two
models, ANN, and fuzzy logic, and can work with vague
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clamor and wrong situations. ANFIS is utilized within
the neural network preparing handle to alter the
participation work and parameters related to the
information in question. It has more precise comes about
than the normal squares error degree since it can abuse
expert decisions. ANFIS learning calculation may be a
hybrid learning calculation employing a post-diffusion
learning algorithm and the least-squares strategy [2].

Due to the existence of uncertainties in the real world,
it is very vital and important to use more efficient
methods such as ANFIS. Therefore, this study aim to
present a model for the foremost suitable strategy for
foreseeing the utilization and supply of energy in private
buildings with a sustainable development approach due
to uncertainties in the real world using fuzzy-
comparative neural inference system (ANFIS) and Using
MATLAB software.

2. RESEARCH BACKGROUND

Nowday for dubious and unstable demand as well as the
advancement of alternative energy sources, numerous
energy firms (Oil, gas and electricity) have been forced
by awesome weight to speed up the interest of efficiency
in this climate, in this way boosting generation, reducing
costs, and optimizing benefits. To assist in this interest,
the application of modern techniques in this industry is
rapidly advancing at present [3]. Energy is one of the
foremost critical components that influence the solidness
of any system, and hence, managing with distinctive
energy systems is exceptionally critical to attain the most
prominent conceivable advantage from energy sources
[4]. Energy sources are partitioned into conventional and
renewable sources, and both sorts take part in securing
the essential vitality to total the prerequisites of the
different bulding. Nowday, residential buildings are
expected to be designed and built in a way that minimizes
the use of materials and energy consumption, and at the
same time maximizes the safety and health of their
residents. It is very natural that in order to achieve this
very important goal, new buildings with energy
efficiency should be built and existing buildings should
be strengthened and renovated. For this reason, a
significant share of research has been focused on the
issue of energy performance of buildings (EPB) due to
the negative environmental effects and energy loss
[5].The results of an important part of the current
research show that one way to diminish the ever-
augmenting require for additional energy supply is, in
this manner, to supply more energy-efficient building
plans with altered energy-saving properties [6].

Recent studies have attempted to model the energy
performance of buildings by predicting and using soft
computing methods. Basically, it is stated that the
cornerstone of energy efficient building design is the

modeling of heating load (HL) and cooling load (CL),
because it determines the heating and cooling equipment
requirements needed to maintain indoor air conditions.
For this purpose, many simulation tools are widely used
[7]. Deb et al. [8] used ANN to forecast the diurnal CL
for institutional buildings. Yokoyama et al. [9] used ANN
coupled with an optimization method in order to estimate
the CL demand.

Li et al. [10] For predicting the cooling energy of the
whole building utilizing an counterfeit neural network for
the presence of an intelligent network in energy
utilization. Hameed et al. [11] have examined brilliantly,
multi-purpose optimization for energy and consolation
administration. Delgarm et al. [12] have presented an
efficient method for multi-objective simulation-based
optimization using ENERGYPLUS to increase building
energy performance in four areas: building direction,
window size, wall specifications, and cladding. Acording
to the extraordinary ubiquity of artificial intelligence
technique and particularly manufactured neural systems
in building energy investigation, there was a got to audit
diverse strategies to attain this. The application of an
counterfeit neural network in simulating the behavior of
building shells in summer conditions with a modern glass
framework to assess and make strides energy execution
was examined by Buratti et al. [13]. The climatic
conditions and warm characteristics of the building shell
were expected as input and temperature of the insides
space of the building the yield of the arrange. The results
showed that ANN can be utilized as a effective apparatus
in simulation [13]. The forecast of energy utilization of a
private building with the approach of counterfeit neural
organize MLP was examined by Biswas et al. [14]. The
finest mistake model was come to by selecting the fitting
number of covered up layer neurons. The results arrange
comes about were factually palatable in comparison to
past ponders [14]. Amara et al. [15] proposed an adaptive
circle conditional desire Technique (ACCE) based on
circle investigation to characterize sub-action plans. As a
result, an adaptive linear model (LM) technique is
utilized to anticipate the demand for leftover components
utilizing the comes about of the ACCE handle in each
time window. After that, the anticipated adjust is utilized
to comparatively move forward the execution estimate of
add up to power request. The precision of the forecast
comes about is assessed utilizing the the mean
normalized absolute error (NMAE). As a result, the
proposed approach to model intermittent remaining
demand on the every day skyline leads to a great 23%
exactness [16]. Simulate energy consumption in an
hourly regime, perform calculations on residential
buildings, and analyze and compare regularly between
the energy needs of the building reenacted by
EnergyPlus, with climatic inputs related to two air
terminals in rurals Rome and with Entries. The
information displayed by the WRF estimate model for the
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center of Rome show a few errors. Ciancio et al. [17]
measured these discrepancies. Alobaidi et al. [18]
provide a framework using a vital regression component
to predict each household's average daily energy
consumption. Exact estimation of energy productivity of
private buildings based on the calculation of HL heating
load and CL cooling stack is an vital assignment. Nilashi
et al. [19] displayed an proficient strategy for foreseeing
the vitality execution of private buildings utilizing the
ANFIS versatile neural-fuzzy deduction framework. The
mean absolute error of MAE of HL and CL predictions is
0.16 and 0.52, respectively, which shows the method's
effectiveness in HL and CL predictions [19]. Ullah et al.
[20] anticipated energy utilization in a private building
with the Markov model. The Markov-based calculation
predicts energy utilization in Korean private buildings
utilizing data collected through smart meters and four
cases of multi-story buildings in Seoul. The forecast
comes about of the proposed model were compared with
three well-known expectation algorithms: SVM back
vector machine and ANN counterfeit neural network and
regression classification, and the forecast exactness were
satisfactory [20].

Mocanu et al. [21] started a study by using two
reinforcement learning models to modeling energy
consumption in buildings. As a centeral hypothetical , a
Deep Belief Networkze (DBN) is used in each
calculation. The Techniques are at that point created
within the MATLAB environment and tried on an
genuine database recorded over seven years at hourly
determination. Exploratory comes about appear that the
RMSE energy expectation exactness interims are
91.42%. [21]. Jang et al. [22] made an ANN artificial
neural network. A demonstrate predicts when the
warming system ought to work to decrease energy
utilization in winter mornings. BEMS exploratory
information and ANN demonstrate prescient execution
were roughly 13.13% superior than CvRMSE and
0.197% superior than MBE. This investigation consider
a difference decrease energy utilization in buildings and
makes a difference to supply satisfaction [22]. Qiao et al.
[23] audit different model and procedures for anticipating
building energy utilization based on existing information
collections and systematically demonstrate application
areas. It also offers a all encompassing see of building
energy utilization [23]. Naji et al. [24] utilized the whole
energy necessities of the building is influenced by
different components such as the environment, climatic
conditions, building materials, separator, etc., using the
fuzzy-neural network system ANFIS and Energy Plus
and soft computational method with Matlab/Simulink.
They have examined he energy utilization of the building
[24]. Predicting the energy required by the mansions in
the early stages of design using the ANFIS adaptive
fuzzy-neural inference framework model was examined
by Ekici and Aksoy [2] to anticipate the building energy

utilization. Baheri et al. [1] examined the expectation of
electricity and gas utilization in a private building
complex within the cold region of Iran, the city of Tabriz
employing a neural network and genetic algorithm.

The situation and landscape of solar energy in Iran
have been studied by Najafi et al. [25]. With current
energy policies, investing in hybrid solar power plants,
wind power plants are economically viable. Additionally,
it requires more than $ 2800 million in venture amid
2010-2030. By measuring the eleven-year wind speed of
the Iranian capital, Tehran, at the height of ten meters
above the ground, Keyhani et al. [26] concluded that this
area could be suitable for electrical and mechanical
applications not connected to the grid, such as wind.
Fazelpour et al. [27] examined the utilization of hybrid
frameworks to supply energy to a family in Tehran, Iran.
They utilized the photovoltaic system, wind turbine,
diesel generator, and capacity battery, and made the
wind- hydrogen-battery hybrid framework reasonable.
They gotten the best economical system [27]. Tahani et
al. [28] modeled a system using solar panels and wind
and hybrid batteries optimized for a three-story building
in Tehran, the capital of Iran, with the method of
minimizing costs and obtaining desirable results. Shivam
et al. [29] implemented a multi-objective predictive
energy management strategy based on machine learning
using solar panels, storage batteries, and neural networks.
The resulting model provides a more than fifty percent
good forecast [29]. Taghavifar and Zomorodian [30]
considered installing a micro-hybrid system in grid mode
to sell additional electricity and thus save electricity
consumption of the building as a source of income. One
system of PV and wind and national electricity network
and the other system of PV and wind and national
network and generator were examined from the
technical-economic point of view in different inflation
conditions [30]. Asrami et al. [31] inspected three
scenarios for finding the leading arrangement for
utilizing photovoltaic solar boards for private buildings
in urban regions: lattice association with and without
battery and total power supply.

Moreover, the genetic algorithm and TOPSIS method
are used to determine the optimal response for each
scenario. A residential complex in Tehran, Iran, was
selected. As a result, the scenario of electricity
transmission generated by renewable sources to the
national grid and the use of electricity required from the
national grid was selected as the optimal design [31].
Ehyaei and Bahadori [32] investigated the use of small
gas turbines to supply electricity to residential buildings
in Iran. They obtained good results. On the other hand
reliable and exact forecast of electricity generation and
consumption is subsequently imperative for Utilities
Company and government to arrange for future control
era and conveyance. Stack estimating can be classified
into short-term stack estimating (STLF), medium-term
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stack determining (MTLF) and long-term stack
determining (LTLF). Therefore, it is very important to
use appropriate methods for this issue.

It can be seen from the above studies that various
models have been used in this field. However, there are
still some advanced computational frameworks including
hybrid models and fuzzy logic-based models and their
capacitates in electricity supply model of conventional
residential buildings have not been widely studied.
Considering the above gaps in the literature, this study
was motivated to develop and applied of ANFIS versatile
fuzzy-neural deduction system in electricity supply. This
study is a long-term study that has not been used in many
other studies.

3. FOUNDATION OF APPLICATION OF ANFIS
VERSATILE FUZZY-NEURAL DEDUCTION SYSTEM

Building energy utilization may be a basic variable, not
as it were in logical investigation but moreover in taken
a toll examination. Subsequently, tall precision in
creating the energy utilization is fundamental since
belittling vitality utilization can lead to potential
blackouts that can be negative to social and financial
ways of life. In differentiate, overestimation leads to
superfluous unemployment capacity. Besides, as a result,
squandered monetary assets. Subsequently, a few
considers have been performed to foresee vitality
utilization with diverse factual models and approaches
precisely. Since ordinary statistical models require a
noteworthy sum of collected information and are
moderately exact for straight information, neural
organize models can calculate nonlinear information.
Properties are watched at diverse electrical loads by
urban meter readings [14].

Adaptive fuzzy-neural induction system (ANFIS),
which best coordinating the highlights of fuzzy
frameworks and neural networks, is characterized by
Jang et al. [22]. As a structure, ANFIS incorporates if-
else rules and employments fuzzy combine input-output
information neural organize learning calculations for the
preparation (Figure 1). An versatile fuzzy-neural

deduction framework mimics complex nonlinear
mapping utilizing neural arrange learning and fuzzy
deduction strategies. The ANFIS structure comprises of
two models, ANN and fuzzy rationale, and can work with
ill defined commotion and wrong situations. ANFIS is
utilized within the neural arrange prepare to alter the
enrollment work and parameters related to the
information in address. It has more exact comes about
than the cruel square squared mistake degree since it can
misuse master decisions. ANFIS learning calculation
may be a crossover learning calculation employing a
post-diffusion learning calculation and the least-squares
strategy [2].

4. MODELING APPROACH

4. 1. ANFIS Adaptive Neural-fuzzy Inference
System Various structures have been proposed to
implement a fuzzy system by neural networks. The
difference between a fuzzy-neural network principle and
an artificial neural network is that the weights and values
of the neural network input and output are defined as
fuzzy numbers.

The neural-fuzzy inference system is one of the most
accurate measuring tools for ambiguous and nonlinear
concepts. In recent years, robust fuzzy inference systems
based on the ANFIS adaptive neural network have been
used in various sciences. Using the training power of
neural networks and the capabilities of fuzzy systems,
these types of systems have been able to use the
advantages of these two in analyzing robust complex
processes and modeling. ANFIS model is very suitable
for describing and interpreting nonlinear systems.
According to Figure 1, the steps of designing the optimal
fuzzy-neural are as follows:

1. Get preparing data.

2. Make a essential fuzzy system.

3. Altering the parameters of the essential fuzzy
framework agreeing to the modeling blunder work by
the optimization algorithm.

4. Return the fluffy framework with the finest values of
the parameters as the ultimate result.

| [ o — ] 1o
| <> ] e

fiu)

output

Figure 1. Overview of the fuzzy inference system
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5. RESEARCH METHODOLOGY

Concurring to the reason of this investigate, the
connected sort (utilizing the demonstrate to foresee
energy consumption and generation amid the year for
private buildings) and multi-criteria decision-making
strategies have been utilized. The optimization segment
is displayed utilizing ANFIS adaptive fuzzy-neural
deduction framework calculation and MATLAB
program.

5. 1. Input Data

5.1.1.Energy Load of a Residential Building  As
an essential parameter, electricity demand must be
determined. Electric charge analysis is performed by
considering the ordinary utilization of people within the
chosen case consider. Family power request for each
month is calculated based on its information. In arrange
to supply comes about based on reality and, so, as much
as conceivable, the foremost common sorts of cooling
and warming frameworks within the city that evaporative
cooling and water warming advances are considered.
Also, the calculation of electric charge is done assuming
standard equipment such as TVs, lamps, refrigerators,
etc. Figure 2 shows the household electricity
consumption index for a year. According to this figure,
3604 kWh of electricity is consumed by households
during a year [31].

A parameter has been introduced for electricity
consumption in residential houses, which varies
depending on the year-day schedule, i.e., 24 * 365, the
year's position. The substance of the database is the sum
of energy utilization of a private building amid this
period, i.e., 8760 lines (per year).

According to Figures 2 and 3, the average monthly
consumption of each household in Tehran is 300 kWh,

Electrical demand (kWh)

the minimum daily consumption is 300 Wh, and the
maximum is 1.5 kWh. Using MATLAB software,
datarand function are defined, and random amounts of
energy consumption per energy consumption of three
conventional residential buildings in Tehran are
prepared. Conventional buildings refer to buildings up to
7 floors, which include the main urban buildings in
Tehran that have access to renewable energy from wind
and solar and the city’s electricity source. This data is
related to three apartment buildings of four, six, and eight
units in Tehran and has been prepared for three years.
According to Figures 2 and 3, the annual and seasonal
electricity consumption of the building in Tehran, in the
case of buildings 4, 6, and 8 units, energy consumption is
estimated at 12,00, 18,00, and 25,00 kWh, respectively.
The available data are presented in three Excel files (for
each building), which include the amount of energy
consumed by each building. These files have three
columns (for each year of data recording) and 8670 rows
(for each hour of the day during 365 days of the year) and
show the amount of energy consumption of each
residential building in Wh. In the above three buildings,
renewable wind and solar energies have been used by
installing wind turbines and solar panels on their roofs.

5.1.2.Solar Radiation Solar radiation information
for Tehran have been gotten from the Meteorological
Organization. The worldwide solar radiation is flat for
Tehran by year, hour, and day, as appeared in Figure 4.
The crest of daylight is in June and July, whereas January
has the least sum of solar radiation [27].

In this research, one of the foremost common sorts of
solar boards accessible within the Iranian advertise, to be
specific the sharp of panel, model ND-240QCJ, has an
output power of 240 watts and has dimensions of 994x
1640x 46 mm. Due to the application of the
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Figure 2. Details of household electricity consumption (energy load) during a year in Tehran [33]
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Figure 3. Seasonal household energy consumption in Tehran [27]
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Figure 4. Hourly and daily horizontal solar radiation for
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manufacturer's output error (about 5%) and the effect of
pollution and dust (equivalent to 5%) and the effect of
daily temperature (12.5%) and loss coefficient in system
cables (5%) and converter efficiency (92%), The output
power output of the panel is reduced. In Tehran, the
number of hours in which the amount of solar radiation
energy is equal to one KWh/m? is equal to 5, which is
defined as Peak Sun Hours (PSH). Therefore, the
maximum amount of daily energy produced by each
panel with the above specifications is calculated as
follows:

240 % 0.95%x0.95%x0.875%x095%x092%x5 =
0.828 KWh

On the roofs of 4, 6, and 8 unit buildings, twelve,
eighteen, and twenty-four panels with the above
specifications and an angle of 30 degrees, which
according to Table 1, have the highest efficiency during
the year, have been installed respectively. Using
MATLAB software, a datarand function is defined, and
arbitrary values of solar electricity generation based on
generation at distinctive hours of the day and distinctive
months of the year (Table 1) in Tehran were prepared.
The available data are presented in the form of three

Excel files (for each building) that represent the solar
energy production values. These files have three columns
(for each year of data recording) and 8670 rows (for each
hour of the day during 365 days of the year) and show the
energy production values of each residential building in
Wh.

5. 1. 3. Wind Speed Tehran's 10-year average wind
speed information are gotten based on month to month
values given by the Meteorological Organization of Iran
and are appeared in Figure 6. Wind information were
measured at three-hour interims at an elevation of 10 m.
Appropriately, the most noteworthy average month to
month wind speed in April is 5 meters per second and the
average wind speed in all months of the year is between
3to 5 meters per second [27].

5. 1. 4. Wind Turbine In this research, a NEW
SKY MAXB800W home wind turbine has been used to
supply wind energy. This turbine is operated with a
minimum wind speed of 1.5 meters per second, suitable
for Tehran. The roof of the buildings 4, 6, and 8 units, a
wind turbine the specifications of Figure 6, is installed in
the direction of the prevailing wind in Tehran, from
southwest-northeast, which has the highest efficiency of
the year. Using MATLAB software, a Datarand function
is defined. Random values of wind energy production are
based on wind speed at diverse time of the day and
diverse months of the year (Figure 5) in Tehran and
turbine production capacity and its characteristics (Figure
6). It is provided. The available data are presented in
three Excel files (for each building) that represent the
values of wind energy production of each building. These
files have three columns (for each year of data recording)
and 8670 rows (for each hour of the day during 365 days
of the year) and show the wind energy production values
in Wh.
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TABLE 1. Tehran's monthly solar radiation for different slope angles [33]

Season Month Monthly Monthly Monthly Monthly
solar solar solar solar
radiation radiation radiation radiation
for 6 = for 6 =30 for 6 = 60 for 8 =90
0 (KWh.m2) (KWh.m2) (kWh.m2) (kwh.m?)
December 68.49 115.88 132.22 113.13
Winter January 75.75 123.83 138.73 116.46
February 100.83 145.95 151.97 117.26
March 128.58 161.78 151.62 100.84
Spring April 162.00 180.28 150.26 79.97
May 189.57 192.97 144.66 57.59
June 219.39 214.16 151.54 48.32
Summer July 214.89 212.92 153.89 53.64
August 200.16 212.28 167.53 77.88
September 170.16 201.09 178.13 107.45
Fall October 125.73 169.96 168.64 122.14
November 87.24 135.28 147.08 119.46
6

h

Wind speed (m/s)
%]

U]
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Figure 5. Monthly specifications of daily wind speed data for Tehran, Iran [29]
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Figure 6. Physical characteristics and power curve of MAX800W turbine
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The prepared database contains the consumption and
production of wind and solar turbine energies during a
period (8760 hours per year) separate for all three
buildings.

5. 2. Mackey-Glass Equation The Mackey Glass
equation could be a nonlinear time-delay differential
condition concurring to Equation (3).

=B —yx,

dt ~ P 14x,m

Y, B, n>0. ?3)

That B, v, 1, and n are real numbers, and x, indicating
the variable x at time t—t. Depending on the values of the
parameters, this condition appears a range of occasional
and chaotic elements (Figure 7). From a biological point
of view and its mathematical properties, this equation is
used to predict time series and some other problems.
The ANFIS adaptive fuzzy-neural inference system is
utilized to get ready a time arrangement forecast
demonstrate created by the McKee-Glass time-delay
differential condition. In time series prediction, known
values of time series t are used to predict the value at a
future point t + p. When predicting, it is assumed that the
behavior of this system is constant at different times, and
not much change in the behavior of the system should be
observed. Furthermore, that is why there is predictability.

y(D)

300 350 400

Based on the past behavior of the system and using
mathematical tools and statistical analysis, the future of
the system can be estimated. This system also has
Markov properties, and by referring to the little part of
the system, it offers a formula for predicting the future.
The general concept of this system is given in Figure 8.

X(t) = f(x(t-1), x(t-2), ..., x(t-d)
Nonlinear Differential Equation (4)

In the time series prediction structure, using an
estimated function f (.) Moreover, using past time data,
the future is predicted so that the prediction error is
minimized. In this case, it is necessary to use the
approximate functions of approximation of functions
(regression, ANN, ANFIS, Fuzzy, ..). The artificial
neural network ANN and ANFIS have been used in this
study.

5. 3. Features and Specifications of the Fuzzy-
neural Adaptive Inference System (ANFIS) In
this research, the adaptive fuzzy-neural inference system,
according to the programs written in MATLAB software,
is responsible for predicting (modeling) energy
consumption values over time. This system uses 70% of

n =9.65

—
b )

450 500 550 600

Figure 7. Dynamics in the Mackey-Glass equation, Equation (3), fory = 1.8 = 2.7 = 2.and n = 9.65

c Time process
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Figure 8. Time series prediction structure and prediction error determination
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the input data for network training and 30% for test data.
Here, three types of genes are used to design ANFIS,
which include:

GENFIS 1 Grid Partition: The data generates a single-
output fuzzy inference system of the SUGENO type
using a network partition on the data. The type of
Gaussian input function is GAUSSMF (Gaussian
membership function), and the type of membership
function is linear output.

GENFIS 2 (Sub Clustering): A SUGENO FIS
structure. It was made utilizing subtraction clustering.
Besides, it requires partitioned sets of input and output
information as input contentions, which have a
infiltration span.

GENFIS 3 (FCM): Utilizing fuzzy c-means
clustering, FCM produces a FIS by extricating a set of
rules that models information behavior. Given that there's
as it were one output, GENFIS 3 has made an starting FIS
for ANFIS preparing. The number of clusters is break
even with to 10, the number of segments of frameworks
is break even with to 2, the greatest number of cycles is
rise to to 100, and the least sum of framework
advancement is break even with to 1le-5 (Figure 9).

The number of repetitions of Epochs training here is
100, the target for error rate is zero, the starting step
measure is 0.01, the step estimate decrease rate is 0.9, and
the step measure increment rate is 1.1. This method
usually gives better results than genfisl and GENFIS2.
In this research, this method has been used to predict the
amount of energy consumption and production.

5. 3. 1. Output Membership Function Type  This
method is suitable for multi-input and multi-output

calculations with any level of complexity. The error can
be reduced by determining the number of clusters in a
targeted way. In the following figure, we can see the
relationship between software applications based on the
choice of each of the GENFIS methods (Figure 9). (The
following is the choice for the FCM method).

5. 4. Steps of Conducting Research 1.
Extractable energy values are introduced from solar
boards and wind turbines, and the energy utilization of
each building gotten by Datarand functions is used as
input parameters of the ANFIS fuzzy-neural network.
Each file has three columns, each representing the
amount of energy produced or consumed for one year in
terms of Wh.

2. ANFIS fuzzy-neural network using the data of the
first and second columns of the Datarand record in terms
of prepared time and predicts the sum of energy
generation from renewable sources and energy utilization
in each building utilizing the method (FCM) GENFIS3
(CONP, SUNP, WINDP).

3. The values of the third column of each Datarand
file are also considered as actual values of solar energy
production and wind and energy consumption (RAE).
Therefore, maximum renewable energy production (solar
and wind) is also available (REM).

4. Predicted amounts of renewable energy from solar
panels and wind turbines in each residential building are
available separately every year in Wh. (RE).

5. The necessary calculations and outputs have been
prepared for each of the buildings of four, six, and eight
units separately using MATLAB software.

Madmum Number of Epochs:

Error Goal:
o

Initial Step Size:
c.C1

Step Size Decrease Rate:
c.e

Step Size Increase Rate:

1.1

Cancel

4 Select GENFIS = X
\‘;: ,: Select FIS Generation Approach:
Grid Part. (genfis1) Sub. Clustering (genfis2) FCM (genfis3)
< E — > % E _ >

Number fo Clusters:

Partition Matnx Exponent:
2

Maximum Number of Iterations:
100

Minimum Improvemnet:

1e-S

Cancel

Figure 9. Applied relationship for selecting FCM design method in ANFIS in all three buildings
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6. Energy Harvest Management (RAC) algorithm is
such that the higher the amount of energy extracted from
renewable sources (solar and wind), the lower the amount
of harvest from the sources of the municipal electricity
network. The ideal model is to supply all the electricity
consumption of buildings from renewable energy
sources. The worst-case scenario is to supply all the
energy consumption of the building from the municipal
electricity supply networks. In this study, the sum of
energy extracted from renewable sources usually cannot
exceed 2200 Wh, while the amount of consumption can
be around 12000 Wh, even in an 8-unit building.
According to the declared limits of fuzzy logic and
ANFIS for the predicted values of production and
consumption, in this system, the amount of energy
allowed for withdrawal from the city network is
determined by subtracting the total energy production
from the maximum energy consumption (RAC) and
increasing the actual value. The projected consumption
values are considered a system error (CE).

7. Considering that the range of energy extractable
from wind for all three buildings is between 0 to 200 Wh
and sunlight between 0 to 2000 Wh (the existence of a
home wind turbine and between 12 to 24 solar panels).
The maximum energy extracted from renewable sources
for buildings of 4, 6, and 8 units is about 1000, 1500, and
2000 Wh, respectively (REM).

Wh

1500

Hourly onorgy consumptlon during a year of a four-unit bulldlng
0|
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8. The contrast between the entire and genuine
generation of renewable energy (solar and wind) (RAE)
and the total projected renewable energy production (RE)
is considered as the amount of forecast error and the
actual renewable energy production, i.e. (GE).

9. Finally, a statistical comparison between the values
of CE, RE, RAE, and GE has been made.

6. FINDINGS AND RESEARCH RESULTS

In this investigate, the ANFIS versatile fuzzy-neural
induction framework has been utilized to calculate the
estimate of energy utilization and generation within the
building. One of the foremost vital discoveries of this
investigate is to plan a demonstrate for foreseeing vitality
generation and utilization in private buildings utilizing
the over apparatuses. The comes about appear that the
network error is worthy, and their speed and capacity to
memorize and effectiveness in assessing the generation
and energy utilization of private buildings are
exceptionally exact. First, we can examine the results
obtained from the energy consumption in 4-unit building
and examine its graphs.

The energy utilization of a four-unit building in
Figure 10 is exceptionally comparative to the Mackey-
Glass chart. Of course, the energy consumption of six-
and eight-unit buildings are similar.
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Figure 10. Energy consumption per year and over some time in a 4-unit building
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By performing training and testing processes of the
ANFIS adaptive fuzzy-neural inference system in all
three buildings according to the applied settings (type of
learning, number of steps, and error tolerance), the
system error rate based on statistical indicators MSE,
RMSE, R, mean, std is calculated. These statistical
indicators are very suitable. In Figure 11, actual and
projected of solar and wind energy production, MSE,
RMSE, std and estimated regression equation for 8 unit
building are shown in order as can be seen, the calculated

2000

1500
=
= 1000
500

0 L 1

The actual and projected amount of solar and wind energy production in a eight-unit building
T T T T T

dispersion statistics of MSE=3324.47, RMSE=57.65,
Std=57.66 and the value of R?is equal to 0.99, which
shows a very good fit of this model.

Due to the large number of results obtained, the
results obtained from different stages and the outputs of
the ANFIS fuzzy-neural inference system related to all
three buildings are presented in Table 2. The forecast
accuracy in buildings is more than 99%, which is a sign
of the proper performance of the designed model.
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The regression values of RAE and RE in a eight-unit building: R=0.99688
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Figure 11. Actual values (RAE) and forecast (RE) of energy production of an 8-unit building using ANFIS

TABLE 2. Statistical indicators of MSE, RMSE, R, MEAN, and STD in ANFIS system in all three residential buildings

Statistical index 4-unit building 6-unit building 8-unit building
MSE 857.37 1864 3324
RMSE 29.28 43.17 57.66

R 0.9968 0.9970 0.9968
u(mean) 0.67 131 0.32
o(std) 29.28 43.17 57.66
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Figures 12, 13, and 14 show the production, forecast,
and average absolute error of solar and wind energy.
Figures 15, 16, and 17 compare the actual and predicted
production of solar and wind energy.

Here we can see the result obtianed form the ANIFS
system in Table 3. It can be seen that according to Table
3, the average value of energy production forecast error
for a four-unit residential building (GE) is about 16 Wh.
Also, according to Table 7, the average renewable energy

Actual production of solar and wind energy per year in a four-unit bullding (RAE)

S. Khaligh Fard et al. / IJE TRANSACTIONS A: Basics Vol. 36 No. 10, (October 2023) 1793-1814

production is equal to (3480402/8760) 397 Wh. It means
that the percentage of forecast error is equal to 4%.
Therefore, the forecast accuracy is about 96%. The
forecast accuracy in buildings of six and eight units is
96.5% and 96.3%, respectively, which is a sign of proper
performance of the designed model. Figure 18 shows the
absolute average error of energy consumption prediction
during one year in an eight-unit building.
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Figure 12. Real solar and wind energy production of a 4-unit building per year

Forecast of solar and wind energy production per year in a six-unit building (RE)
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Figure 13. Forecast of solar energy and wind production of a six-unit building per year
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Figure 14. Absolute mean forecast error of solar and wind energy production during a year in a four-unit building
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Comparison of actual and projected production of solar and wind enengy (GE| in 24 days in a four-unit bullding
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Figure 15. Comparison of actual and projected production of solar and wind energy (GE) in 24 hours in a four-unit building
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Figure 16. Comparison of actual and projected production of solar and wind energy (GE) in 24 hours in a six-unit building

Comparison of actual and projected production of solar and wind energy (GE) in 24 hours in a eight-unit building
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Figure 17. Comparison of actual and projected production of solar and wind energy (GE) in 24 hours in an eight-unit building

TABLE 3. Values of GE, CE, SM, and WM indices in ANFIS system in all three residential buildings

Index 4-unit building (Wh) 6-unit building (Wh) 8-unit building (Wh)
Average energy production forecast error (GE) 15.45 21.72 27.57
Average energy consumption forecast error (CE) 359 510 659
Maximum energy production from the sun (SM) 993 1490 1987

Maximum energy production from the wind (WM) 200 200 200
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Error predicting energy consumption during a year in a eight-unit building, mean absolute error CE = 659.0394
| T T T T T T

| | | |

4000 .
i 1000 2000 3000

According to Table 3, the average value of energy
consumption forecast error for a four-unit residential
building (CE) is 359 Wh. Also, according to reported
data, the average energy utilization of the building is
break even with to (28237406/8760) 3223 Wh. That is
means that the percentage of forecast error is equal to
11%. Therefore, the forecast accuracy is about 89%.
Prediction accuracy in six- and eight-unit buildings is
89.5% and 90%, respectively, and this is a sign of
acceptable performance of the model. Figures 19, 20 and
21 show the results of training, testing, and predicting
energy consumption in buildings.

By use the general prediction processes of the ANFIS
system and the obtained results, it was observed that the
statistical distribution of energy production and
consumption in all three buildings is entirely consistent
with the normal distribution. The system error rate that
calculated based on MSE, RMSE, y, o, and R statistical

Four-unit building energy consumption Train data
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Figure 18. Absolute average of energy consumption forecast error during a year in an eight-unit building
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Figure 19. Results of energy consumption training in
ANFIS four-unit building
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Stx-unit bullding energy consumption Test data: R=0.95651
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Figure 20. Energy consumption test results in ANFIS six-
unit building

indices are very little. The values of R in the outputs for
energy consumption and production of solar energy and
wind are 95%, 99%, and 97%, respectively, which is a
sign of the proper performance of the designed model.
Due to the large number of results obtained, the results of
different stages of energy consumption forecasting from
the output of the ANFIS fuzzy-neural induction
framework related to all three buildings are displayed in
Table 4. As can be seen, the value of MSE, RMSE, std
are very small and are close to zero.therefore the fitted
model has very little error, which shows its suitability. R
square measure shows how well a regression model
matches the data. So we can conclude that the bigger the
R? measure, the better the model matches the data under
investigation. As can be seen, this criterion is greater than
0.95 for all three building types. It provides a good and
high explanation of the model The std dispersion index
also shows the dispersion (changes) of each data value
around the average, and as can be seen, it has a small
value in all three types of buildings, and shows the
appropriateness of the model. Figures 22, 23 and 24 show
the results of training, testing and forecasting solar
energy production in buildings using a neural network
and fuzzy inference system.

Due to the large number of results obtained, the
results of different stages of predicting solar energy
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Figure 21. Energy consumption forecast results in ANFIS
eight-unit building

production from the outputs of the ANFIS fuzzy-neural
inference system for all three buildings are presented in
Table 5.

Here also, all three important criteria MSE, RMSE
and R? in solar energy production show the
appropriateness of the model. As can be seen, the values
of MSE and RMSE are very small and close to zero, and
the value of R? is greater than 0.99 in all three types of
buildings and is almost equal to one, which shows the
very accurate fit of our model.

TABLE 4. Results of statistical indicators of energy consumption forecast with ANFIS in all three residential buildings

Statistical 4-unit building 6-unit building 8-unit building

index All Data Train Test All Data Train Test All Data Train Test
MSE 0.0036 0.0036 0.0037 0.0037 0.0036 0.0038 0.0036 0.0036 0.0036
RMSE 0.06 0.059 0.061 0.061 0.06 0.062 0.06 0.06 0.06
R 0.9589 0.9595 0.9574 0.9581 0.9586 0.9568 0.9587 0.9587 0.9587
u (mean) 0.0004 0.0006 0.0013 0.0007 0.0006 0.0002 0.0002 0.0006 0.0007
o (std) 0.06 0.059 0.061 0.061 0.06 0.062 0.06 0.06 0.06




1808 S. Khaligh Fard et al. / IJE TRANSACTIONS A: Basics Vol. 36 No. 10, (October 2023) 1793-1814

Solar energy production Train d ata for a four-unit building
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Figure 22. Results of solar energy production training in ANFIS four-unit building

Solar energy production Test data for a Six-unit bullding
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Figure 23. Results of a solar energy production test in ANFIS six-unit building
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Solar energy production All data for a Eight-unit building
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Figure 24. Results of solar energy production forecast in ANFIS eight-unit building

TABLE 5. Results of statistical indicators predicting solar energy production with ANFIS in all three residential buildings

Statistical 4-unit building 6-unit building 8-unit building

index All Data Train Test All Data Train Test All Data Train Test

MSE 0.0005 0.0005 0.0005 0.0005 0.0005 0.0007 0.0005 0.0005 0.0006
RMSE 0.023 0.023 0.024 0.023 0.022 0.027 0.022 0.022 0.024
R 0.9998 0.9998 0.9998 0.9998 0.9998 0.9998 0.9998 0.9999 0.9998
1( mean) 0.0011 0.0004 0.0036 0.0011 0.0006 0.0037 0.0014 0.0004 0.0047
o (std) 0.023 0.023 0.024 0.023 0.022 0.027 0.022 0.022 0.024

Due to the large number of results obtained, the
results of different stages of predicting wind energy
production from the outputs of the ANFIS fuzzy-neural
deduction framework for all three buildings are displayed
in Table 6. All three important criteria MSE, RMSE and
R? in predicting wind energy production show the
appropriateness of the model. As can be seen, the values

1809

of MSE RMSE,Std are very small and close to zero, and
the value of R? is greater than 0.80 in all three types of
buildings, which shows the very accurate fit of our
model. Figures 25, 26, and 27 show the results of
training, testing, and forecasting wind energy production
in buildings using a neural network and fuzzy inference

system.

TABLE 6. Results of statistical indicators predicting wind energy production with ANFIS in all three residential buildings

Statistical 4-unit building 6-unit building 8-unit building

index All Data Train Test All Data Train Test All Data Train Test
MSE 0.0011 0.0010 0.0014 0.0011 0.0010 0.0013 0.0011 0.0010 0.0013
RMSE 0.0338 0.0322 0.0375 0.0332 0.0318 0.0362 0.0336 0.0321 0.0366
R 0.9759 0.9764 0.7986 0.9767 0.9770 0.8073 0.9764 0.9765 0.8077
u( mean) 0.0018 0.0003 0.0060 0.0013 0.0003 0.0045 0.0001 0.0005 0.0006
o (std) 0.0338 0.0322 0.0370 0.0332 0.0318 0.0360 0.0336 0.0321 0.0361
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Wind energy production Train data for a four-unit building
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Figure 25. Results of wind energy generation training in ANFIS four-unit building
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Wind energy production Test data for a Six-unit bglldlng: R=0.81126
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Figure 26. Results of wind energy production test in ANFIS six-unit building
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Figure 28. Results of wind energy production forecast in ANFIS eight-unit building

The statistical results presented in Table 7 generally
show the performance of the ANFIS fuzzy-neural
inference system in this study. In addition to high
accuracy in forecasting energy consumption and
production, management also determines the energy
harvested from the city grid. Day and night, depending
on the decisions of building managers. The results of this

research compared to similar studies showed better and
clearer results regarding the use of wind or solar energy
in residential houses.

One of the most important findings of this research is
its primary purpose: to design and present a model for
predicting the production and consumption of electricity
in conventional residential buildings in Tehran. It has
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TABLE 7. Statistical results of actual values and forecast of energy consumption and production with ANFIS in all three residential

buildings

Index

4-unit building (Wh) 6-unit building (Wh) 8-unit building (Wh)

Total energy consumption per year (CONR)

Total solar energy production per year (SUNR)

Total wind energy production per year (WINDR)

Total forecast of energy consumption per year (CONP)
Total forecast of solar energy production per year (SUNP)
Total forecast of wind energy production per year (WINDP)
production of solar and wind energy per year (RAE)

Forecast of solar and wind energy production per year (RE)

The maximum energy that can be produced from the sun and wind (REM)

The amount of energy harvested from the national grid per year (RAC)

28,237,406 42,309,124 56,513,748
2,603,772 4,025,784 5,191,003
876,630 876,578 876,375
27,922,366 41,798,817 55,873,986
2,603,916 4,021,003 5,199,955
870,600 869,831 870,263
3,480,402 4,902,362 6,067,378
3,474,516 4,890,835 6,070,219
1,193 1,690 2,187
24,447,849 36,907,981 49,803,767

been prepared using ANFIS adaptive fuzzy-neural
inference system with high accuracy and appropriate
validity. The output of this research is an intelligent
ANFIS system.

7. DISCUSSION AND CONCLUSION

In this paper, the application of an ANFIS for modelling
of electricity supply model of conventional residential
buildings in Tehran with priority on renewable energy
has been demonstrated. By performing training and
testing processes of the ANFIS adaptive fuzzy-neural
inference system in three buildings according to the
applied settings (type of learning, number of steps, and
error tolerance), the system error rate based on statistical
indicators MSE, RMSE, R, mean, std is calculated. The
results of running the models showed that in all the
models of actual and projected of solar and wind energy
production and consumption. The criteria of dispersion
and changes, MSE, RMSE, are very small, close to zero,
and the coefficient of determination of the models (R) is
also very high and shows the appropriateness of the
estimated models. In addition, the values related to the
determination of the total production of solar and wind
energy per year (SUNR), the amount of energy harvested
from the national grid per year (RAC), high accuracy in
forecasting energy consumption and production,
management also determines the energy harvested from
the city grid. Therefore, It is shown that ANFIS with
regard to clean and renewable energies, can predict
electricity production and consumption pretty well.
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ABSTRACT

In recent years, the scientific community has shown a growing interest in fiber-reinforced concrete (FRC)
for modern structures due to its enhanced ductility compared to traditional reinforced concrete (RC).
This paper introduces an analytical model that incorporates a comprehensive fiber reinforcing index (RI)
to study various types of FRC. The analysis focuses on the compressive and tensile behaviors, damage
evolution under cyclic loading, and crack propagation in the concrete matrix. To effectively simulate
crack initiation and propagation in FRC structures, the extended finite element method (XFEM) is
employed, leveraging its fracture-solving capabilities. Additionally, the XFEM is combined with the
concrete damaged plasticity (CDP) modeling approach to examine the quasi-static and hysteretic
performance of FRC columns. Three-dimensional nonlinear finite element models are constructed using
the commercial software Abaqus. These models incorporate steel fibers, polypropylene fibers, and a
combination of both types of fibers in the FRC structures. Furthermore, the accuracy of the XFEM-CDP-
based analysis in predicting hysteretic behavior is validated against results from previous research
articles, demonstrating reasonable accuracy. It allows engineers to accurately capture the nonlinear
behavior of concrete, including cracking, crushing, and plastic deformation, while also considering the
complex crack patterns, providing a better understanding of the seismic performance of FRC structures
using numerical simulations.

doi: 10.5829/ije.2023.36.10a.08

1. INTRODUCTION

emerged as an alternative to reinforced concrete (RC),
with studies showing that partial or full substitution of

During earthquakes, bridge columns are often the most
vulnerable and deficient components, particularly when
in moderate damage states [1]. Transverse stirrups in
these columns are prone to deficiencies, leading to
multiple damage states, ranging from concrete cracking
to cover spalling, and eventually the failure of steel bars
at the base of the columns.

The seismic performance of bridge columns can be
significantly improved by enhancing their ductility,
lateral stiffness, and energy dissipation capacity. Local
increases in transverse stirrup density are the
conventional method to enhance column ductility, but
this approach presents challenges in construction and
compromises the quality of concrete pouring [2, 3].
Consequently, fiber-reinforced concrete (FRC) has

*Corresponding author Email: soufiane.elyassaril@etu.uae.ac.ma
(S. El Yassari)

RC with FRC can effectively enhance structural
responses and repair damaged infrastructures [4-7]. Full
substitution of RC columns with FRC has been proven
effective in improving ductility and seismic behavior [2,
4,8-11].

However, experimental studies on FRC have been
abundant. A few efforts have been dedicated to
developing constitutive relations and numerical
modeling. Experimental approaches suffer from
drawbacks such as the difficulty of setting up full-scale
models and limited measurement ranges for capturing
important parameters like bond-slip behavior, cracking,
and plastic strain. Furthermore, experimental methods
are time-consuming and costly.

Please cite this article as: S. El Yassari, A. EL Ghoulbzouri, Numerical Simulation of Fiber-reinforced Concrete under Cyclic Loading using
Extended Finite Element Method and Concrete Damaged Plasticity, International Journal of Engineering, Transactions A: Basics, Vol. 36,

No. 10, (2023), 1815-1826



mailto:soufiane.elyassari1@etu.uae.ac.ma

1816 S. El Yassari and A. EL Ghoulbzouri / IJE TRANSACTIONS A: Basics Vol. 36 No. 10, (October 2023) 1815-1826

With the advancements in computer processing
power and structural finite element theory, the finite
element method has become an effective tool for
analyzing the nonlinear and dynamic behavior of RC
columns under seismic events. To accurately model the
behavior of components such as steel reinforcements and
the concrete matrix, precise and effective constitutive
relationships are crucial. While constitutive models for
steel have matured due to its isotropic nature, concrete
presents challenges with its complex mechanical
phenomena, including inelastic damage, cracking,
hardening, and softening. Consequently, various
analytical theories for concrete constitutive laws have
been implemented in finite element programs.

The Concrete Damaged Plasticity (CDP) model,
integrated with the concept of damaged elasticity, tensile
and compressive plasticity, has gained research interest,
particularly with the widespread use of the Abaqus
software. The CDP model has shown good agreement
between numerical predictions and test results for FRC
behavior [12, 13]. However, CDP models only accurately
predict material behavior prior to fracture initiation. One
disadvantage is that these constitutive laws model
material degradations and cracks in a smeared manner,
failing to account for discontinuities in crack propagation
and discrete cracks [14-16].

Several techniques have been proposed to address
this issue. One approach is to remove elements when a
damage parameter exceeds a critical value. However, this
method alters the mass of the model and is sensitive to
mesh configurations [15]. Cohesive crack models have
also been proposed to simulate crack growth in FRC
structures, considering the bridging action of aggregates
and fibers. Although these models provide detailed
information about concrete and fiber behavior separately,
their implementation becomes challenging in complex
loading cases and structures, limiting their applicability
[13, 17-21].

Researchers have explored meshless methods and
adaptive finite elements as alternatives [21, 22].
Cohesive crack models have been used to describe the
fracture process zone in ductile and quasi-brittle
materials [23, 24]. These models suppress stress and
strain  singularities at crack tips. Incorporating
displacement jumps, XFEM allows for mesh-
independent crack path determination [23]. XFEM
enables smooth crack growth in finite element meshes
without remeshing [23, 25]. Unlike cohesive crack
models, XFEM does not require a predefined crack path,
making it suitable for studying cracking behavior.
However, existing XFEM models have primarily focused
on predicting crack growth under monotonic loading, and
the simulation of crack growth combined with material
fatigue using XFEM remains unexplored.

In this paper, we propose coupling XFEM with the
CDP model to simulate cyclic fatigue and cracking
behavior in FRC. This combined model enables the

integration of fatigue damage accumulation and crack
propagation stages into a comprehensive process.
Numerical results obtained using the XFEM-CDP model
are validated against independent experimental data with
different fiber combinations. The effectiveness and
accuracy of the proposed model are demonstrated,
showing improved agreement with experimental results
compared to classical CDP models.

2. MATERIALS AND METHODS

2. 1. Compressive Behavior Abadel et al. [26]
developed an analytical model for predicting
compressive stress-strain curves of HyFRC, which
quantifies the effect of each type of fiber on compressive
strength and stress-strain curves in terms of a
comprehensive fibre reinforcing index. The model
exhibited a correlation with experimental test results. The
compressive behavior o, model was as follows:

_(PE)
O, = (ﬁ—1+(§—§)6> fcu (1)

where f,, denotes the ultimate compressive stress, €, and
&, represents the compressive strain and the strain at peak
stress of plain concrete (= 0,002), respectivly.

The parameters can be calculated using the following
equations:

B=1+ 5¢~1376RI, )
Bo = 0,108f. — 0,966 3)
fefre = feo + 5,222RI, (4)
& rc = €co + 0,0004RI, (5)
RI, = Y RI,; (6)
Rl = Vit )

For the plain concrete, the value of parameter 3, can
be calculated with the help of the Equation 3.
Rly, V;, 1;, and d; denote the reinforcing index, fibers’
volume fraction, length, and diameter (or their
corresponding diameter in non-circular sections), E; and
E; are the fiber’s and steel material’s modulus of
elasticity, respectively.

2. 2. Tensile Behavior

2. 2. 1. For Plain Concrete The stress-crack
opening displacement relationship adopted for plain
concrete was proposed to capture the tensile behavior.

o we \3 —c1ﬂ w.

f—:=(1+(c1w—;) )e( vl -t ®
C13)e(_cl)
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feu—8 2/3
fo =14 (222 ©)
2 feu\ 7
Gr = (0,0469d,? — 0,5d, + 26) (%) (10)
W = 5,145 (11)
It

In these equations, the f, is the tensile strengths of plain
concrete, w;, wg. denotes the crack opening
displacement and crack displacement at the complete loss
of tensile stress, respectivly. d, and l.q represent the
maximum aggregate size of the concrete (20 mm) and the
mesh element length, respectivly.

2.2.1.For FRC Concerning the tensile behavior
of FRC, o,(w), Almusallam et al. [27] proposed an
analytical model to describe the tensile softening
behavior based on the reinforcing index, Rlv. This model
was obtained through inverse analysis and provides a
good agreement with experimental results.

or(wy) = a1ftfrce(_a2w‘) (12)
a, =0,75 (13)
a, = 10e~*3RM (14)
frrre =t — D+ el23Rly (15)

where f; .. denotes the tensile strength of FRC.

It was assumed that each element in the numerical
simulation had a single crack. This assumption is suitable
for optimal simulations. As a result, the strain in terms of
crack opening can be determined by summing the elastic
strain and the crack opening and dividing it by the
element length.

& = &y + Wt/leq (16)

&m IS the tensile strain correspending to the tensile
strengths.

2. 3. Concrete Damage Plasticity Model In this
study, the behavior of steel was simulated using a
uniaxial plasticity model, while a more
comprehensive CDP model was employed for
simulating the behavior of concrete. The CDP
model, initially proposed by Lubliner et al. [28] and
further developed by Lee and Fenves [29], combines
scalar damaged elasticity with non-associated
compressive and tensile plasticity to accurately
capture the nonlinear deformation and irreversible
damage of plain concrete and FRC under various
loading conditions.

The CDP model has been refined over time to
incorporate the fiber effect, allowing for the analysis of
FRC's mechanical behavior with minor modifications. In

this study, the modified CDP model proposed by Chi et
al. [12] was utilized.

2.4.Damage Evolution Law For simplicity, this
study used the model proposed by Chi et al. [12]. It can
be used for different FRCs, and is easily calibrated with
experimental results.

1 _5?]%07!1
dy = —= e m —1 17)
e_m_t—l
1 _5%.:1,1nom
dc = T (e me — 1) (18)
e Mmc—1
ck EtCk
Etnom = @ (19)
in _ &
Ecnom = Tin (20)

in
Ecu

d., d; are the uniaxial compressive and tensile damage
variables. m.,m, are the parameters that control damage
evolution speed. &%, i denote the normalized
compressive and tensile inelastic strains.
eck eln are the corresponding ultimate strains.
Typically, for plain concrete, Chi et al. [12] suggested
the use of m, = 0,05, m. = 0,1, e = 0,033, &f =
0,0033.
The fitting of the uniaxial tension and compression
simulations with experimental test data yield the exact
values of m, and m,. For FRC, parameters m" and

m?f are modified according to the composite material
theory as follows:

mh = me(1+ amidsy + bmidpr) (21)
m?f =m(1 + amaldss + bmaldyps) (22)

where Ay and A, are the characteristic parameters of
steel and polypropylene fibers, respectively.

In general, the volume fraction recommended for
steel fibers is between 0.5 and 2.0 % to achieve optimal
strength improvement and ductility. According to
literature, an aspect ratio of 30-80, and a volume fraction
of 0.05-0.2% are recommended for polypropylene fibers,
to ensure even distribution of fibers [30].

The values am1 = 0.452, bm1 = 0.054, am2 = 0.628,
and bm2 = 0.156 were recommended by Chi et al. [12].
The damage evolution law of the FRC specimens are
shown in Figure 1.

2.5.Parameter K In the case of low hydrostatic
stresses, the value Kc = 2/3 presents a close estimation of
strength. However, for high hydrostatic stresses, a value
of Kc = 0.7 is considered more appropriate [30].
Observations made by Chi et al. [30] indicate that the
main effect on the compressive meridian is influenced by
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steel fibers, unlike polypropylene fibers. Steel fibers are

more effective in reducing crack propagation compared

to polypropylene fibers. As a result, the tensile meridian

experiences significant changes compared to the

compressive meridian. Therefore, the coefficient Kc is

expressed as follows:
KY =K.

[ C'kc

(23)

where kc and kt are parameters introduced to account for
the presence of fibers, as suggested by Rousakis et al.
[31].

ky =1+ 0,08045f + 0,132, (24)
k. =1+ 0,056A (25)
—y.. W
Asp = Vsr @, (26)
1
Nps = Vypp 2L
rf 123 dps @7

2. 6. Parameter o}l /ohf Equation (28) is
recommended for low hydrostatic stress, whereas the
default value of o}/ /o = 1.16 can estimate well the
strength under high hydrostatic stresses.

h,

o ki’ [(o 728 - 22%) 4
’ k

ol T 0,132k,

0,740\2 0,03
\/(0,728— - )+ kﬁJ

t

(28)

Compression damage variable de

o004 ooos ooz oo ooz nozs oms
Inelastic strain

Tension damage variable dc

o nnoes noe 00015 .00z nonzs 0003 00035
Inelastic strain

(b)

Figure 1. Damage evolution: a) compression b) tension [12]

2. 7. Dilation Angle "' Note that introducing
fibers into the concrete matrix helps decrease the
volumetric deformation rate (dilation rate), which is
attributed to the confinement effect of the fibers. A
decrease in the dilation angle reflects this reduction in the
volumetric ~ strain  rate  with increasing  fiber
characteristics and volume. The following relationship
was presented by Chi et al. [12]:

Y = o (1 — aylsp — bydys) (29)

In the proposed model, the dilation angle (y,) for
plain concrete is determined based on the formulation
proposed by Melenk and Babuska [32] and is expressed
as follows:

Yo =36+ (0c0/Tcmo) (30)

In this equation, o, is a parameter that ensures the
equivalence of units, and oo IS recommended to be 10
MPa according to Rousakis et al. [31]. The coefficients
ay, and by, which are obtained from literature [12], have
values of 0.861 and 0.097, respectively. These
coefficients are used to calculate the dilation angle for
plain concrete in the proposed model.

2. 8. Concrete Crack Evolution Law The
traditional finite element methods (FEM) typically
require cracks to follow element edges or predefined
paths, such as cohesive zone models. However, the
XFEM overcomes this limitation by allowing cracks to
form independent of the model mesh, without the need
for a predefined crack path. The XFEM incorporates
local enrichment functions into the finite element
approximation using the partition of unity method, as
developed by Melenk and Babuska [32]. Additionally,
this study enhances the XFEM by incorporating the
generalized Heaviside function [33], simplifying the
treatment of arbitrarily curved cracks without complex
mapping.

In this study, the evolution of cracks in concrete is
determined using the displacement parameter and
Equations (8) and (12) as described in this paper. The
XFEM is implemented in the Abaqus Implicit software
to simulate the process of concrete cracking. The specific
parameters used for the XFEM implementation can be
found in Table 1.

The proposed approach in this study is a coupled
XFEM-CDP model for FRC columns. The flowchart of
the implicit simulation scheme used in this study is
illustrated in Figure 2.

2. 9. Steel Material Model The reinforcing steel
bars in the concrete columns were represented using truss
elements (T3D2) in the analysis. These truss elements
were assumed to exhibit linear elastic behavior. The
material model for the steel bars involved linear
hardening until they reached the ultimate stress in tension
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TABLE 1. XFEM parameters

RC FRC
Crack initiation ft al*ftFRC
Crack evolution law Exponential Exponential
Evolution law parameter cl/wer a2
Displacement at failure wer 2/a2

Madel preparation

Displacement increment

Monlinear analysis

Tensile
strength
eached

Yes

Concrete Damage XFEM
Plasticity:

Inelostic Domoge dy, d,.

concrete cracking

Crack evolution law

Compressive hehaviar o

tensile behavior o,
|

Figure 2. Flowchart of the coupled XFEM and concrete
damage plasticity

(o_su). Subsequently, the strain-softening behavior of
the bars was simulated in Abaqus using the damage
fracture option.

To calibrate the model with test results, the estimated
displacement at failure (wf) was determined. This
calibration process is depicted in Figure 3.

Table 2 provides a summary of the mechanical
properties incorporated in the material model for the

reinforcing steel. These properties include parameters
such as the yield strength, ultimate strength, elastic
modulus, and fracture displacement. These properties are
essential for accurately capturing the behavior of the
reinforcing steel bars in the numerical simulations.

3. RESULTS AND DISCUSSIONS

3. 1. Model Validation with Experimental Results
Simulations were conducted in Abaqus using quasi-static
cyclic pushover analysis. Finite element models of
columns with various RC and FRC materials were
calibrated and validated using experimental data from
previous studies [2, 12-14]. Table 3 summarizes the main
parameters for the different FRC columns.

Constitutive models of steel bars and concrete matrix
components were separately established for numerical
modeling. Stirrups were modeled using truss elements
(T3D2), and the concrete matrix was assigned a solid
three-dimensional eight-node linear brick with full
integration (C3D8). Note that the XFEM converges
faster with full integration elements C3D8 than with
reduced integration elements (C3D8R).

Figures 4-9 depict the hysteretic curves of eight
different types of RC, SFRC, PFRC and HyFRC
columns, with the solid black line representing
experimental results and the dash red line representing
numerical simulation results. It can be seen that the cyclic

Stress

Iy

Strain
&y &y wy

Figure 3. Reinforcing steel model for steel bars

TABLE 2. Steel parameters for different models

Model d (mm) fy (MPa) fu (MPa) Es (MPa) €h gu

(a) Zhang et al. [2] 10 335 500 2.0%10° 0.001675 0.06
(b) Zhang, et al. [10] 14 335 500 2.0%10° 0.001675 0.06
(c) Huang et al. [8] 14 553.9 670.3 2.0%10° 0.001675 0.06
(d) Liang et al. [9] 16 440 609 1.95%10° 0.001675 0.08
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TABLE 3. Values for CPDM for (a, b, ¢, d) normal RC, (e, f, g) SFRC, (h) PFRC and (i) HYFRC

Sample Vsf (%) Vpf (%) P (9) ohf /oht K Mesh size (mm)
(a). RC-Zhang et al. [2] 0.0 0.0 38.70 1.162 0.666 77
(b). RC-Zhang et al. [10] 0.0 0.0 38.70 1.162 0.666 50
(c). RC-Huang et al. [8] 0.0 0.0 38.70 1.162 0.666 40
(d). RC-Liang et al. [9] 0.0 0.0 38.70 1.162 0.666 60
(e). SFRC-Zhang et al. [2] 1.0 0.0 16.775 1.46 0.676 7
(f). SFRC-Zhang et al. [10] 1.0 0.0 16.775 1.46 0.676 50
(g). SFRC-Zhang et al. [10] 15 0.0 6.609 1.634 0.681 50
(h). PF-1-1-Huang et al. [8] 0.0 0.15 34.968 1.162 0.718 40
(i). HF-1-1-Huang et al. [8] 15 0.15 4.085 1.641 0.731 40
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Figure 4. Comparison of the numerical hysteresis curve of
RC columns with the experimental hysteresis response
curves from: a) [2], b) [10]

deterioration of these columns' performance (i.e., the
gradual decrease of stiffness, the loss of strength due to
cyclic loading, and the pinched form caused by concrete
cracking).

The comparison results in Figures 10-15 show that
the dynamic hysteretic model can provide reasonable
estimates of the strength capacity of various FRC

Displacement (mm)

Figure 5. Comparison of the numerical hysteresis curve of
RC columns with the experimental hysteresis response
curves from: c) [8], d) [9]

columns. Furthermore, the proposed degradation
parameters accurately depict the deterioration of strength
and stiffness, as well as the pinching effect.

The analytical models SFRC-Zhang and RC-Zhang et
al. [2] showed the most significant difference between
the test results and the predicted load, 134 and 436 %,
respectively. This error was primarily due to the large
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Figure 7. Comparison of the numerical hysteresis curve of
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mesh size used in these models (which is 77 mm as
shown in Table 3). More significant errors in the lateral
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Figure 8. Comparison of the numerical hysteresis curve of
PFRC columns with the experimental hysteresis response
curves from [8]
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Figure 9. Comparison of the numerical hysteresis curve of

HyFRC columns with the experimental hysteresis response

curves from [8]

loads occurred at smaller displacements because larger
mesh elements require higher fracture energies. This
highlights the importance of mesh size sensitivity
analysis.
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Figure 11. Comparison of numerical results for RC columns Figure 14. Comparison of numerical results for PFRC
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Figure 15. Comparison of numerical results for HyFRC
columns with experimental results from [2]

3. 2. Mesh Sensitivity Analysis A mesh sensitivity
study should be performed before performing a detailed
finite element analysis. Three element sizes (25, 40, and
50 mm) were adopted to investigate the effect of the mesh
size on the cyclic behavior of the FRC columns, as shown
in Figures 16 and 17.

Figure 18 depicts a comparison of different element
sizes along with the experimental test results for SFRC
column from Broumand and Khoei [14], to investigate
the effect of mesh size on accuracy. It can be observed
that the load-displacement curve accurately traced the
corresponding experimental results. Fine meshes
produced results that were very close to the experimental
test results for the lateral load.

The precision of the results and computing time of
finite element analysis (FEA) are highly dependent on
the mesh size. According to the results shown in Table 4,
it can be concluded that Fine-mesh FEA models produce
more accurate results and better cracking patterns than
model with coarse meshes.

On the other hand, models with coarse meshes
produce less accurate results, but they save computing
time by reducing the model size. These simplified models
are typically used to provide rough but rapid analysis
estimation.

3. 2. Comparison of CDP model And Combined
XFEM/CDP Figure 19 compares the simulation

results and experimental data from previous studies [10].
In addition, a CDP model that excludes the matrix
cracking effect was also used for comparison. Both
models accurately predict the ultimate lateral force and
skeleton curve.

However, when it comes to the unloading stiffness,
the CDP model alone fails to reproduce the degradation
law observed in the experimental curves. On the other
hand, the proposed model, which combines the XFEM
with the CDP model, can reasonably reflect the pinch
effect observed in the experimental results. This is
mainly attributed to the incorporation of cracking and

Figure 16. Tensile damage results for different mesh sizes:
a) 25 mm, b) 40 mm, ¢) 50 mm
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50 mm observed behavior accurately.
TABLE 4. Mesh sensitivity analysis results
Lateral Analytical result
atera .
displacement Experllmlintal 25mm 40 mm 50 mm
(mm) result (kN)
lateral force (kN) Variation (%) lateral force (kN) Variation (%) lateral force (kN) Variation (%)
30 39 45.23 24% 43.30 11% 49.55 27%
40 37 42.12 14% 44.17 19% 47.02 27%
50 36 41.26 15% 41.78 16% 45.95 28%
60 35 37.56 7% 39.18 12% 42.10 20%

75 32 34.47 8% 35.32 10% 35.72 12%




S. El Yassari and A. EL Ghoulbzouri / IJE TRANSACTIONS A: Basics Vol. 36 No. 10, (October 2023) 1815-1826 1825

4. CONCLUSION

This paper proposes an Abaqus-based method for
combining the CDP model with the XFEM for FRC
structures, to more realistically reproduce the mechanical
responses of FRC. The following conclusions can be
presented:

The proposed coupled (XFEM+CDP) model has
been successfully validated using independent
experimental results with variations in mesh sizes,
material properties, and structural scales. This
validation ensures the reliability and applicability of
the model.

The numerical investigation of mesh size sensitivity
reveals that the accuracy of the proposed model is
dependent on the element size. Proper selection of
element size is crucial to achieve accurate results.
The proposed model demonstrates improved
agreement with experimental data compared to
classical CDP models. It effectively captures the
pinched form of hysteresis loops of concrete under
cyclic loadings, providing a more realistic
representation of FRC behavior.

The agreement between the experimental results
and numerical predictions provides strong evidence
supporting the relevance and effectiveness of the
proposed model.

This model can serve as a valuable tool for

conducting nonlinear and dynamic numerical simulations
of reinforced concrete (RC) and FRC structures using
Abaqus software, providing valuable guidelines for
practical applications in structural engineering.
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Trajectory tracking and positioning are essential requirements in many areas, including robots and
autonomous vehicles. In some cases, such as in areas where GPS signals are weak or not available,
trajectory tracking is used as an alternative positioning system. In these cases, simultaneous localization
and mapping (SLAM), is of great importance as it does not require prior knowledge and empirical offline
fingerprint. SLAM can be combined with signal processing algorithms among which, particle filter
stands out. However, challenges exist such as particle weights degradation and particles impoverishment
that need to be dealt with. In fact, the loss of particle diversity for estimation has led to the lack of
particles. To overcome this problem, one solution is to diversify the selection of particles after
resampling. In this paper, we proposed a crow search algorithm (CSA) to overcome these issues and

Sample Depletion improve position estimation. The simulation results showed that this algorithm greatly improved the
performance of fast SLAM.
doi: 10.5829/ije.2023.36.10a.09
NOMENCLATURE
CSA  Crow Search Algorithm xbit Position of the crow i in iteration it
X The state of the moving vehicle or mobile robot in the time k AP Awareness Probability
Zy Observation in the time k fl Flight length
xk The state of the particle i in the time k F Fitness function
wi The weight of the particle i in the time k A Robabt velocity
q Importance density (xv,yv) 2-D Position of the robot
l Landmark position (xuyn) 2-D landmark position
mbit  Position of the crow's hide-out i in the iteration it Greek Symbols
it Number of iterations [} Robot orientation

1. INTRODUCTION

Simultaneous localization and mapping techniques have
been around for many years in a variety of areas, such as
human positioning, unmanned vehicles, submarines, and
robots, including those used inside the human body.
When SLAM was proposed nearly two decades ago it
was initially viewed as a side idea. Nowadays, however,
it is considered as an inexpensive and integral component
of robots and automated moving objects technology. The
SLAM problem can be categorized according to different
factors. The SLAM technique used in robots first

*Corresponding Author Institutional Email: Jhamid@nit.ac.ir
(H. Jazayeriy)

introduced by Smith et al. [1] which was used to construct
an unknown environment map, while simultaneously
determining its location. In SLAM, unlike fingerprinting
methods [2], both path and position are estimated online
without the need for any prior knowledge of the
environment. Different SLAM methods, despite their
core similarities, are distinguished based on the way
sensors are used and implemented. Kalman filters are one
of the first techniques to solve SLAM. Extended Kalman
Filter (EKF) [3] is used to estimate the state and position
of environmental signals on a robot. Given controls
Ug = {Ug, -+, u,} and robot observations z,, =

Please cite this article as: M. Abedini, H. Jazayeriy, ]. Kazemitabar, Improved Simultaneous Localization and Mapping Estimation using Crow
Search Algorithm Based Particle Filter, International Journal of Engineering, Transactions A: Basics, Vol. 36, No. 10, (2023), 1827-1838
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{24, ,2;}, we look for the landmarks location or map (1)
and the pose xg. = {x¢,x1,*,x;}. In other words,
Kalman filter provides a solution to the online SLAM
problem, p (xx.l|wg.k, z1.1). The EKF estimation has an
error because it uses the Taylor series approximation of
the nonlinear estimation function. Also, the EKF
estimation is not of much help when the model is both
non-linear and non-Gaussian. Therefore, solving the
SLAM problem using the Monte Carlo method was one
of the other methods proposed to overcome these
challenges [4]. Instead of calculating the integral at all
points in the Bayesian formulation, it does so by
sampling at the points that have the greatest contribution
to the integral calculation. Points sampling in Monte
Carlo is performed using Perfect Monte Carlo, Rejection
Sampling (RS), Importance Sampling (IS), and
Sequential Importance Sampling (SIS) methods [5]. The
idea behind the SIS method, which is a special case of IS,
is to re-use the samples generated in the previous steps to
sample the posterior distribution function in the new step.
The challenge facing the SIS is weight degeneracy,
where the variance of weights for the proposed
distribution increases with each step. To overcome this,
re-sampling can be used to reduce the variance of
weights. The so-called resampling in SIS is called
sequential importance resampling (SIR) or particle filter
[6]. One of the methods of applying a particle filter to
solve the SLAM problem is known as Fast SLAM. Fast
SLAM breaks down a SLAM problem into a robot
positioning problem and a set of landmark estimation
problems that are conditional on the robot status
estimation [7]. So far, advanced versions of Fast SLAM
have been offered by Lei et al. [8], but all of them are
based on one basic rule; as reported by Murphy [9], the
representation as such is accurate due to the natural
conditional independence in the SLAM problem. Fast
SLAM uses a modified particle filter to estimate the
posterior paths of the robot. Each particle has k Kalman
filters that estimate the K positions of the landmark based
on the path estimation. The resulting algorithm is an
example of a Rao-Blackwellized particle filter [10, 11].

With the rapid development of computer hardware
performance, particle filter is applied in SLAM [12]. The
problem with the traditional particle filtering algorithm is
the contrast between the degradation and the lack of
particles. Re-sampling resolves the problem of particle
degradation to some extent, but creates another problem
known as sample depletion. In addition, high-precision
estimation requires the application of large numbers of
particles, which results in computational complexity and
inconsistency.

There are two conventional ways to overcome this
problem. The first is to diversify the choice of particle
location and the other is to better allocate weight to the
particles. In this paper, we select the first solution to
overcome this problem. To accomplish this method,

scholars have conducted a great deal of studies and have
reached the important point that particle filtering based
on intelligent optimization mechanism of biological
group is a new perspective [13, 14]. In fact, in these
methods, the particles in the particle filter are considered
as individuals in biological clusters, and the particle
distribution using the simulated biological cluster motion
law is more reasonable.

Huang et al. [15], and Chen et al. [16], cuckoo and bat
algorithms were introduced to have better performance of
the particle filtering algorithm. Gao et al. [17] used the
firefly algorithm transfer formula to recombine the
particle sample. However, re-sampling is still required in
this method and optimization of the duplicate particles is
not performed. Tian et al. [18] optimized the particle
filter using the firefly algorithm, which shows that the
firefly algorithm can update particle states in a way that
prevents particle starvation. Another advantage of this
method is that the same computational efficiency can be
achieved with fewer particles.

Although these methods and other methods such as
the use of genetic algorithms in target tracking and
trajectory tracking control have been proposed [19-21],
the issue of simultaneous mapping, in addition to
localization, plays a very important role in robots and
unmanned vehicles. Zhu et al. [12], combined the particle
filtering mechanism in SLAM with improved firefly
lighting formula. Moreover, they used the dynamic
equilibrium algorithm which delivers global and local
simultaneously.

Following new research on particle filtering that
harnesses optimization mechanisms of intelligent bio-
groups [22, 23], these researches used CSA algorithm.
Our goal is to merge CSA and particle filtering to
improve resampling of particles, optimize particle
weights and obtain higher accuracy with smaller number
of particles. We term this method CSAPF-SLAM.

In fact, by creating a reasonable variation in the
position of the particles using mechanisms of intelligent
bio-groups, we save them from getting involved in local
extremes, and thus achieve a better estimate. It seems that
the use of metaheuristic algorithm is efficient to diversify
the selection of particles after resampling and among
them we have chosen the crow search algorithm. Crow
search algorithm is one of the MA algorithm that
attracted much attention from researchers since it was
introduced. The evaluation results of CSA show that it is
very efficient for optimization problems, especially
problems that science and engineering have difficulty to
solve [24]. Meanwhile, this algorithm is easy to
implement and has only a few parameters [25]. Also, by
combining the particle filter and the crow search
algorithm, it is possible to propose a fitness function that
solves some problems such as entrapment in the local
optimum due to the AP parameter. Furthermore, the
algorithm uses particle filter to keep the balance between
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the local and global search processes. In fact, a novel
neighborhood assigning strategy has been introduced to
optimize the local search.

Short statement of precise problem addressed in this
manuscript:

e A new method for more accurate estimation of
simultaneous localization and mapping in robots
in non-linear and non-Gaussian condition.

¢ Anew algorithm to overcome the impoverishment
problem in particle filter using CSA.

e A new fitness function for SLAM using particle
filter.

In section I, we describe particle filter SLAM and
CSA algorithm. Section 11l describes our proposed
method and section IV demonstrates experimental
valuations based on Sydney University Dataset [26,
27]. Finally, section V concludes the paper.

2. PARTICLE FILTER AND CSA ALGORITHM

Since the proposed method is a combination of particle
filter and crow search algorithm, we describe each of
these, separately. We will then explain our proposed
algorithm, i.e. CSAPF-SLAM.

2. 1. Particle Filter SLAM Algorithm As we
know, in SLAM, we are dealing with two issues of
localization and mapping [28]. The following equation
is used for the problem of moving vehicle or mobile
robot position in filter based SLAM algorithms:

% = [ 2 p (el 210 dxe 1)

where x;, is the state of the moving vehicle or mobile
robot in the time k and z, is the observation in the time
k.
Filter-based localization methods include the
following two steps:
A) Prediction step (time update): The Prediction step
according to Chapman-Kolmogorov principle can
be as follows:

P (X ltouser Zi:k—1, X0) = [ Pl xXpe—1, ) X o)
P (xp—1|Uoik—1, Z1:k—1) X0) AXg—1

B) Correction step (measurement update): In time k,
a value of z, is available and this can be used for
the previous update (time update) via the Bayesian
rule:

PO |uoiks Z1:k) Xo) =
P(Z]xx  )P(Xk|Uo:ks Z1:k—1) Xo) (3)
P(Zg [Uo:k) Z1:k—1 )

To overcome the limitation caused by the Gaussian
condition of the distributions as well as the linearization
error in EKF, the use of a particle filter is suggested by
Arulampalam et al. [29]. In this case, the term
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p(xxlz1,) in Equation (1) is transformed into the
following:

Pyl = T, wi - 8 (o — x}) @)

where x is the state of the particle i in the time k and
wi is the weight of the particle i in the time k, where
particle weight is determined by the following
equations:

i« p(x(l:):k|zl:k)
q(x(l):k|zl:k)

®)

where q is the importance density. Since it is common
that only the filtered estimate of p(x,|z,.,) is required
at each time step, we have the following relation by
performing a series of algebraic operations:

i izl (il
Wi X Wy_q a1 70) (6)
Considering the sequential importance resampling
(SIR), which includes selecting the previous density
(x| Xp—1) as the importance density
q(xx |*1.6-1, 2 ), we will have the following recursive
equation:

wi o< wie_y - p(zk|xk) @

Finally, given the location and weight of each
particle, the position of the robot or vehicle can be
estimated according to the following equation:

=Yz wi X ®)

L?_(x

1: fori= 1:N;
2: Randomly choose initial state x§ in the search space
3 wih=1/N;
4: end for
5:k=1
6:while (k <> 0)
7: /I New pose selection and update weights with new
observations
8: fori=1:N;

9: sample a new pose xj~ p(xy|xk_y, uy)
10: wi=wl_, - p(zk|xli()
11: end for

12: Apply the selected resampling method for the set of particles
and their weights to get a new set of particles and weights
13: /I Calculate the estimate (Same as probability integral from
probability density function)
14:  forj = 1: N

15: K = w{(.x’

16: Xpt+= Xx

17: end for

18: k=k+1
19: if fitness function condition is realized
20 k=0
21:  endif

22:end while

Figure 1. Pseudo code for particle filter algorithm
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In general, Figure 1 shows the pseudo code for
particle filter algorithm for estimating the state. It should
be noted that the fitness function is calculated based on
the importance weight.

So far, we have only discussed positioning in the
SLAM algorithm, but mapping should also be performed
in SLAM. In other words, we are dealing with the
posterior probability density p(xx,l|ug.k.21.x,%0). FOr
our proposed algorithm, we will use one of the most
efficient methods using a particle filter called Fast
SLAM. As mentioned in the introduction, Fast SLAM
uses only the particle filter according to the above
equations to determine the position and uses a number of
EKF for mapping. Therefore here, according to the
posterior factorization provided by Murphy [9], the
SLAM posterior will be as follows:

PXpe-limlZ1k,Uon—1) = ©)
P(x1kl Zrsotok—1) * PUim|X1k0Z1:00)

where p(X1.xlZ1.0U0:k—1) 1S the posterior density of the
robot state and p(ly.,|X1.x,Z1%) IS the position of the
landmarks, which we have due to the conditional
independence in the position of landmarks:

PXraoliml 21k, Uone—1) = (10)
X1kl Z1ge-Uoik—1) H?& p(ilxX1x,214)

The first term on the right side of the above equation is
obtained by using the particle filter in accordance with
Equation (3). In other words, for each particle in each
step, after determining the position, the position of the
landmarks must also be estimated. That is, each particle
has a memory of 2m + 3, in which m is the number of
landmarks. Figure 2 will help us understand this concept.
In this figure, u& and % represent mean and covariance
of particle i at time k, respectively. Figure 3 displays the
pseudo code for Fast SLAM.

2. 2. Crow Search Optimization Algorithm (CSA)
Crow search meta-heuristic is a relatively new
algorithm introduced in 2016 inspired by Crows' social
and intelligent behaviour by Askarzadeh [30]. Crows

(family or species of crows) are recognized as one of
the cleverest birds in nature. It can be said that after
humans, crows have proportionally the largest brain
among living beings, and this is the reason for the
intelligent behaviour of these birds [30]. In fact, this is
proven by the brain to body ratio. Reasons to consider
crows as smart birds are summarized as follows:
Ability to remember human faces, conspiracy
capability, powerful memory, ability to solve problems
and planning. Crows can remember faces and are able
to alert an anonymous face to one another. They also
have self-awareness in the mirror and are also able to
make and use of tools, as well as communicate in
sophisticated ways, or remember to hide their food for
several months. Unknown communication systems
exist among crows. One of them is the complex
language between crows. Crows also stock their surplus
food. It has been widely seen that other crows have
found their food supply in pursuit of another. Because
crows are cautious and masterful in hiding, researchers
believe that crows cannot rob another food crop without
planning. They are also highly capable of hiding and
storing food. In fact, crows can predict the behaviour of
thieves using their experience of theft and can
determine the safest path to protect their warehouses
from theft [30].

The CSA algorithm is such that, like all community-
based algorithms, it assumes N as the number of crows
in the d-dimensional search space. Each crow i is
defined by the vector in this search space as follows:

il S E A (1)

where i =1,2,...,N, it = 1,2, ..., it a, aNd itpq, IS
the largest number of iterations. Each crow also has a
memory that remembers the best experience of the
hide-out location. In each iteration the position of the
crow's hide-out i is indicated by m% . This is the best
location Crow i has ever seen and is described as a
vector:

mit = [mg,my, e g (12)

Figure 2. Memory diagram of each particle

Particle (i) Vehicle or robot path at

Mean and covariance of

Mean and covariance of Mean and covariance

time k feature 1 feature 2 of feature m
1 xie ={x y ) ui 2 1 %3 tm Zm
2 xie ={(x y 0)"¥, ui 2} s %3 i 5
N, X ={x y 0N T ' Ty
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1:fori = 1:Ng

2: Randomly choose initial state x§ in the search space

3 wh=1/N;

4:end for

5:k=1

6:while (k <> 0)

7: Il New pose selection and update weights with new
observations

8: fori=1:Ng

9: sample a new pose xj~ p(xy|xk_;, ux)

10: wi=wi_, - p(zk|xli()

11: Il Incorporate the measurement z:. into the corresponding

EKF for mapping

12: forj=1:m

13: update mean pj,

14: update covariance

15: end for

16:  end for

17: Apply the selected resampling method for the set of
particles and their weights to get a new set of particles and
weights

18: /I Calculate the estimate (Same as probability integral from
probability density function)
19:  forj =1:Ng

20: Xy = wf(.xi

21: Xk+= Xk

22: Estimate map using . and 2,

23: end for

24: k=k+1

25: if fitness function condition is realized
26: k=0

27: end if

28:end while

Figure 3. Pseudo code for Fast SLAM

Crows move around in search of better food sources
or hide-outs. The steps for updating the crow's position
are as follows:

Step One: A crow, for example j, is randomly
selected from the population. The crow i tries to follow
the crow j to find his hideout (m;). In this case, two
modes can be created based on the crow j's knowledge
of the chase by i. A random number is generated with a
uniform distribution between 0 and 1. If this random
value is greater than a pre-defined parameter named as
Awareness Probability (AP) we go to step 2, otherwise
we go step 3.

Step Two: In this step the crow j does not know that
crow i is chasing him. Thus, crow i, according to the
following relationship, reaches the crow's hide-out j:

xi,it+1 — xi,it + T % fl % (mi,it _ xi,it) (13)

where x“*1 is the location of crow i in iteration t + 1
and x> is the position of the crow i in iteration t and
mbi is the position of the crow j in iteration ¢t and r; is
the random number described earlier and f1 is called
flight length. Figure 4 schematically illustrates this case
and shows the effect of f1 on the search ability. Large

values are the result of global search (far) and small
values of f1 are the result of local (neighbourhood)
search. As shown in Figure 4, the next position of the
crow i is on the line between x“ and m%®_ If f1 is less
than 1, the next position of the crow i is on a line that
may exceed m"> if fI is greater than 1.

Step Three: Crow j knows that crow i is chasing
him. Therefore, to protect his stockpile from theft, crow
j moves randomly to another location (search space)
and the crow i will be fooled. This can be summarized
in what follows:

xl.tt+1 —

XV 47y X fIx (mbE— xbE) if 1> AP (14)
a random position, otherwise

Step Four: After updating the crow's position i its
memory will also be updated as follows:

miit+1 = {xi‘itﬂ, if F(xb#*1) < F(mbit)

. (15
mbtt, otherwise

where F(.) represents the value of the objective
function.

In CSA, all crows generate new positions and
update their memory. These steps continue until the
maximum number of iterations. Finally, the best
memory response is selected as the CSA optimized
response.

In CSA, abundance and diversity are mainly
controlled by the awareness probability parameter
(AP). By reduction of awareness probability value,
CSA is tendentious to encourage search on a local area

Crow [ Crow 7

_‘\:'l=""+5.x Nextpodtio of cow ”J-_l

Crow 1 Crow J
7
‘l,?--'-'-i-x m l Next position of crow i
_— — — . —
r— -
/ el i xE
_illl o el
lf ,’/
J." o
/ e
/ o
T
- B) 1> 1
Origin

Figure 4. Schematic of the CSA mode for fl < 1 and fl >
1. Crow i can move along the line in different positions [30]
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which is found by an appropriate response there. Thus,
use of small values of AP, increases abundance.
Furthermore, by increasing the AP value, the
probability of searching for an area that is adjacent to
the current appropriate response is less likely and CSA
tends to have a global search space (randomly).
Therefore, use of large values of AP increases
abundance. Figure 5 displays the pseudo code for crow
search algorithm [30].

3. CSAPF-SLAM ALGORITHM

As mentioned in the introduction, the SIR method for
particle sampling is used in response to particle
degradation problems. However, the SLAM problem
still involves other issues such as sample depletion and
high precision estimation with fewer particles. In
response to these problems, modern particle filtering
based on intelligent optimization mechanism of the
biological group is a new development direction. The
particles in the particle filter are considered as
individual’s in biological clusters and the distribution
of particles is simulated using the motion laws of
biological clusters. In other words, copying particles
with higher weights and removing samples with lower
weights and having the same history for the samples in
the resampling process creates a challenge in
resampling called particle impoverishment. In fact, the
loss of particle diversity for estimation has led to the
lack of particles. To overcome this problem, one
solution is to diversify the selection of particles after
resampling. That's why we go to biological group. In
this article, the group of crows is considered as
particles.

The following notes are considered in order to adapt
the Crow Search Algorithm to the SLAM:

1: Randomly initialize the position of a flock of N crows in the
search space

2: Evaluate the position of the crows

3: Initialize the memory of each crow

4: while iter < iter, .

5:  fori =1:N (all N crows of the flock)

6: Randomly choose one of the crows to follow (for
example j)

7: Define an awareness probability

8: if 7, = ApJiter

9: ybiter+1l — yiiter 7 X fli,iter X (mj,iter _ xi,iter)

10: else

11: xbiter+l = g random position of search space

12: end if

13:  end for

14:  Check the feasibility of new positions
15:  Evaluate the new position of the crows
16: Update the memory of crows

17:end while

Figure 5. pseudo code for crow search algorithm

1. Initial Population Creation: Initial population is
assumed to be equal to FastSLAM particles and
their relationships are as follows:

x; = p; + unifrnd(—¢, ¢, size(p)) (16)

where x and p are crow and particle position,
respectively. ¢ is a small number, size(p)
represents particle dimension and unifrnd(.) is a
random uniform distribution. In fact, crows are
produced using this method based on the particles
and with a slight difference from particles to
maintain Fast SLAM correlation.

2. Determine the fitness function of each crow: To
have a criterion for updating a crow's memory, after
updating its location, the appropriate fit function
must also be selected.

3. Crow position updating: The following relation can
be used to update the state of a crow:

xi =
{x,i{_l +r X flli_yx(mj_, —xk_,) rand > AP  (17)
pL + unifrnd(—e e size(p)) rand < AP

where m; is the best crow position that crow i chases
and rand is an arbitrary random number.

Fast SLAM based on the crow search algorithm is
obtained by substituting the position obtained from the
crow search algorithm, i.e. Equation (17), in the
observed position in Equation (8). Therefore, we will
have the following for the mean value:

- Ny i i
X = Zi=s1 Wllc 'xllc,Crow (18)

where x} ¢, is obtained by the following recursive
algorithm:

i —
xk+1,Crow - ) .
i i j i ; Jj
{xkﬂow +1 xflox(ml—xt) if p=4p (19
a random position 0.w

Figures 6 and 7 show the flow and pseudocode of
proposed algorithm, respectively, that help us in
implementation and simulation.

The fitness function in the proposed method is
calculated based on an innovation. In fact, the
calculated variance between distance of each particle
from the average distance between each particle and
position estimate at that moment is considered as a
function of fitness. In other words:

F(®) =T, 2 (20)

XN
where F is the fitness function and % is the estimated
position using the proposed algorithm. The
normalization factor (xy) [8], and x,,, are calculated
as follows:
XN =
{max |xl- - xa”gllsism
1 , others

,max |xi - xm,g| >1(21)

1<ism
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Consider N, particles in the environment that

+ P
are randomly generated and have weights of p
s

Move particles to a new location using control

functions (according to the movement of the *
robot)

Update weights based on the relation

& L 4
wit ot wy_y - p(zafxi)
Resampling if necessary

Initialize crow based on each particle
x=p+ lmi’fr'nd(—f, £,5ize fp})
- Set on number of iteration
- Set on initial position as the best
position

» Determine the fitness of each crow

.

Obtain Xy rp.0y With the recursive relation

" -

Xyt =

xp+n xflpx(my—xi) if n=AB/
a random position o.w
No

Check stop condition

Yes

A
Approximation of the robot’s new location
based on the position of the particles and their
weights using the relation

Ny

N [

X = Wi " Xp crow
=

Determine the position of each

landmark from the point of view of
each particle using EKF —_—
Determine map

Figure 6. Flow of the proposed algorithm

16:

cfori = 1:N

randomly choose initial state x§ in the search space
wo = 1/Ng

:end for

t k=1

s while (k <> 0)

. /I New pose selection and update weights with new observations

fori = 1:N;
sample a new pose xk~ p(x|xk_y, u)
wh =wi_, - pladxl)
/I Incorporate the measurement zj; into the corresponding
EKF for mapping
forj=1:m
update mean p}),
update covariance E]-‘_k
end for
end for
Apply the selected resampling method for the set of particles
and their weights to get a new set of particles and weights

:/l Initialize crow based on each particle

19: forj = 1:Ng

20: X =p; + unifrnd(—s, s,size(p))
21: end for

22: Initialize the memory of each crow

23:  Seton number of iteration as itery,q,
24:  whileiter < iter, .

25: for i = 1: N, (all N crows of the flock)
26: Randomly choose one of the crows to follow (for example
)
27: Define an awareness probability
28: if 7; = ApJiter
29: ybiter+1 — yliter +7; X fli,iter X
(mj,iter _ xi,iter)
30: else
31: ybiter+1 —
a randomposition of search space
32: end if
33: end for
34: Check the feasibility of new positions
35: Evaluate the new position of the crows
36: Update the memory of crows
37: Determine the fitness function of each crow
38:  endwhile

39: /I Calculate the estimate (Same as probability integral from
probability density function)
40:  forj =1:N;

41: & = WX,

42: Xk+= f_(k

43: Estimate map using p and X}

44: end for

45: k=k+1

46: if fitness function condition is realized
A7: k=0

48: end if

49:end while

Figure 7. Pseudo code for proposed algorithm
19N |~
Xavg = N i=1|x - X (22)

4. EXPERIMENTAL EVALUATION

To evaluate the proposed method and compare it with
the existing Fast SLAM method, we first deal with the
problem solving scenario. In the scenario, we look at
the problem-solving steps and the relationships
between the sensor observations and the control
functions to localization and estimate the position of the
landmarks.

4. 1. Scenario In general, our problem-solving

scenario is as follows:

1. The robot starts moving from a point and spatial
variations relative to that point are measured. At the
starting point of motion, we take space containing Ny
particles that are randomly generated and have
weights of 1/N;.

2. The robot spends a moment along the way. In this
case, we are faced with two issues:
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A) Robot pose localization
It is clear that the particles must also be moved to new

points. This particle transfer is applied to each particle by
control functions (steering angle, speed, and noise).

o [# =1+ a7 (ve cos() — %tan(¢)(asin(@) + b cos($)) ]
Iy(k)‘ fleu) = |y(k — 1) + 4T (v sin(e) + ~tan($) (@ cos(¢) — b sin(¢)) | @)
(k) $(k — 1) + AT % tan(a) |

where v,, L, a and b are robot velocity, the distance
between the front and rear wheels, the distance between
the laser and the center of the rear axle and the distance
between the laser and the center of the front axle,
respectively. In this way we moved the particles to a new
position. Now we need to update the weights as well,
which is based on the relation wi o wl_; - p(z|xk).
Obviously, sampling will also take place if necessary.
After this step, particle impoverishment correction
algorithms are performed by affecting location and
weight. From the new position of the particles and their
weights, the new location of the robot is approximated by
Equation (8). If we use the CSAPF method, we conclude
Equation (18) where xj. ¢,,,, is obtained by Equation
(19).
B) Determining the location of landmarks

Based on the inverse of the observation model, which is
the 1) = h™*(zy,x}), the position of each landmark is
obtained from the point of view of each particle using
EKF. In the following equation, l}‘k represents the
position of Landmark j from the perspective of particle i
at timek, z, is observation at timek, and x} is the
position of particle i at time k, which is obtained in
section A. The functionh, which is the observation
model, has the following relations for the measurements
of distance and angle sensors:

updated with new information. This happens with
Kalman's gain. This way, using the h function, a
prediction about the measurements is made from the
previous position of the landmark and the current
position of the robot. In other words 2 = h(lj,_,,xj).
Then, we get the updated position of this landmark
using the I, = I, + K(z.Z) where K is Kalman
gain. It should be noted that at any moment, we have
assumed that the corresponding variables are known.
This is one of the assumptions of using Fast SLAM.
After stating the scenario, to prove the claim, the
simulation must be performed using valid datasets. In the
next section, we have dealt with the issue.

4. 2. Simulation In order to test the proposed
algorithm, we use simulator and presented dataset in
Sydney University [26]. In this simulator, the robot is
equipped with steering wheel angle sensors, laser and
encoder. We used MATLAB code to simulate a particle
filter with 150 particles. In this paper, we apply crow
search algorithm to particle filter based SLAM. This
paper compares localization accuracy of particle filter
SLAM and CSAPF-SLAM.
1. System model

The schematic diagram of robot motion and robot
observation is selected in accordance with what is
shown in literature [12]

V&I=%)7+ (1-y)? 2. Performance analysis
[ ] h(x) _[ (gl ivi) "”7] (24) In MATLAB platform, in a 100m x 100m area,
o original PF-SLAM and CSAPF-SLAM are simulated.

The above equation shows that if the position of the
robot is known in two-dimensional coordinates (x,,y,)
and its orientation is ¢ and the landmark position is
(x1,y1), h indicates the measurements received by the
sensors. Obviously, by inverting this function, the
location of the landmarks can be approximated based
on the position of the robot and observation
measurements.
3. The robot spends a moment on the path again. At this
time, determining the position of the robot is like the
second step. But landmark localization is divided into
two categories:

A) Facing new landmarks: The position of the new

landmarks that the robot encounters are determined as

in step two.

B) Facing previous landmarks: If the robot sees the
previous landmarks again, then the previous position is

Robot motion velocity, sensor observation range and
AP factor are considered 0.5 m/s, 15m and 0.3,
respectively [12]. System Noise and observation noise
are considered 0.1. In this paper, the position of the
landmarks is considered constant in all run. In fact, in
order to be a good reference for comparison, the data
received by the sensors on robot and consequently the
position of the landmarks is considered constant.
However, this does not mean that the robot or vehicle
is aware of landmarks position and this does not
diminish the universality of the method. Figures 8 and
9 demonstrate simulation results using Fast SLAM and
the proposed CSAPF-SLAM algorithms respectively.
Blue and red solid lines represent GPS information and
estimated path of robot respectively. Green stars
correspond to landmarks and red stars are their
estimated position. Horizontal and vertical axis in both
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figures are in meters. Form Figures 8 and 9 it is found
that CSAPF-SLAM algorithm has a better performance
and is closer to the original path (GPS information) than
PF-SLAM and estimated position of landmarks are
more accurate. The mean square error (MSE) criterion
has been used to confirm performance improvement.
Figures 10 and 11 show the considerable improvement
of the path and landmarks' position, respectively. The
graphs show the effect of increasing the number of
particles on the landmarks position estimation error and
the path estimation error. As can be seen, the error rate
in the proposed method has improved significantly
compared to the Fast SLAM method, and in both
methods the error rate has decreased with increasing
number of particles. Vertical axis in both figures are in
meters.

It should be noted that the MSE obtained for each
particle is the result of the average number of times the
program runs for that particle. In other words, due to
the random nature of particle selection and the use of
random distributions in parts of the crow search

Leremark Posiion
GPS Infomation
80 Estirnaled Landiih | —— Y
— Ettrmied Pat / — -—

Figure 8. Bailey Simulator results for FastSLAM
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/
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Figure 9. Bailey Simulator results for CSAPF-SLAM

74

— CSAPF
— FastSLAM

0

MSE of Path (Meters)
@ o
=] m

m
m

A5 ! L L L L !
o 2 4 b 8 10 12 14 16 18 20

Mumber of Particles

Figure 10. Mean Square Error between true and estimated
path for Bailey Simulator
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Figure 11. Mean Square Error between true and estimated
landmarks position for Bailey Simulator

algorithm, similar to other meta-heuristic methods,
with one run of simulation, proposed method
performance improvement may not always be observed
with increasing particle number. However, more
program runs lead to the conclusion that the MSE mean
decreases with increasing number of particles. The
number of runs in our simulations was equal to 5.

3. Verification using real-world dataset

To confirm the test in real conditions, a vehicle with
the sensors mentioned in the previous section will travel
outdoors for 30 minutes in the presence of trees for a
distance of 4 km. So here, unlike the methods in which
landmarks are moving [31], we consider them fixed.
This data set is known as Victoria Park Dataset and we
have used it in our work.

Figures 12 and 13 show the results of Fast SLAM
and CSAPF-SLAM simulations for Victoria Park
Dataset, respectively. The horizontal and vertical axes
are in meters. In both figures, the continuous blue dots
represent the GPS information and the red line
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represents the simulations from the two algorithms, and
the stars represent the landmark position estimates.

As can be seen from the comparison of the two
figures, the proposed CSAPF-SLAM algorithm is more
consistent with the information obtained from GPS.
Here too, the MSE criterion is used for comparison.
Figure 14 shows the MSE for estimating the path in
terms of the number of particles. In this figure, it is clear
that the proposed CSAPF-SLAM algorithm achieves a
significant improvement compared to Fast SLAM.

Another factor that is important to consider is the
program running time. Although Figure 15 shows the
longer time required to execute the proposed CSAPF
method than Fast SLAM, but this amount of time
increase versus increased accuracy seems negligible.

It can be seen that in the simulations, if we increase
the number of particles, N in Figure 7, we get a higher
accuracy estimate. Although by this we have lost more
time for processing. Also, if we increase the velocity of
the robot or vehicle, v, in Equation (23), the
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Figure 12. Fast SLAM simulation results using Victoria
Park Dataset
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Figure 15. Running time of FastSLAM and CSAPF-SLAM
for Victoria Park Dataset

observations and as a result the estimation will be less
accurate. The next factor that can lead to a more
accurate estimate is the use of a higher quality laser.

5. CONCLUSION

In all particle filter-based algorithms, using resampling
to overcome particle degeneracy leads to particle
impoverishment. This problem is also present in
particle filter-based SLAM methods. Although the
effect of particle impoverishment improvement is not
directly observable, a reduction in particle
impoverishment can be seen in improving the estimate.
Therefore, our criterion for examining the reduction of
particle impoverishment is the rate of improvement of
the estimate.

There are two conventional ways to overcome this
problem. The first is to diversify the choice of particle
location and the other is to better allocate weight to the
particles. In this paper, we select the first solution to
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overcome this problem and we present a new method
called CSAPF-SLAM.

The proposed method was investigated using the
Car Park Dataset and Victoria Park Dataset and the
simulation results show that although more run time
was spent, the estimation error was significantly
reduced.

In the future, situations could be considered in
which the environment would include moving objects
in addition to stationary objects, or the problem of
cooperative SLAM for multiple robots could be
considered in which multiple robots and their paths
could be identified.
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PAPER INFO ABSTRACT

p aper }(’j Istory: . In the mining industry, cover systems for tailings are an effective means of reducing acid mine drainage.
Ezzgzz d i1n6r1:5:slec21(;§3m 03 July 2023 An example of this type of system is the multi-layer cover system that is used in arid climates where the
y annual evaporation rate is greater than the annual rainfall. For users and designers of mine tailings dams,

Accepted 04 July 2023 the current research is aimed at identifying the optimal cover system and engineering of the mine waste

disposal site, as well as investigating effective geotechnical parameters in controlling the oxygen gas
Keywords: entering the mine waste disposal site. In this research, after careful examination of scientific literature
Tailing Dam and data collection, it is first validated using numerical modeling, Finite Element Method (FEM) based
Acid Mine Drainage on the VADOSE/W software, and then modeling is done based on the collected data. One-dimensional
Cover Systems modeling has often been used in studies on the evaluation of cover systems, but in this research, two-
Oxygen Diffusion dimensional modeling has been used to analyze the behavior of coating systems. The key to the

Numerical Modeling successful operation of cover systems is maintaining the storage layer at a saturation level of about 85%

throughout the year. The two cover systems, "storage and release", "optimized storage and release," are
ineffective in maintaining the storage layer at about 85% saturation. However, the capillary barrier cover
system has worked successfully and maintained the degree of saturation of the storage layer at about
80%. Due to the use of low-sulfide waste material as an oxygen-consuming layer, the performance of all
three cover systems was acceptable. However, it is worth noting that the capillarity barrier cover system
was able to immediately cut off the diffusion of oxygen due to the high degree of saturation of the storage
layer, while in the other two cover systems, this decrease in diffusion and oxygen concentration was
gradual. Therefore, the capillary barrier cover system is suggested as the most optimal system according
to the weather conditions and the type of waste materials.
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1. INTRODUCTION

Every mining activity change and disturbs, more or less,
the condition of the natural environment by mainly
energy consumption, deformations of the earth, various
changes in water relations, emission of gas, dust, and
noise, and others [1, 2]. The effects of mining activities,
uncontrolled mining, and tailings produced can adversely
affect the environment, resulting in water, air, and soil
pollution. Mining can also adversely affect human health
because the pollutants may directly or indirectly enter
into human body [3].

The tailings dams must be designed according to the
volume of mining activities; some large-scale orebodies
extend from the surface to the extreme depths of the
ground. Such orebodies should be extracted by
combining surface and underground mining methods;
therefore, many waste materials will be produced [4].
The stability of tailings dams is another important issue
that must be considered because the leakage or
destruction of tailings dams will lead to environmental
disaster; therefore, the geological information is
beneficial for determining the geotechnical domain. It
can be used for guidance on developing pit slope design
parameters in open pit mining or the design of tailing
dams and other geotechnical purpose such as defining the
probability of failure, slope movement guidance, and risk
assessment [5]. Using engineering cover systems on
mineral tailings is practiced for several reasons. These
include preventing tailings erosion and dust generation,
controlling the entry of oxygen and water into tailings (to
prevent acid drainage production), preventing the spread
of contaminants to the environment by controlling
seepage, and providing conditions for establishing a
sustainable vegetation system. Regulating water
penetration into hazardous industrial, urban, mineral, and
radioactive waste disposal areas is one of the most
significant reasons for implementing cover systems [6-
9]. In the course of mining and afterward, sulfuric acid
and metal ions are produced as a result of the oxidation
of pyritic materials. A range of water chemistries are
created by the reaction between these products and the
host rock, surface water, and groundwater [10, 11]. Acid
Mine Drainage (AMD) is acidic runoff containing heavy
metals and sulfates. Mine drainage is referred to as AMD
[12]. It is obtained from the oxidation of sulfide minerals,
mainly pyrite, in the tailings of sulfide processing plants
and low tailings dumps of sulfide and coal mines. Sulfide
is one of the most critical environmental problems in the
mining industry [13-15]. Sulfur-oxidizing bacteria
(SOB) can also increase AMD production resulting in
environmental problems [16-18]. The control of such
disease, once it has developed at a mine, can be difficult
and expensive. AMD must be collected and treated if it
cannot be prevented. As a general rule, the treatment of
AMD is more expensive than the control of AMD, which

is often carried out early on in the mining process and
may remain necessary for many years after the mining
activity has ended. There is a difference between tailings
and waste rock in terms of particle size, porosity, the
surface area of sulfide minerals, and the homogeneous
distribution of sulfide and alkaline minerals. These
differences affect the rate of potential oxidation and
neutralization processes and the quality of AMD. Waste
material characterization and quantification is the first
step for designing and implementing AMD control
measures [19].

Sulfide minerals are oxidized by oxygen and water,
producing sulfuric acid. AMD contamination in mining
areas is associated with problems related to surface,
groundwater, and soil pollution. In areas where surface
and groundwater are contaminated by AMD, purification
of water resources for drinking and industrial use is very
laborious and costly; Therefore, reducing and avoiding
AMD production over the past few decades has been
challenging for researchers. It requires the prevention of
oxidation by limiting the penetration of oxygen and water
into reactive wastes, which can be controlled by
implementing a suitable cover system on tailings [20].
Before the development of AMD control measures,
possible options such as dry cover, water cover, AMD
collection, and treatment are evaluated for technical and
economic feasibility. The decision is made primarily
based on the total cost of the option and the effect of the
option on the generation of AMD and its life span. In the
case where AMD has already developed, the treatment
may be the most feasible method. The water treatment
process will depend on the plant water chemistry and the
discharge permit but will typically include pH
adjustment, removal of dissolved metals, and removal of
suspended solids. An appropriate passive system is
selected based on water chemistry, flow rate, local
topography, and site characteristics [21].

There are two types of passive treatment
technologies: biological and geochemical. As part of
biological passive treatment technologies, bacterial
activity is generally stimulated, and organic matter is
used to adsorb contaminants and stimulate microbial
sulfate reduction. Prior to selecting an appropriate
treatment technology, AMD conditions and chemistry
must be characterized. Passive treatment is often
considered when AMD severity and available resources
do not warrant active treatment. As a means of
neutralizing acidity, alkaline chemicals are continuously
added, including lime, slaked or hydrated lime,
anhydrous ammonia, or sodium hydroxide [22, 23].
However, since air and water are considered key
ingredients of AMD, control methods usually aim to
reduce the flux of air or water by isolating the waste
material. Oxygen diffusion cover systems that various
researchers have studied to reduce AMD production
include:
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* Single-layer sand cover system

« Sulfide-containing monolayer cover system with raised
water leveling mechanism (using desulfurized
tailings as cover)

* Multi-layer cover system with store and release

mechanism

* Multi-layer cover system with capillary barrier

mechanism

The effectiveness of a dry "soil" cover system relies
on the presence of low hydraulic conductivity and high
moisture retaining layer; a low-permeability soil cover
containing a layer of compacted clay can be constructed
as a single-layer or multi-layered system over either
tailings or waste rock dumps [24]. In single-layer sand
cover systems with a water leveling mechanism, the
material of the cover system is selected so that water
penetrates the mineral tailings in wet seasons. A cover on
the tailings limits evaporation and increases the static
level of water inside the tailings. As a general rule,
according to Figure 1a, the position of the water level
should be controlled so that the height of the part of the
tailings that is above the static level of water is less than
the AEV value of the tailings. Controlling the water level
causes capillary saturation to increase the degree of
saturation of tailings located above the static surface and
prevents oxygen penetration to the waste (below the
static level of water). In such a manner, the oxygen
diffusion coefficient to the mineral tailings is
significantly reduced, and the production of AMD
decreases [25-27]. Dagenais et al. [28] numerically
studied the behavior of a sand monolayer cover system
(with rising water level) and the effect of various
parameters such as cover properties and thickness, water
level depth, and hydraulic properties of tailings by
numerical modeling applying Soil Cover software. The
importance of the effect of sand layer thickness on
tailings water content profiles was also investigated.
Based on their finding, if the sand layer is used as a cover
system, the degree of saturation of the surface area of the
tailings rises to more than 95%, and oxygen diffusion to
the tailings materials decreases. However, if the sand
layer is not used, the degree of saturation in the range of
the tailings surface remains 70 to 74%, and oxygen
diffusion to the tailings materials increases. The results
of this study revealed that if a 30 cm layer of sand is used
on the tailings, and if the depth of water level from the
surface of the tailings (d) is less than half of AEV of
materials (according to Figure 1a), the surface area of the
tailings keep conditions near saturation for 60 days and
penetration of oxygen into the tailings is limited.

As such reducing the oxidation rate of sulfide
minerals, AMD production is also controlled. In this
study, instead of using the sand layer, which the idea was
taken from the work of Dagenais et al. [28] a suitable
layer for the growth of vegetation was used so that the

capabilities of the vegetation system were used to control
evaporation and transpiration, and the results of the
analyzes show proper efficiency and matches with the
results of the work of Dagenais et al. [28]. Ouangrawa et
al. [29] investigated the effect of the rising static level of
water (change of parameter d as shown in Figure 1(a)) on
the reduction of AMD production by performing column
experiments and analyzing various parameters. This
study investigated the effect of changing the height of
static water levels by measuring pH and the concentration
of major ions, including sulfate, iron, zinc, copper, and
lead. The results uncovered that if the depth of the static
water level (d) is about half the AEV of the waste
material, there will be a significant reduction in AMD
production. Also, if the tailings have lower hydraulic
conductivity and higher AEV due to reduced drainage
capability. The performance of the cover system (with a
rising water level) will be improved, and AMD
production will be reduced.

Another type of cover system is the sulfide-
containing monolayer cover system (Figure 1(a)). As
discussed, the main role of the oxygen diffusion cover
system with a raised water leveling mechanism is to help
create near-saturation conditions in the surface area of the
tailings, which leads to a reduction of oxygen diffusion
into the tailings. However, some oxygen seeps into the
tailings through the cover system. If a compound such as
a sulfide in the cover system material initiates a chemical
reaction with some of the penetrating oxygen and
precipitates in the cover system, the oxygen penetration
into the tailings will be further reduced, and AMD will
be more controlled. In a similar vein, Demers et al. [30]
investigated the behavior of a monolayer cover of
desulfurized tailings on mineral tailings and used an
instrumentalized column to evaluate the oxygen flow.
The results of the present study showed that placing low-
sulfide tailings as an oxygen-consuming layer
significantly reduces the production of AMD, which is
consistent with the results of the work done by Demers et
al. [30].

Using a multi-layer oxygen diffusion covering system
with a capillary barrier mechanism and a storage-
diffusion mechanism (in both integrated and incremental
types) is another method applied by researchers to
regulate AMD (Figure 1(b)). Two or more layers can be
used in a design, including from top to bottom: a
revegetated soil layer to retain moisture; a coarse layer to
provide lateral drainage of infiltration; a compacted clay
layer to prevent oxygen penetration; and a compacted
alkaline layer to facilitate cap construction and minimize
the reaction of water in the waste with the clay layer. In
some cases, instead of revegetation, a layer of coarse
material is placed for erosion control. To be effective,
clay or other low-permeability soil must be saturated with
water to limit oxygen. Using an organic layer at the
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Figure 1. Raised water level cover system (monolayer of sand or monolayer of sulfide-containing tailings) (a) [29], multi-layer
cover system (b) (these shapes are not scales and the height of the cover is much lower than the height of the tailings)

tailings/water interface effectively improves the
effectiveness of water covers [31, 32]. The erosion of
dams due to wind and rain can affect stability and
produce environmental problems. Many methods are
used to combat this, such as vegetation of the dam banks
and chemical stabilization to form an air and water-
resistant crust. An ideal soil cover consists of a
sufficiently thick soil layer and appropriately regraded
slopes that can induce runoff, resist erosion and retain
water. The top layer can be vegetated to maximize the
evapotranspiration of water to decrease infiltration and
resistance to erosion. Furthermore, the presence of plants
in the tailings impoundment, especially emergent plants
growing at the edges, improves the physical stability of
the tailings through their roots. The efficiency of a
revegetated soil cover can be further increased by placing
a layer of coarse rock beneath the cover to form a
capillary break and decrease percolation.

A general rule in the design of multi-layer covering
systems with storage-diffusion mechanisms is that the
storage layer (moisture retention layer) can store water in
wet seasons and release water in dry seasons through
evaporation and perspiration to prevent oxygen diffusion
and accordingly control AMD production [33]. One of
the advantages of this type of cover system is that it can
be more successful in dry climates than other cover
systems. The basis of multi-layer covering systems is to
keep the storage layer near high saturation, in which the
oxygen diffusion coefficient is low, consequently
reducing the oxidation rate of sulfide minerals and AMD
production to a minimum [34].

In another study, Bosse et al. [35] examined the
storage and diffusion covering systems made of
phosphate limestone tailings in a semiarid climate to
control AMD and tested the performance of the covering
system at two different states, i.e., thicknesses and
critical. According to the results, it was found that the
designed cover system has succeeded in storing rainwater
in wet seasons and releasing it in dry seasons. It was also
found that the geometry of the designed cover is another
important factor that should be considered in their design.

One-dimensional modeling has been used to evaluate
covering systems so far, and the effect of the oxygen
infiltration process and thickness change of the storage
layer of a multi-layer covering system in controlling
AMD has not been scrutinized to the best of researchers'
knowledge.

Therefore, in the current paper, various coating
systems suitable for semiarid climates have been
examined. Among the available scenarios, using software
analysis, the most optimal and most suitable coating
system has been selected according to the climatic
conditions of the region and the type of tailings from
Songun copper mine; in addition, the sensitivity analysis
of covering systems to changes in the thickness of the
storage layer and the effect of oxygen infiltration on
AMD control (Songun copper mine tailings) was
evaluated using two-dimensional modeling in several
different scenarios. Furthermore, the effect of the
arrangement of low and high sulfide materials in the
upper and lower parts of the covering system to increase
oxygen consumption and improve the system's efficiency
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has been challenged for the first time. Also, for the first
time, a multi-layer capillary barrier covering system
containing a fine-grained layer between two coarse-
grained layers to control AMD (Songun 2copper mine
tailings) was proposed and evaluated. The most
important parameter to control the efficiency of coating
systems is its ability in terms of the connection of
different layers to maintain the storage layer in near-
saturation conditions, which controls the diffusion of
oxygen and also limits the reach of water to the waste
materials and thus minimizes the production of acidic
drainage.

Applying numerical modeling, the behavior of these
covers in regulating the oxygen-percolating copper
tailings was evaluated. Different scenarios were
elucidated for modeling, which includes three types of
multi-layer cover systems in the order of the layers, and
the material of the layers is very important. The
comparison of the oxygen diffusion coefficient in the
proposed coating systems has been discussed, and
according to the graph presented, the oxygen diffusion
coefficient in the engineering layer of the capillarity
barrier coating system and especially in the storage layer,
is much lower than the other two coating systems, which
is in good agreement with the other two diagrams.

2. MATERIALS AND METHODS

This research aims to design an optimal coating system
to control and reduce acid drainage from mineral waste
materials, which is one of the problems of human
societies, especially in Iran. Due to the arid and semiarid
conditions of the country, where the annual evaporation
rate is higher than the annual rainfall in most months of
the year, and we are always facing problems in providing

a sustainable water source, we must use multi-layer soil
cover systems. The main condition for the production of
acidic sewage, which causes soil and water pollution
downstream and many problems caused by it, is the
access of oxygen or water to the waste materials, which
during chemical reaction with the waste materials of
Boise containing sulfide materials such as pyrite causes
the production of acidic sewage, so to control the
production of acidic sewage should be prevented from
penetration and reaction of these two with waste
materials. The key point in the design of these covering
systems is to create conditions with the design of
different layers so that the water from rainfall in wet
seasons is stored in the layers of the covering system, and
in hot and rainless seasons, it can keep the storage layer
saturated as well as the underlying layer. The storage
layer must create a vacuum and negative suction
conditions to prevent water seepage from the storage
layer so that both the storage layer remains saturated and
prevents water from reaching the waste materials. The
saturation of the storage layer around 85 % is the
condition of preventing oxygen from reaching the waste
materials through the diffusion process. The research
flowchart for the current study is illustrated in Figure 2.
Geomaterial parameters used in modeling are presented
in Table 1.

2. 1. Site Description Northwest Iran has a cold
semiarid climate [36]. Songun copper mine is in
northwestern Iran in East Azarbaijan, Varzeqgan City. It
is located in a mountainous area with cold, icy winters
and mild summers. The average maximum temperature
was recorded at 33 °C in summer and 4 °C below zero in
winter. The average annual rainfall is 250 mm, and
relative humidity per year ranges from 52 to 82%. The
prevailing wind direction is south to west. It is foggy

| Controlling and reducing the production of acid inine drainage |

¥

| Control of oxygen diffusion and water infiltration into waste materials |

| ]

Weather conditions of the region

[ Design of engineered multi-layer cover ] Tlsing single-layer covers with raised water levels or other
water-based systems
Keeping the storage layer in the cover system at about 85% saturation l

seepage properties

throughowt the year by using capillary, capillary break, suction, and

It is necessary to provide a stable water supply |

¥

[ Localization of the software and design of suitable covers for the dry climate of the country ]

Figure 2. Research flowchart for the current study
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TABLE 1. Geomaterial Parameters Used in Modeling

Angel of internal friction(¢°)

Bed Rock 30°
Waste Material with high sulfide 35°
Waste Material with low sulfide 34°
Coarse-Grained Layer 35°
Fine-Grained Layer 37°
Growth Layer 31°
Silty Sand (Storage Layer) 29°
Compacted Layer 43°
Unit weight(Y)(KN/m3)
Bed Rock 26.5
Waste Material with high sulfide 19.5
Waste Material with low sulfide 19.5
Coarse-Grained Layer 19
Fine-Grained Layer 16
Growth Layer 18
Silty Sand (Storage Layer) 17
Compacted Layer 21
Porosity(e) (%)

Bed Rock 1

Waste Material with high sulfide 40
Waste Material with low sulfide 30
Coarse-Grained Layer 38
Fine-Grained Layer 32
Growth Layer 42
Silty Sand (Storage Layer) 25
Compacted Layer 12

Poisson’s ratio(v)
Bed Rock 0.1
Waste Material with high sulfide 0.33
Waste Material with low sulfide 0.27
Coarse-Grained Layer 0.22
Fine-Grained Layer 0.17
Growth Layer 0.38
Silty Sand (Storage Layer) 0.25
Compacted Layer 0.19
Young's Modulus (E)(Mpa)

Bed Rock 65
Waste Material with high sulfide 85
Waste Material with low sulfide 105
Coarse-Grained Layer 45

Fine-Grained Layer 15
Growth Layer 12
Silty Sand (Storage Layer) 22
Compacted Layer 59

around the mine on most days of spring and summer. The
highest temperature occurs between July and August, and
the lowest is between January and February. According
to the statistics related to precipitation and evaporation
published by the Meteorological Department of
Varzegan City, the evaporation rate in most months of
the year is more than precipitation, so the climate of the
mining area is dry. Due to the region's arid climate, the
use of monolayer covering to control AMD tailings is not
recommended, and the design of multi-layer covering
systems is preferred. Due to the sulfide nature of Songun
copper mine tailings (presence of pyrite and chalcopyrite
at the rate of 1 to 10%) and also the presence of high
seasonal rainfall in the area, AMD production is one of
the environmental problems of the region. Unfortunately,
AMD from the tailings dam of Songun copper mine is
discharged into the river, and the negative environmental
effects on Arasbaran forests are obvious [37]. pH
parameters and sulfate, copper, and manganese amounts
are excessive [38]. Hence, to prevent environmental
pollution, in addition to installing an acid wastewater
treatment system at the output of Songun copper mine, it
is essential to use a suitable covering system on tailings
to reduce AMD production.

2. 2. Modeling Scenarios According to Figure
3, an uncovered scenario as the baseline scenario (case a)
and three scenarios (cases b, ¢ & d) for covering Songun
copper mine tailings dam was evaluated so that the
thickness of the systems varies depending on the type of
system. The storage and diffusion cover system, the
upgraded storage and diffusion covering system, and the
capillary barrier system are referred to as the first,
second, and third scenarios, respectively. In the baseline
scenario, the basis of all tailings is high-sulfide.
However, in other scenarios, it has been proposed
innovatively that the sulfide materials are first
accumulated, and then the low sulfide tailings are applied
to it. In these scenarios, firstly, the vegetation layer used
in the upper part of all cover systems (0.20 m thick) must
survive the dry season to maintain its performance with
the least delay after the start of the wet season. Secondly,
the storage layer below the vegetation layer should be
able to store all the annual rainfall that may occur in a
relatively short time (wet season).
» Baseline scenario (a), Uncovered condition (to
evaluate the performance of tailings in uncovered
condition)
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» Scenario 1 (b), store and release cover system

» Scenario 2 (c), optimized store and release cover

system

» Scenario 3 (d), capillary barrier cover system

Baseline scenario: In this scenario, the cover system
is not used, and the natural bed in the area is under the
tailings. To assess the most critical situation regarding
AMD production, the groundwater level is considered the
lowest annual level. Tailings from the mining activities
of Songun copper mine are transferred to the tailings dam
on the bed layer through pumping pipes. The base state
cross section and the specifications of their materials are
presented in Figure 3(a).

As shown in Figure 3(b), a section of the storage and
diffusion cover system is shown as the first proposed
scenario. The key concept of this system is to store water
in the storage layer in wet seasons and to release water
stored by evapotranspiration in dry seasons. This cover
system consists of three layers placed on low-sulfide
tailings materials with a thickness of 70 meters (low-
sulfide tailings are located on 210 meters of high-sulfide
tailings materials). For the lower layer of the cover
system, coarse-grained materials with a thickness of 5 m
are proposed. For the middle layer, referred to as the store
layer, 1.3 m thick layered sand is proposed, designed to
break the capillary. The top layer is 0.2 m thick
vegetation designed to prevent erosion and dust.

According to Figure 3(c), the second proposed
scenario for the cover system was called the "optimized
store and release cover system", similar to the first
scenario with three layers. Due to the high cost of
building the storage layer (middle layer) and also to
control the sensitivity, the covering system against
changes in the thickness of the storage layer is proposed.
In the second proposed scenario, the thickness of the
storage layer was reduced from 1.3 m to 0.65 m to
investigate and analyze the effect of reducing the
thickness of the storage layer on improving the
performance and efficiency of the covering system.

As shown in Figure 3(d), the capillary barrier cover
system is the third proposed scenario for Songun copper
mine tailings with four layers. Songun copper mine has a
cold and humid climate in one part of the year and a hot
and dry climate in the other part of the year. Therefore,
this scenario is designed and proposed exclusively
Suitable for the weather conditions of this region. This
cover system has effectively maintained the storage layer
at a saturation level of nearly 85% throughout the year to
prevent the AMD production process. The upper
(vegetation) layer is similar to the previous two systems.
The third layer of fine-grained material is 0.5 m thick and
between two coarse grains layers. The second and fourth
layers are composed of coarse-grained materials with a
thickness of 0.6 m. The second layer acts as a drainage
layer, limiting water reduction in the third layer (moisture
retention) through evaporation. The fourth layer, the

capillary bier layer, restricts the downward movement of
water and prevents desaturation.

In all the proposed scenarios, the groundwater level
from the natural bed floor as the base level is considered
to be 50 meters, which is the lowest level during the year.
If the cover system effectively controls acid drainage for
the lowest groundwater level selected (as the most critical
condition) in other seasons of the year, it will show
successful performance when the groundwater level is
higher.

2. 3. Numerical Modeling This study used
VADOSE/ W computer code for numerical analysis. This
software is a two-dimensional finite element software
from the Geo-Studio software e package. The software
formulation includes the analysis of simple and complex
problems, from the simple analysis of precipitation to
complex problems, including snow, plant transpiration,
surface evaporation, runoff, and gas diffusion (radon and
oxygen) [39] [39] [39]. The finite element grid used has
a uniform rectangular mesh. Model geometry was
selected in different identical scenarios with different
layering. In Figure 4, The geometry covered the storage
and release system, and boundary conditions were
illustrated. In the VADOSE/W software, four types of
boundary conditions are defined, which include the
weather boundary conditions obtained from the study
area, a zero percent oxygen, seepage, groundwater flow,
and climate boundary condition has been applied.

2. 3. 1. Applied Equations The VADOSE / W
computer program has coupled heat and water transfer to
simulate the flow of water, heat, and steam through
saturated and unsaturated soils. Oxygen transfer depends
on the degree of saturation in the storage layer; However,
it does not calculate the flow of water and heat; thus, the
oxygen flow is simulated separately. The characteristics
of the equations applied for water flow and heat transfer
are expressed using Equations (1) and (2) [40, 41].

1 [, + 125,22 + 21 ] o

;5 v ax payl vV ay ax ax
o[ o2 ap 1)
- Py = 1=
ay ky ay ] +tQ=4 at
a
_[ "6x 1’c)y[Dv 6y]+6x txax]+ 2
9 ar (2

cpv cpv /1—
ay[ tyay]-i_Q’+ P xa ot P¥y 9y ~— "t

where P pressure, Py soil moisture vapor pressure, mv
slope function of volumetric water content, ks and ky
applied hydraulic conductivity in x and y directions, Q
applied boundary flow, Dy vapor diffusion coefficient, y
elevation head, p specific mass of water, g gravity, t time,
L, latent heat of vaporization, Ky and Ky values of
thermal conductivity in x and y direction, T temperature,
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Qt boundary flow of temperature applied, C, specific
volumetric heat, A: apparent volumetric heat capacity of
soil and v and vy are the Darcy velocities in the x and y
directions. The vapor pressure is obtained from Equation

(3):

PUZva(em>=P1}sh 3)

Pys is the pressure of saturated vapor for pure free water,
w is the molecular mass of water vapor, R is the universal
constant coefficient of gases, T is the temperature in
Kelvin, and hir is the relative humidity of the air. Actual
evaporation is calculated using the Batman-Wilson
method (Equation (4)) in which E is the actual
evaporation (mm/day), I" is the slope of the vapor
pressure saturation temperature curve at average air
temperature (kPa / oC), Q is the net radiant energy at the
surface (mm/day), v is a constant psychometric
coefficient, Ea = f (u) Pa (B-A), f (u) = 0.35 (1 +
0.15Ua), Ua wind speed (km/h), Pa steam pressure in the
air the evaporation level (kPa), B is the inverse of the
relative humidity of the air, and A is the inverse of the
relative humidity of the soil surface [42, 43].

I'Q+vE,

AF == @
In the software, Equations (1) to (4) are solved
simultaneously by the finite element method to obtain the
actual evaporation rate (E), vapor pressure (Pv), water
pressure (P), and temperature (T). The primary method
of gas transfer in a porous environment is molecular
diffusion or adduction through the cavity space. In a
porous environment, oxygen is transported through small
air-filled cavities at lower saturation levels due to the low
diffusion coefficient of oxygen in the water. According
to research, oxygen is transported in a porous
environment primarily through diffusion, as saturation
increases through both the aqueous and gaseous phases
[44-53].

For one-dimensional molecular diffusion in an
unsaturated porous environment that consumes oxygen at
a first-order rate, the instantaneous oxygen flow and
oxygen concentration at location z and time t are
determined using Fick's first and second laws (Equations
(5) and (6)) [46].

a(zt)

F(Z, t) = _De 3z (5)
3(0ersC) _ 0 o\ _
ot oy (Deff 6y) kyC ©)

In these equations, C is the concentration of oxygen in
the pore air (in terms of mass per unit volume), e is the
equivalent porosity for diffusion defined as 6. + HO,, 6a
is the volumetric content of air, 6w is the volumetric
content of water, H is the Henry equilibrium constant, Des

is the effective diffusion coefficient (m? s), and kr are
effective reaction rate coefficient (1/ year).

2. 3. 2. Initial and Boundary Conditions To
describe the scenarios in VADOSE/W software, five
types of boundary conditions have been used, including
the boundary condition of meteorological data type, the
boundary condition of oxygen concentration 280 g/m?3
(normal concentration of oxygen in the air) on top of the
cover system, the boundary condition of water level and
zero oxygen concentration at the bottom of the covering
system and the boundary condition of seepage from the
side of the waste material. Prerequisites for nodes include
pressure, temperature, and initial concentration of
oxygen gas. For the initial pressure conditions,
temperature, and oxygen gas concentration, the water
level, the temperature of the first day, and the initial
concentration of zero were used, respectively.

2. 3. 3. Data Input to the Software To run the
VADOSE/W program, meteorological and vegetation
data, soil characteristics, including soil moisture
characteristic curve, unsaturated hydraulic conduction
function, and thermal conductivity, were entered into the
software. Thermal specifications for materials are
presented in Table 2. The decay coefficient was also
required for the materials modeled in the simulation of
oxygen gas flow. In the current study, according to Table
3, part of the measured meteorological data of Songun
mine is presented, and the whole data was entered into
the software (in Table 3, the first day of the solar calendar
corresponds to March 21 in the Gregorian calendar).
Vegetation of grass enjoying excellent quality was used.
Vegetation data required to enter the software include
leaf area index (LAI), plant moisture limit function
(PML), root depth, and length of the growth period.
Diagrams of unsaturated hydraulic conductivity curves
and moisture characteristics are presented in Figure 5.

Given that the "optimized store and release cover
system" is a particular condition of the "store and release
cover system"; Therefore, the material is the same, and
as a result, the unsaturated hydraulic conductivity curves
and the moisture characteristic are the same for both
cover systems.

Specific heat capacity parameters, including mass
and soil thermal conductivity (parameters describing heat

TABLE 2. Thermal specifications for materials (Geo-Studio,
2012)

Thermal conductivity

Volumetric heat capacity

(KJ/days/m/°C) (KI/m3/°C)
150 2500
125 2300
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TABLE 3. Meteorological data used in the Vados/W software
RH (%)

Day Temp (°C) Wwind Precip Evpo
Max Min Max Min (Ms)  (mm)  (mm)
1 4.8 -3 98 43 31 0.00 0.0
2 6 -5.3 92 43 32 0.00 0.0
3 19 -1 98 84 25 0.00 0.0
153 27.2 9.6 87 33 24 8.30 6.9
154 29.1 123 89 32 26 6.40 9.0
270 6.2 -9.9 72 42 31 6.60 0.0
271 9.6 -2.7 86 34 34 11.80 0.0
364 24 -1.6 98 73 31 0.00 0.0
365 10.3 -7.1 96 18 24 0.00 0.0
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transfer in soil) used in the software, are presented in
Table 1. Water content and soil thermal behavior can
affect each other because unsaturated soils contain air,
water, and solid particles, whereas air and water have
different thermal behavior. The material of cover
depends on the type of cover system and is selected
according to local conditions, including the availability
of materials and weather conditions. Also, based on
Figure 6, the average percentage of air humidity (a),
evaporation (b), rainfall (c), and temperature (d) for each
of the 12 months in the period 2009 to 2017 and the
average annual rainfall (e) as input information to the
software is provided.

3. SIMULATION RESULTS AND DISCUSSION

This section presents the results of two-dimensional
numerical modeling, including saturation degree
diagrams, oxygen concentration diagrams, and diffusion
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Figure 5. Unsaturated hydraulic conductivity curve and characteristic moisture curve for tailings (a, b for uncovered condition), (c,
d for store and release cover system as well as optimized store and release cover system), and (e, f for barrier Capillary cover system)
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Figure 6. The average percentage of humidity (a), evaporation (b), precipitation (c), and temperature (d) for each of the 12 months

from 2009 to 2017 and average annual rainfall (e)

coefficient diagrams for different scenarios. Also, in the
second scenario, the effect of lowering the thickness of
the store layer of the sulfide-containing multi-layer cover
system on the oxygen permeation process and the control
of AMD of tailings dams is discussed. Graphs of
saturation degree, oxygen concentration, and oxygen
diffusion coefficient are presented for the base scenario
(without cover) and the three scenarios (first to third)
according to Figures 7, 8, and 9, respectively. In the
analysis of the following graphs, especially concentration
graphs, analysis of changes at the reference level was
performed. The reference surface is the same as the upper
level of the accumulated tailings with high sulfide
content, which is 260 meters high, and the reduction of
oxygen concentration at this level is very important, and
the base surface is the lower surface of the bedrock. In
this study, it has also been suggested that in all cover
systems, materials with higher sulfide content can
initially be accumulated. Then materials with lower
sulfide content be placed on high-sulfide materials to
create a naturally oxygen-consuming cover system. In
this case, some oxygen penetrates this layer, so AMD
production is lessened. However, if multi-layered
engineering cover systems are not used and single-layer
cover systems are preferred, the performance will not be

successful since these systems are effective in a humid
environment. Considering the climatic conditions of
Songun copper mine, which is hot and dry for most of the
year, multi-layered engineering cover systems should be
used instead.

3. 1.Baseline Scenario (No Cover Mode) Based
on the results of software analysis according to the
diagram in Figure 7(a), in the baseline scenario, the
saturation degree was about 20%, and only in the part of
the year where the rainfall is high the saturation degree
goes to about 40%, which is much less than the permitted
limit (about 85%). Based on the saturation degree
diagram, we realize that the uncovered tailings cannot
retain moisture throughout the year, and the need to
design an efficient cover system stands out. Based on the
obtained results, according to the diagram of Figure 8(a),
the oxygen concentration at the reference level was
estimated to be about 91%. Therefore, this scenario has a
high potential for the production of acid drainage due to
the high penetration of oxygen. Also, according to the
diagram in Figure 9(a), the oxygen diffusion coefficient
is about 0.23, and only at the end of the year, due to the
consumption of oxygen by tailings during the year, the
amount of oxygen diffusion coefficient has decreased
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slightly that is practically ineffective since abundant
oxygen is provided to the tailings throughout the year. At
a depth of 50 meters from the base surface (equal to the
groundwater level), the oxygen diffusion coefficient
reached zero due to the presence of water and its effect
on oxygen penetration. According to the above results,
the performance of the baseline scenario in terms of
control of diffusion and saturation factors and oxygen
concentration was unsuccessful, so using a cover system
to control the production of AMD is necessary.

3. 2. Scenario 1 (Store and Release Cover System)
According to the diagram in Figure 7(b) in the first
scenario, the degree of saturation in the store layer (335
m depth range) was less than 85%, indicating that using
this system to keep the store layer close to saturation is
unsuccessful. According to the diagram in Figure 8b, the
oxygen concentration at the reference surface was about
zero, indicating the proposed design's success in placing
low-sulfide tailings on high-sulfide tailings. The
diagrams also depicted that the layer containing low-
sulfide tailings is crucial in reducing oxygen
concentration at the reference level. The performance of
the designed cover system depends on the performance
of the store layer, but the performance of the designed
cover system should be evaluated by examining the
oxygen diffusion coefficient for the store layer
throughout the year. According to the diagram in Figure
9b, the oxygen diffusion coefficient in the cover system
varies between 0.08 to 0.40 (m?%day), which is
insufficient to control oxygen diffusion and AMD
production.

3. 3. Scenario 2 (Optimized Store and Release
Cover System) This scenario was designed to
analyze the performance sensitivity of the cover system
to modification of the thickness of the storage layer and
to notice how the efficiency of the cover system changes
with this modification.

Here, according to the diagram in Figure 7(c), the
degree of saturation in the store layer (depth range 335
meters) was much less than 85%, and therefore, this
cover system could not keep the store layer saturated and
reduce layer thickness. Reduction of the store layer has
slightly reduced the saturation degree of this layer, but it
was found that the thickness of the storage layer is not the
main factor in controlling the saturation degree of this
layer, and the efficiency did not improve; therefore, we
must design a system that is both economical and
efficient. In the second scenario, the amount of
evapotranspiration is also lower due to the lower water
store (less thickness of the store layer). The
evapotranspiration rate in a cover system depends on the
plant root depth, root distribution, and negative pore
water pressure (suction). The root depth and distribution
are the same for both proposed scenarios, but the amount

of suction varies depending on the amount of water in the
storage layer. According to Figure 8(c), the oxygen
concentration at the reference level is about zero, similar
to the previous case. As a result, the performance of this
cover system is desirable because our goal is to consume
oxygen in low-sulfide materials to reduce and control the
production of AMD. According to Figure 9(c), the
diffusion coefficient for the cover system varies between
0.08 and 0.43 (m?/day). Despite the reduction of the
thickness of the storage layer in this scenario, the oxygen
diffusion coefficient does not change much compared to
the previous scenario, which is completely consistent
with the results of the previous diagrams.

3. 4. Scenario 3 (Capillary Barrier Cover System)
In this scenario, according to the diagram in Figure 7(d),
the degree of saturation for the store layer (depth range
of 330 meters) is about 80% (around 85% is desirable).
Due to the region's arid climate in most seasons, the cover
system of this scenario has been more successful than
previous scenarios in keeping the store layer saturated.
Here, due to the high degree of saturation of the store
layer, almost no oxidation takes place, so AMD
production is minimized. According to the diagram in
Figure 8(d), oxygen concentration at the reference level
is similar to previous cover systems at about zero,
indicating that the factor controlling the oxygen
concentration of tailings is low-sulfide. As shown in
Figure 9(d), the value of the oxygen diffusion coefficient
in the capillary barrier cover system varies between 0 and
0.39 (m?/day). This cover system has reduced the oxygen
diffusion coefficient from 0.39 to zero stepwise. The
system's efficiency in regulation and reduction of oxygen
coefficient will be well shown in the following diagrams.
In addition, the success of this system in regulating all
three parameters and comparing its performance with
other systems indicates the significance of layering and
type of cover systems.

3. 5. Comparison of Cover Systems at Store Layer
As depicted in Figure 10, graphs of saturation degree,
oxygen concentration, and oxygen diffusion coefficient
in the store layer are presented for comparison with the
three proposed scenarios (cover systems). According to
Figure 10a, the optimal performance of the capillary
barrier cover system in maintaining the store layer in the
near-saturation state is quite evident. As shown in Figure
10b, the use of the store layer in all scenarios has
decreased oxygen concentration infiltration, but the
capillary barrier cover system prevents this reduction in
steps. The gradual reduction in this system is due to the
high degree of saturation in the store layer, which causes
the connection of oxygen with the materials under the
store layer to be largely cut off and, in turn, leads to better
performance in regulating oxygen penetration. However,
as explicated in the diagrams, low-sulfide tailings are the
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Figure 10. Graphs of saturation degree (a), oxygen concentration (b), and oxygen diffusion coefficient (c) of the store layer in three

different cover systems

most important factor in  regulating oxygen
concentration. According to the diagram in Figure 10c,
the oxygen diffusion coefficient for the capillary barrier
system is close to zero due to the high degree of

saturation of the storage layer and the complementary
performance of the different layers in this system. In
comparison with other scenarios, the oxygen diffusion
coefficient in the store layer is about (m?/day) 0.12,
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reflecting the superiority of the capillary barrier cover
system.

4. CONCLUSION

In the current study, using VADOSE / W software, the
behavior of the multi-layer cover system in regulating the
penetration of oxygen gas was evaluated. Four scenarios
were defined for modeling: store and release, optimized
store and release, capillary barrier, and uncovered cover
systems. The most significant results obtained are as
follows:

1. Saturation graphs were used to predict the
potentiality of oxygen diffusion into the tailings. In-store
and release cover systems and optimized ones, the
expected saturation in the storage layer is not achieved,
while the capillary barrier has a high ability to keep the
store layer close to saturation.

2. In this study, the lowest possible water level
during the year is considered the most critical condition
to evaluate the performance of each of the proposed
cover systems in preventing the oxidation process (in the
most critical conditions).

3. In the designed cover systems, the main factor
controlling oxygen penetration into the tailings is the
granulation of the cover system materials, the high
degree of saturation in the storage layer, and the cover
system layering.

4, In all cover systems, it is recommended that
tailings with lower sulfide content be stored on tailings
with higher sulfide content. This creates a situation in
which low-sulfide materials act as an oxygen-consuming
system, reducing oxygen infiltration into the higher-
sulfide materials and thus limiting AMD production.

5. The capillary barrier cover system was
particularly designed and evaluated for the arid climate
of Songun mine area (and applicable to similar
conditions). According to the results, this cover system
can maintain the store layer in a state close to saturation
of 85%, so the diffusion coefficient of near zero was
obtained in the storage layer.

6. In the proposed cover systems, by considering
different layers, an attempt was made to keep the store
layer close to the saturation level above 85%. The
modeling results revealed that with increasing degree of
saturation, oxygen penetration depth, and oxygen
diffusion in the engineered cover system drop.

7. Only capillary barrier cover system with
suitable performance for use on the tailings dam of
Songun copper mine limits the production of AMD and
its environmental consequences and, in the long run,
significantly reduces AMD production. In addition,
considering that the cover system is implemented after
completing the capacity of tailings dams, it is necessary
to take measures to improve the performance despite the

proper functioning of the capillary barrier system. AMD
may be prevented from infiltrating into waste rock and
groundwater by employing impermeable layers such as
geosynthetics in the subsoil of tailings. Additionally,
AMD produced can be collected and treated in isolated
pools by implementing drains. This will minimize the
possibility of environmental damage.
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ABSTRACT

This study presents novel research on the seismic behavior of self-centering reduced beam section (RBS)
connections in steel structures. Unlike traditional moment steel frames that concentrate non-elastic
deformations in energy dissipation devices, the innovative self-centering RBS connections utilize post-
tensioning techniques to restore the structure to its pre-earthquake condition. By significantly reducing
residual deformations, these connections offer a promising alternative for improving seismic resilience.
To validate the effectiveness of the post-tensioned (PT) and RBS connections, advanced nonlinear
numerical modeling using the Finite Element Method (FEM) in ABAQUS software is employed. This
approach allows for a comprehensive investigation, comparing the numerical results with laboratory
data. Furthermore, the study goes beyond existing research by incorporating additional high-strength
cables into the RBS connections. This novel configuration aims to assess the impact of post-tensioned
cables on seismic behavior, adding a new dimension to the understanding of these connections. Through
a rigorous parametric study, the research uncovers crucial insights into the seismic performance of the
self-centering RBS connections. Notably, the study reveals the significant influence of the initial post-
tensioning force on various aspects, including stiffness, maximum moment capacity, and gap-opening
behavior of PT connections. The findings demonstrate the potential of increasing the initial post-
tensioning force to enhance the energy dissipation capacity and overall performance of the PT
connections. Overall, this study presents pioneering research that advances the understanding of self-
centering RBS connections and their potential application in steel structures. By emphasizing the novel
aspects of the research, it contributes to the body of knowledge in the field and provides valuable insights
for improving the seismic resilience of structures.

doi: 10.5829/ije.2023.36.10a.11

1. INTRODUCTION

connection types. Weakening a part of the beam at a
certain distance from the connection acts as a kind of

The rupture of the connection zone in steel structures’
design is preferred to happen as the last step of the
structure’s failure after beams and columns’ failure.
Following the inappropriate behaviour of welded
moment connections in the Northridge earthquake, there
have been various details for moment connections in
order to achieve a ductile response under seismic loading
conditions. The goal of these connection details is to
prevent weld rupture and to provide non-elastic
deflections in beams and in an area out of the connection
zone. Reduced Beam Section (RBS) is one of these
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safety switch that prevents connection problems. The
performance of common systems resistant to lateral loads
is dependent on the non-elastic behaviour of main
structural elements. Hence these systems are inherently
incapable of limiting the destruction or the residual drift.
The new structures should provide desired behaviour in
limiting the destruction and the incapacitated time. The
post-tensioned connections have been suggested as a
replacement to welded moment connections. This
connection consists of high-strength steel cables that are
laid along the beam’s web, crossing the middle of column
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and face the column’s web. The steel cables press the
beam to the column resulting in sufficient moment
resistance and returning force to bring the connection
back to its initial position. Under the seismic loading, the
connection opens, and a distance (crack) appears between
the beam tensile wing and column. In this condition, the
angles yield and play the role of energy dissipator. When
the moment goes back to zero, the crack is closed, and
the connection goes back to its initial condition, a process
by which the residual deflections in beam and column is
eliminated, and since the energy dissipation devices can
easily be replaced, the cost of replacing these devices in
post-tensioned connections will be less compared to the
buckled beams in conventional moment frames [1-3].
This new type of steel connection was introduced by
several researchers [4, 5]. The laboratory sample was
utilized to acquire the cyclic response of the connection
under investigation. In recent decades, there has been a
growing interest in self-centering structures that can
effectively return to their original positions. Previous
research has explored various post-tensioned (PT) beam-
column connections, considering different energy
dissipative mechanisms. Previous studies utilizing
ANSYS have demonstrated the reliability of employing
monotonic analysis to assess the force-drift response of
PT connections. These findings are further corroborated
in the present paper through verification studies
conducted with ABAQUS.

In contrast to previous models, which were limited in
scope, comprehensive models were developed in this
study to capture out-of-plane movement and beam local
buckling behavior in PT connections. Although the
viability of incorporating PT elements in steel frames has
been confirmed in previous studies, current seismic
design guidelines do not encompass regulations
specifically addressing this application. Therefore,
further research is necessary to thoroughly examine the
seismic performance of PT connections and facilitate
their widespread implementation in steel buildings.
Finite-element (FE) analysis proves to be a valuable
approach in investigating the seismic behavior of steel PT
connections. FE models are cost-effective and allow for
in-depth explorations of structural behavior, offering
detailed insights into component behavior that may not
be easily observable in experiments.

This paper also proposed the utilization of a reduced
beam section to ensure the formation of a stable plastic
hinge, effectively acting as a safety mechanism to
mitigate connection issues. Additionally, it recommends
incorporating additional reinforcement detailing in the
contact region to delay yielding and buckling in the
beam. In this study, the cyclic response of PT connections
was evaluated by comparing it with experimental results
conducted by Ricles et al. [6]. The assessment
encompassed stiffness, moment capacity, energy
dissipation, gap opening, local behavior, as well as stress

and strain distributions. Furthermore, parametric studies
through simulations were conducted to explore the
influence of initial post-tension forces on the cyclic
response of PT connections.

Li et al. [7] presented post-tensioned connections
with top and bottom angles. In this connection, the angles
screwed to the beams flange play the energy dissipator.
A Finite Element Method (FEM) was built of this
connection, and they studied the effects of the details
presented on the behaviour of the internal connection. To
verify the model, 5 smaples of the cruciform beam-to-
column connection were tested. Furthermore, the time
history analysis of six-storey steel frame with a post-
tensioned connection was done. Then the results were
compared to conventional welded connections,
eventually depicting less residual displacement for
frames with post-tensioned connections.

Fang et al. [8] studied the effects of factors such as
dimension, the characteristics of top and bottom angles,
the post-tensioning force amount in steel cables, and the
presence of beam flange stiffening plates on the seismic
response of beam-to-column connections. The results
showed the flexural capacity and the energy dissipation
levels are increased by using thicker angles. Also, it has
shown that post-tensioned steel connections are a good
replacement for conventional weld connections.

In order to study the behaviour of angles in bolted
beam/column connections, Garlock et al. [9]tested 7
samples of these connections. In which, the effects of
angle dimensions on connection’s stiffness, strength and
energy dissipation levels were defined. The goal of this
study was to define the appropriate angle for post-
tensioned connections. Ultimately the suggested angles
had a good thickness, dimension, and material. Gerami
[10] has investigted the steel moment frames using novel
post-tensioned connections. Hosseinnejad et al. [11]
investigated the use of smart materials (e.g., SMA) in
post-tensioned connections.

Vasdravellis et al. [12] presented a new post-
tensioned connection in which there were hourglass-
shaped joints used beside the high-strength cables, that
was responsible for energy dissipation. The connection
was successful in eliminating residual deflection and
avoiding damage to the main beams up to 6% drift. By
iterating the tests, it was proven that the energy
dissipation devices were easily replaced. Maghsoudi and
Askari [13] have investigated the post-tensioned I-beams
strenghtend with CFRP.

Doostdar et al. [14] investigated post-tensioned
external bars' effectiveness in strengthening reinforced
concrete beams. ANSYS software and experiments
confirm increased flexural capacity, decreased ductility.
Higher impact observed with lower internal tension
reinforcement percentages.

Moradi and Alam [15], presented a study on
optimizing the lateral load-displacement of steel
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connections in which they used RMS to predict and
optimize the lateral response of beam-column
connections with PT connection and top and bottom
angles. The characteristics of lateral response that was
studied in this paper include initial stiffness, load
capacity, and the final displacement of PT connections.
Based on FEM simulation, six parameters were
considered as input variables in this study, namely, the
post-tensioned force of the cable, beam depth, width and
thickness of beam wing, span, and the height of the
column. The goal of the optimization study is to
maximize the initial stiffness, load capacity and ultimate
drift of PT connections, and or minimize the amount of
steel in the beam section which will result in reducing the
final cost of structures. In the results, it’s shown the more
the depth of the beam and the higher the post-tensioned
force in cables, the sooner the failure happens.

Some other reswearchers [2, 16-18] have been using
open source platforms like OpenSees to investigate the
damge index and seimsic perforamnce of building
structures.

Sarvestani, [19] spent their time studying self-
centering moment frames under near and far field
earthquakes. In such a manner that the structural
performance and seismic response of steel frames with
self-centering moment frames with three various energy
dissipation devices; namely top and bottom angles,
friction devices of lower wing of the beam, and nut and
bolt devices of the web; was studied. Then they were
compared from the construction cost, energy dissipation
and beam and column section dimensions.

Huang et al. [20] spent researching the initial stiffness
of self-centering systems and its use in self-centering
moment frame. The results of the tests on self-centering
systems often showed a less initial stiffness to the
predicted theoretical stiffness. Since the initial stiffness
could have a special importance for controlled-deflection
moment frames, in this study, they studied the definition
of initial stiffness and the reasons for the difference
between theoretical and experimental stiffness for some
self-centering connection that were tested beforehand.
Resulting in some suggestions to increase stiffness in
these connections by reviewing the effective factors.

In another research, steel moment frames were
exposed to 30 narrow band motions in various levels of
earth motion intensity under spectrum acceleration in the
first mode of vibration Sa(T1), in order to conduct
incremental dynamic analysis. The results are used to
calculate the reliability of steel frame structures by using
risk curves for residual displacements peak. It’s been
observed that the peak residual displacements that go past
the 0.5% threshold are perceptible by residents and,
based on recent studies can result in human discomfort.
This is why using PTCs in steel frames is suggested to
improve the reliability of the structure. The results
showed the annual rate of surpassing the peak residual

storey drift is reduced by using PTC. Hence the reliability
of steel frames with PTC is higher compared to normal
moment frames [21].

Sofias and Pachoumis [22] tested two RBS
connection models under cyclic loading and compared
the results of lab model to the analytic model. All the
characteristics of these two models, such as steel type,
model’s geometry, and beam/column dimensions were
the same and the only difference was in the geometry of
the RBS cut [22-25]. The geometry properties of the RBS
are in Table 1.

Based on the results, both samples show similar
failure, stiffness, and load-bearing capacity. Despite the
different shapes of the RBS cut, the plastic zone was
formed the same in both samples.

Bavandi et al. [24], with analyzing dispersion index
focused on introducing an efficiency index for post-
tensioned steel moment connections, with carrying out
time history analysis and parametric studies on 3 models
of steel buildings with post-tensioned connection (with
various numbers of storeys) chose a model to evaluate
and determining the efficiency index; then, a comparison
and optimization was performed amongst the seven
dispersion indexes that were introduced in the paper.
Studies show that the efficiency index of PT connection,
which is determined based on the change coefficient
index, helps improve the speed and accuracy of the
analyses.

In light of the deterioration of infrastructure and the
increasing demand to reinforce structures to meet
stringent design requirements, there has been a
significant focus on the repair and strengthening of
structures worldwide. Furthermore, seismic
improvement of structures, particularly in regions prone
to earthquakes, carries utmost importance. This study
aims to explore the rehabilitation and strengthening of
steel structures using reduced beam section (RBS)
connections supplemented with post-tensioned cables
integrated into the beams of the structure. Regrettably, no
previous investigations have addressed the rehabilitation
of steel structures through the incorporation of high-
strength cables.

The primary objective of this paper is to
comprehensively examine and evaluate the energy
dissipation capacity, ductility, residual displacement, and
seismic resilience of structures when employing these
cables within steel frameworks. Through a thorough
investigation, this study aims to shed light on the

TABLE 1. Geometric properties of RBS beam for RBS1 and
RBS2 [22]

Specimen (@ (mm) (b) (mm) (c) (mm)
RBS1 HEA180/60/75/25 108 128 45
RBS2 HEA180/45/75/20 81 128 36
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potential benefits and performance implications of
utilizing post-tensioned cables as a means of
strengthening and rehabilitating steel structures.

2. MODELLING VERIFICATION

Since the topic is post-tensioned steel connections with
reduced beam section, we have built a numerical model
of one of the steel moment connections with top and
bottom angles, and also a laboratory specimen of a beam
connection with a reduced section in ABAQUS software.
The results and characteristics from Ricles et al. [6] have
been used to define the characteristics of the created post-
tensioned numerical model and verification of the
numerical model procedure. Hence we first introduced
the laboratory specimen.

Ricles et al. [6] studied a few laboratories specimen
under cyclic displacement loading. Figure 1 shows a
schematic of these connections, between two beams and
a column. In order to start the numerical model and
verification of the results, the results from specimen pc4
that was post-tensioned by 4 steel cables on each side of
the beam with an initial restricting force of 88.74 kN.

2. 1. Configuring the Model According to Figure
2, the model under study includes members with below
sections:

1- Column: the column section is W14x311 profile,
and the loading applied to the connection is applied
by a hydraulic jack to the free end of the column and
at 3658mm away from the joint connection at the
base of the column.

2- Beam: the beam section is W24x163, and
28830.5mm long.

3- Top and bottom angles: for this application, an
equal wings angle of 203mm and 15.9mm thickness
is used.

4- To strengthen the beam wings, we have used sheets
with 254x57x12.7mm dimensions.
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Figure 1. A- steel frame with post-tensioned connection
with top and bottom angles B- the details of external
connection of post-tensioned beam to column with steel
cables [6]
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Figure 2. Schematic figure of lab model used in Ricles et al.
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5- Post-tensioned cables: section area of each cable is
140mm? and passes through a hole of 25mm made
in the column’s wings.

6- To connect the top and bottom angles to column
wings one bolt is used, and to the beam wings a 25.4
mm bolt is used.

The schematic depiction of the laboratory model used

in Ricles et al. [6] research is given in Figure 2.

3. MATERIAL PROPERTIES

The yielding and ultimate stresses of the steel used in
various configuring components are listed in Table 2.

The finite-element simulations in this study utilized
the material properties reported in the reference
experimental studies conducted by Ricles et al. [6]. A
bilinear elasto-plastic stress-strain relationship was
adopted for steel in all components, except for the bolts.
High-strength bolts were modeled using a trilinear stress-
strain relationship. The material models employed are
illustrated in Figure 3.

TABLE 2. Properties of steel used in various parts of the lab
specimen [6]

Yielding Plastic Ultimate

. Plastic
Piece stress strain stress strain
(MPa) (Mpa)

Post-tensioned 1305 0.00656 1864 0.0627

cables

Stiffener plates 843 0.00421 895 0.0302
Shim plates 843 0.00421 895 0.0302
Angles 263 0.00131 465 0.0518
Beam web 266 0.00133 450 0.0933
Beam wing 230 0.00115 421 0.0967
Bolt 660 0.00330 830 0.074
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Figure 3. ldealized material behavior used in the finite
element analysis: (a) bilinear kinematic hardening; (b)
trilinear stress-strain steel model for bolts

In the material modeling, a strain hardening value of
0.05 was assigned for steel in post-tensioned (PT)
strands, while a value of 0.02 was selected for steel in
angles. For other components, a strain hardening ratio of
0.01 was assumed. Notably, a strain hardening ratio of
0.02 was chosen for angles to achieve improved
predictions of the cyclic response after yielding occurred.
Furthermore, a strain hardening ratio of 0.05 was
considered for PT strands, based on a bilinear stress-
strain relationship with a Young's modulus of 199 GPa,
yield stress of 1,305 MPa, ultimate stress of 1,864 MPa,
and an ultimate strain of 6%, as reported in the study by
Ricles et al. [6]. The modulus of elasticity and Poisson's
ratio for steel in other components were set at 200 GPa
and 0.3, respectively.

4. BOUNDARY CONDITIONS AND LOADING

The support conditions for the beam were implemented
in accordance with Figure 4. Specifically, roller support
conditions were applied at a distance of 2,830.5 mm from
the beam's length, resulting in a vertical displacement of
zero. Additionally, the nodes located at the bottom of the
column's centerline were constrained to have zero
displacement, representing pin support conditions.

To subject the structure to loading, displacement was
applied to the column flange. The loading protocol
consisted of symmetric cyclic story drifts with
amplitudes ranging from 0.1% to 3.5%. These story drifts
were defined as the displacement applied to the column
flange divided by 3,658 mm, following the approach by
Ricles et al. [6].

Prior to conducting the analyses, preloads were
applied to the bolts and post-tensioned (PT) bars.
Subsequently, multiple load steps were defined to impose
displacement drift cycles on the column. Nonlinear static
analyses were performed to investigate the cyclic
behavior of PT beam-column connections. The analyses
accounted for large-deformation effects, incorporating
geometric nonlinearity, material nonlinearity, and
contact, which are recognized as contributing factors to
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Figure 4. Support conditions of the lab specimen and
numerical model of Ricles et al. [6]

nonlinear behavior. Notably, the models did not
incorporate any initial geometric imperfections, focusing
on capturing the buckling behavior of the structural
components.

The applied force was a displacement cyclic loading,
and the number of cycles and displacement amounts
associated with each cycle are defined based on the
protocol in SAC-97 for steel structures. Figure 5 depicts
the relevant cycle for loading.

Later in the paper, the analytic model that is exactly
the same as the laboratory model is modelled by Abaqus
software. All parts of the model, except the post-
tensioned cable, are made by solid elements, and in the
post-tensioned cables, wire elements are used.

As shown in Figure 6, the various parts of the model
are situated in appropriate places, geometrically. 8 high
strength steel cables (4 on each side of the beam web) are
located along the web’s height.

5. MESHING

It is a prerequisite to numerical analysis to go through the
meshing, and the elements of the model are divided to
smaller elements. The configuring elements for all parts
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Figure 5. Loading protocol cycle used for this research [6]
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Figure 6. The assembly of consisting parts of the model, in
their appropriate place, finalizing the model's geometry

are hexagonal 8-node elements (C3D8R) except the post-
tensioned cables that were meshed using 2-node beam
elements. The meshing is shown in Figure 7.

After appropriate meshing and getting geometric and
appearance of the mesh in order, we can start solving the
problem. To achieve the desired number of elements, first
step we consider a main parameter that was the goal of
the analysis (here it is the displacement of the point in
column where the load applies), next step we increase the
number of elements (resulting in reducing size of the
elements) and repeat solving it in order to evaluate the
effects of refining the mesh on the parameter at hand, to
the point that there is an agreement between time and the
number of the elements, in other words to the point where
there is no particular change in the answer by the increase
in the elements, or in fact the cost of the calculations
outweighs the answers’ changes. At this juncture, the
model is deemed to be approaching convergence, thereby
rendering superfluous the incorporation of additional
constituents. Moreover, augmenting the number of
elements would not significantly enhance the precision of
the solution, but rather would solely result in the
elongation of the solution time.

As shown in Figure 8, the size of the mesh and
vertical axis in a calculation time curve and in another
curve the displacement at load application point in 10
analysis, in the first curve first, the meshing is controlled
against the calculation time. With refining the mesh size
to 0.06 the calculation time shows no noticeable changes,
but from 0.06 onward, the calculation time increases
considerably. Another time the meshing is controlled
from an accuracy point of view. As seen in the figure, the
high displacement changes happen with mesh size
changes at first, and curve’s slope is high, as the mesh
size reduces, the changes reduce too, and so does the
curve’s slope, to the point that it is almost zero slope.

6. CONTACT SURFACES

The model employed in this study encompassed various
components, including columns, beams, angles,

Figure 7. The model B meshing
(C) connection
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Figure 8. The mesh size curve to (A) analysis time (B)
displacement

reinforcing plates, shim plates, bolts, steel post-tensioned
(PT) strands, and anchorage plates located at the end of
the beams. To ensure computational efficiency and
manageable model sizes for finite element simulations of
large-scale structural components, certain assumptions
were made. Symmetry conditions were applied, resulting
in the modeling of only half of the connection assembly.
Furthermore, welding elements were not included in the
models. However, the influence of welding was
considered by imposing appropriate constraints on all
degrees of freedom for relevant volumes, such as the
beam flange and the beam reinforcing plate. This was
accomplished through the application of Tie constraints
to account for the welding effect.

To simulate the interaction between different
components, contact elements were defined in both the
vertical and tangential directions. Vertical interaction
was modeled as hard contact, preventing penetration
between contact element surfaces. A coefficient of
friction of 0.4 was assigned to all contact elements. The
following structural component interactions were
considered: (a) angle leg and shim plate, (b) angle leg and
beam flange, (c) beam web/flanges and shim plate, and
(d) PT bars and holes in the column flanges.

In the ABAQUS software, specific options were
utilized for the contact elements. The Gauss point
detection option was employed to accurately determine
the location of contact detection points. The penalty
function was chosen as the contact algorithm.
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Geometrical penetration or gap and offset were excluded
in the analysis. Additionally, certain settings were
adjusted to enhance convergence, particularly for the
contact between PT bars and holes on the column flanges,
which was identified as a potential source of non-
convergence. Modifying the normal penalty stiffness
factor for the contact element was one technique
employed to avoid excessive contact stiffness that could
lead to divergence. In Figure 9, the force-displacement
hysteresis curve, which is derived from the numerical
model in this study that, is compared to the results from
Ricles et al. [6].

The results from the numerical model correspond to
laboratory results. Also, by studying the two curves
together, we can see that the maximum lateral force
belongs to the laboratory model whereas the maximum
force resulting from the numerical model is equal to
277.9 unit, which shows an error of 3%. Considering the
low error between the maximum amounts of these
graphs, for two numerical and analytic modes of analysis
and also the similarity of behavior pattern and
deformation of constituting elements of the connection in
the numerical model made in ABAQUS software and
laboratory sample used in Racheal et al. [6] study, we
find out that the numerical model is made correctly. Now
we can claim the derived results are reliable.

7. NUMERICAL MODELS

Two general models are considered in this study. The
first group is denoted by RBS sign, in which the
connection is the reduced section beam that are
connected to the column by top and bottom angles. The
second group is denoted by RBS+PT, which are similar
to the first group in detail with the exception of having
the post-tensioned cables along with the top and bottom
angles.

400
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Figure 9. Comparing the results from numerical and
laboratory model

7. 1. Steel Connections with Reduced Section
(RBS) In this model, the same details and beam
and column dimensions of the verification model is used
with the difference that the reduced section with
geometric characteristics in Table 3 is used to move the
plastic hinge from the critical zone, and also, the post-
tensioned cables are deleted. In this connection, the beam
and column are connected to each other by means of top
and bottom angles.

7. 2. The Connection with Reduced Beam
Accompanied by Steel Post-tensioned Cables
In this model same details of RBS model are used, the
only difference is that there are 8 steel cables on both
sides of the beam parallel to the beam’s web, each one of
which are post-tensioned by an initial force of 73.5kN.
section area of each cable is 140mm? and crosses the
25mm holes that we created in the column’s web. In this
connection the beam and column are connected to each
other by the means of top and bottom angles. (Figure 10)
this model is identified by PT+RBS.

8. RESULTS AND DISCUSSION

The numerical RBS model results (RBS connections with
angles and without steel cables) are listed in Table 4.

In this category of connections, the critical point of
tension in the beam resides in the reduced section of the
beam. In such way that the tension in beam web and near
the reduced section of the beam or at the beam to column
connection point. Based on RBS+PT model, the max
tension in beam is 245MPa and located at the beam’s
web. The numerical RBS+PT model results (RBS
connections with post-tensioned cables) are listed in
Table 5.

The force-displacement hysteresis curve and push
curve of RBS and RBS+PT models are shown in Figure
11.

TABLE 3. the geometric characteristics of reduced beam
(b) (mm) (¢) (mm)
Value 134 391 30

Parameter (a) (mm)

(@) (b)
Figure 10. Connection with reduced beam section A-
without PT cable, B- with PT cabl
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TABLE 4. Results summary for RBS model analysis

Max plastic tension
in angle column in beam

Max plastic tension in  Max plastic tension

Max tension in
Beam (MPa)

Max tension in
column (MPa)

Max tension in
angle (MPa)

3.72E-3 0 4.078E-4

218 18.41 24.45

TABLE 5. Results summary for RBS+PT model analysis

Max plastic tension Max plastic tension
in angle in column in beam

Max plastic tension

Max tension in
Beam (MPa)

Max tension in
column (MPa)

Max tension in
angle (MPa)

2.227TE-2 1.774E-2 4.127E-2

186 107 245

Force(kN)

————— PT+RBS

-400
Displacement (mm)

Figure 11. Comparison of RBS and RBS+PT hysteresis
curves

Figure 12 shows the energy dissipation amounts
along the analyzing time, resulting from plastic
displacements which is summarized for RBS and
RBS+PT models.

8. 1. Parametric Studies Parametric studies are
used to study various parameters’ effects on the cyclic
response of post-tensioned connections. The post-
tensioning amount, the number of cables, the compound
effect of force, and cable increase are the factors that are
studied here.
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Figure 12. Energy dissipation of RBS and RBS+PT models
due to plastic displacement

8. 2. Post-tension Force Effect The self-centering
behavior of post-tensioned connections is highly
dependent on the post-tensioning force in cables.
RBS+PT sample was modeled to study the initial post
tensioning force by considering three different levels of
that. (RBS+PT0.45, RBS+PT0.5, RBS+PT0.6). In
naming these models of these category, PT represents
Post-tensioned, and the digits following that is the ratio
of initial post-tensioning force to the cables ultimate
tension (Ti/Tu). The ultimate force of post-tensioned
cables is 261kN. The following introduces the types of
models studied for these groups of connections.

8.3.RBS+PT0.35 Model In this model the 8 cables
are post-tensioned with a force equal to 91.87kN in each
one of them (25% increase compared to RBS+PT model).
the model is wunder cyclic loading. The force-
displacement hysteresis curve compared to that of
RBS+PT model is presented in Figure 13.

8. 4. RBS+PT0.45 Model In this model, the 8
cables are post-tensioned with force equal to 117.45kN
in each one of them (60% increase compared to RBS+PT
model). The model is under cyclic loading. The force-
displacement hysteresis curve compared to that of
RBS+PT model is presented in Figure 14.

8. 5. RBS+PT0.55 Model In this model, the 8
cables are post-tensioned with a force equal to 143.55kN

150

Force(kN)
g

RBS+PT
RBS+PT-0.35

Displacement(mm)

Figure 13. RBS+PT0.35 hysteresis curve compared to
RBS+PT
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Figure 14. RBS+PT0.45 hysteresis curve compared to
RBS+PT

in each one of them (95% increase compared to RBS+PT
model). The model is under cyclic loading. The force-
displacement hysteresis curve compared to that of
RBS+PT model is presented in Figure 15.

The results show that the initial post-tensioning force
will affect the stiffness and maximum flexural capacity
of the post-tensioned connection.

All models and their responses are listed in Table 6.
In this table, Or is the relative rotation angle between
beam and the column. Other parameters in Table 6, Ti ¢
Fmax: Mmax «Amax «Ki «<KP, and Ed respectively, show
the initial post-tensioning force, maximum force,
maximum moment, maximum displacement, initial
stiffness, and energy dissipation. Tu is the ultimate force
in each cable which here is considered to be 261kN. In
this part also, the distribution of tensions and stains
caused by the main connection elements is presented.

According to Table 6, the unloading happens sooner
for connection with less initial post-tensioning (Ti),
which is resulted in a bigger gap between beam and
column. When the post-tensioning force is increased to
143.5 from 73.5 (almost a 95% increase), the maximum
gap angle is reduced 7.32 percent. Also, the connection
with higher Ti shows a 26.65% increase in flexural
capacity (moment resistance) and a 26.95% increase in
initial stiffness. It’s worth noting, with increasing the Ti,

Force(kN)
RN
g

e -300 RBS+PT
-400 || - - RBS+PT-0.55

Displacement(mm)

Figure 15. RBS+PTO0.55 hysteresis curve compared to
RBS+PT

TABLE 6. Responses under cyclic loading
Ki Ed
N/m) (kN.m)

RBS+PT(0.28) 0.28 735 469  0.028 13302 290
RBS+PT0.35 035 9138 503 0.027 14232 311
RBS+PT0.45 045 1174 550 0.026 15556 469
RBS+PT0.55 055 1435 597 0.025 16893 576

12CA-
RBS+PT0.42

Model TifTu Ti (kN) ('m“;") or (rad)

0.28 1102 634 0.025 13302 666

the energy dissipation of RBS+PT connections is
increased by almost 99% as the loading capacity of the
PT sections is increasing.

Furthermore, the yielding spread and plasticizing the
beams in connection with higher Ti is more intense. The
beams in RBS+PT0.55 that has the highest post-
tensioning force, and show a 75% bigger plastic strain
(PEEQ) .

The simultaneous increase in the number of cables
and the initial tensioning force. The cables are the main
elements of PT connections, as the shear and moment are
transferred from beam to column by means of the cables.
Before the gap between the beam and column shows up,
the behavior of these connections is under the effect of
initial post-tensioning force, whereas the cables stiffness
will be the most effective parameter in these connection’s
behavior. In this part, we keep the length and section area
of the cables constant and change the number of those
instead. In this way the cables’ stiffness is proportionate
to their number. In order to increase energy dissipation
and improving the system’s behavior, we studied the
compound effect of increasing the number of cables and
their  post-tensioning force in the connection,
12CA=RBS+PT0.42 model with 12 post-tensioned
cables, with details similar to RBS+PT model, and with
post-tensioning force equal to 110.25kN (1.5 times of
RBS+PT model’s PT force) is modeled.

The force-displacement hysteresis curve of this
connection is shown in Figure 16, based on these
outcomes, with the increase in the number of cables, there

100 150

Force(KN)

------- 12Ca-RBS+PT0.42
—RBS+HPT

-600
Desplacement(mm)

Figure 16. 12Ca-RBS+PT0.42 hysteresis model compared
to RBS+PT
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is an increase in flexural capacity as well as ductility. The
connection with more cables, shows a more self-
centering and restoring behavior.

9. SUMMARY AND CONCLUSION

While previous finite element (FE) studies have
addressed certain types of post-tensioned (PT)
connections, the modeling techniques required for
different connections with distinct energy dissipative
mechanisms may vary. Moreover, a comprehensive
investigation focusing on the FE modeling of steel PT
connections with top and seat angles and reduced beam
connections (RBS) has not been previously presented.
This study aims to address this gap by developing three-
dimensional FE models to simulate the cyclic behavior of
interior steel PT reduced beam-column connections with
top and seat angles. The primary objective is to
demonstrate the development of more detailed FE
models using advanced features of the Abaqus software,
showcasing the capabilities of numerical models in
capturing the complex behavior of structural
components. Notable features in Abaqus are utilized,
such as the utilization of automated pretension elements
and providing detailed explanations on modeling steps
and options to mitigate convergence issues. Solid
elements are employed to model connections to ensure
comprehensive representation of local events. The
analysis incorporates pretensioned bolts, material and
geometric nonlinearity, and contact elements to simulate
the behavior of steel PT connections.

This investigation encompasses a parametric analysis
of three crucial factors influencing the cyclic behavior of
PT connections: the number of post-tensioned cables, the
magnitude of the initial post-tensioning force, and the
incorporation of a beam web stiffener plate. PT steel
connections offer an alternative to conventional rigid
connections, overcoming associated limitations. The
distinctive characteristic of this connection is the cyclic
opening and closing of the gap between the beam and
column intersection, facilitated by relative displacement
and the restoring force of the cable. The top and bottom
angles act as energy dissipators, ensuring effective
energy dissipation. The study's findings can be
summarized as follows:

The proposed configuration demonstrates significant

innovation, leading to improved seismic performance

of the connection.

Numerical analysis results exhibit strong agreement

with laboratory findings, validating the reliability and

accuracy of the models.

All  PT models exhibit minimal residual

displacements, with cyclic behavior being influenced

by factors such as PT cable yielding, local beam
buckling, and angle rupture.

Increasing the post-tensioning force in PT cables by
95% yields a 26.95% increase in stiffness, a 26.65%
enhancement in flexural capacity, and an almost 99%
escalation in energy dissipation, as indicated by the
conducted parametric study.
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ABSTRACT

The aim of this paper is to propose a new method for controller design using control places in special
hybrid Petri Nets called Hybrid-Time Delay-Petri Nets (HTDPN). Most control approaches use the
control place of the supervisory control for discrete Petri Nets. However, the new approach uses the
place to control the linear dynamical systems which are modeled by the HTDPN tool. This controller
consists of control places, transitions, arcs connected to the control place, and weights of the arcs, which
are added to the HTDPN model of the system. In this paper, there are three main steps for the controller
design. In the first step, the plant is modeled using the HTDPN tool, and in the second step, a controller
is designed using the novel method presented. Finally, the weights of arcs connected to the control place
are computed using the Lyapunov function theory, which guarantees closed-loop stability. The main
advantage of this method is the possibility of using continuous and discrete places simultaneously in
nonlinear systems. Unlike most previous approaches, in the proposed method, an expert designer can
create a favorite controller in the graphical environment, and then apply changes to the mathematical
environment of the HTDPN model. The performance of the proposed controller is evaluated by a
comparative study. The comparison criteria in this article are: error criteria (IEA), energy consumption,
rise time, settling time and simulation run time. The simulation results showed that the proposed method
was 45% and 600% better conditions than the Model Predictive Conrol (MPC) and optimal control

methods, respectively.

doi: 10.5829/ije.2023.36.10a.12

1. INTRODUCTION

In new systems such as traffic systems, biological
systems, etc., they are described by differential
equations, therefore, they are motivated to develop new
methods for analysis, modeling, evaluation and control of
systems [1-3]. One of the most successful modeling
approaches is Petri Nets [4].

The control of dynamic systems which are modeled
by the HTDPN tool has been a matter of great interest. In
the last decade, several researchers have been working on
the control based on discrete Petri Nets [5, 6].
Supervisory control is one of the essential methods for
controller design in Discrete Event Systems (DES) using
Petri Nets tool [7]. In supervisory control, the behavior
of the system is controlled by adding places and
transitions [8]. Demongodin and Koussoulas [9, 10]
modeled a controller which was designed based on
supervisory control for the industrial system by

*Corresponding Author Email: adideban@semnan.ac.ir (A. Dideban)

differential Petri Nets. In the articles mentioned,
differential equation modeling was carried out by Petri
Nets, which requires the use of new definitions such as
discrete implicit differential transition. Saleh et al. [11],
a hybrid adaptive Petri Nets is introduced, in which
transition commutes between discrete and continuous
behavior depending on a threshold. Ruan and Li [12], for
the control of traffic, first, a macroscopic model based on
continuous Petri Nets is proposed, and then predictive
control laws that improve the behavior of traffic systems
are designed. Taleb et al. [13] designed a model
predictive control for timed continuous Petri Nets
systems. In the methods mentioned, controllers are
designed based on the system variables that are generally
flow. Continuous systems theory is often described by
continuous-time differential or discrete-time differential
equations. Therefore, this tool could not be practical to
apply to all dynamic systems [14, 15].

Please cite this article as: A. Ahangarani Farahani, A. Dideban, Controller Design of Hybrid-Time Delay-Petri Nets Based on Lyapunov Theory
in by Adding Control Places, International Journal of Engineering, Transactions A: Basics, Vol. 36, No. 10, (2023), 1868-1879
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Previous attempts have been made to model and
control continuous linear dynamic systems, which are
modeled by differential equations using Petri Nets.
Dideban. and Ahangarani Farahani [16] also designed an
output feedback controller based on modified Petri Nets.
Modified Petri Nets was introduced by Dideban et al.
[17], where a discrete transfer function is modeled by
Petri Nets. A PID controller based Petri Nets was also
proposed by Dideban et al. [18] and Ahangarani Farahani
[19]. In these works, some new concepts were added to
the conventional Petri Nets, making them rather difficult
to be analyzed. The state feedback controller by the
Continuous-Time Delay-Petri Nets tool without adding
new elements to Petri Nets has been presented by
Ahangarani Farahani and Dideban [20]. In the following,
the Hybrid Time Delay Petri Net is introduced as a tool
for modeling systems with the current sample time
signals, including various subsystems, and multi-mode
systems [21]. Then a PID controller is designed in which
the gains are tuned by the intelligent method. In all the
introduced tools, none of the methods provide a
controller design based on the graphical and
mathematical capabilities of the continuous Petri Nets
tool for dynamical systems.

The control place approach is an important method in
the control of discrete event systems modeled by Petri
Nets. Ma et al. [22] developed an algorithm an optimal
control sequence in Petri Nets for designing, which
drives a plant net from a source marking to a set of target
markings without passing any pregiven forbidden
markings. A shunt active power filter (SAPF) based on a
three-phase serial flying capacitor multilevel inverter
(FCMI) controlled using a Petri net tool is presented by
Othman et al. [23]. This controller design is based on the
structure of the investigated system and according to the
capabilities of the Petri net for the control of discrete
event systems. Bashir et al. [24] attempted to prevent
deadlock in a manufacturing system, the design of
supervisory control which was done based on the Petri
Net tool and using the combination of place and transition
control. Here, the combination of place and transition has
been given flexibility to the designer. Chenand Hu [25]
used the developed place-invariant control in automated
manufacturing systems based on the Petri Nets tool. In
this article, the extended place-invariant control principle
is initially proposed. Second, three types of place-
invariant, from the special to general, are developed.
Finally, the use of this principle is presented to simplify
the design of supervisory control. In these articles, all
methods and controllers based on Petri Nets are designed
for discrete event systems and to prevent the system from
entering unsafe conditions. Therefore, these methods
cannot be used for dynamic systems that are described by
differential equations and discrete events, such as
HTDPN.

The principal contribution of this article is to use the
idea of control place to design controllers in linear
dynamic systems which are modeled by the HTDPN tool.
In the proposed approach, the use of control places
technique, which is used for the supervisory control of
conventional Petri Nets, is extended to HTDPN. Unlike
classic control methods for dynamic systems, an
important feature of this novel controller is the use of
Petri Nets graphics capabilities. In this method, the user
can design the controller by adding control places to the
HTDPN model in the graphical environment. The
designed controller is easily applied to the mathematical
part by the incidence matrix. Therefore, controller design
is done in the graphical environment instead of the
mathematical environment. In other words, here, the
controller design methods for discrete event systems are
used to design the controller of the dynamic system
modeled with a HTDPN. In this paper, the relationship
between the control places and other components are
determined using the GA (Genetic Algorithm) method.
Another innovation in this article is to present the use of
Lyapunov's theory to prove stability in Petri Nets based
on the incidence matrix. Here, by applying the Lyapunov
stability theory on the incidence matrix, the weights of
the arcs connected to control place or the control
coefficients are obtained. The ability to use continuous
and discrete places simultaneously enables us to design a
suitable controller in some nonlinear systems. Another
innovation of this paper is the use of Lyapunov stability
concepts for the mathematical part of the Petri Nets and
its use for controller design. The simulation results show
that the implementation of this control method using Petri
Nets capabilities has better accuracy and less energy
consumption than optimal control and MPC Method.

The paper is structured as follows. In section 2, the
main concepts, definitions, and mathematics of the
Continuous and Hybrid-Time Delay-Petri Nets are
proposed. Controller design and stability proof based on
Lyapunov theory in the HTDPN is presented in section
3. The dynamic model of the capsubot robot and the
implementation of the control method on the system are
presented in section 4. Section 5 is dedicated to
simulation results, and finally, the conclusion is given in
section 6.

2. CONTINUOUS AND HYBRID-TIME DELAY-PETRI
NETS

In this section, the CTDPN and HTDPN tool, definitions,
and properties are provided. In addition, the
mathematical equation has been developed for the
HTDPN tool.

A CTDPN is a mathematical and graphical modeling
tool for dynamical systems, which are described by
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difference equations. The CTDPN tool is defined as

follows [20]:
Definition 1: A Continuous -Time Delay-Petri Nets
(CTDPN) is a 6-tuple PN¢ =

{P, T,W (Pre), W* (Post), M, T} such that:
P ={p;,ps -, 0} and T = {t;, t,, -+, t,, } are finite sets
of continuous places and transitions, respectively.

Pre and Post are the incidence functions that specify
the multiplicity of arcs between places and transitions.
MyeR is the initial marking vector, and T is the time
interval between each run cycle. To model the continuous
dynamic system using the CTDPN, the following
assumptions and rules should be considered:

Continuous transitions are corresponding to time
delays.

In the CTDPN, M € R™.

The enabling degree of a transition ¢; at a marking M (p;)
is defined as:

M(p;)

q(t,m) = min (Pre(pi,tj)) )

i:piE°tj

A continuous transition ¢; € T is enabled, i.e., it can fire,
if

IM(p)| > 0Vvp; € t;

where °t; = {p; € P|Pre(p;, t;) > 0} is the input place.
In the CTDPN tool the weights of the arcs can be negative
or non-negative real numbers.

Property 1: The continuous transitions speed in the
CTDPN used in the linear system are determined by the
input place tokens (M (p;)) divided by the sampling time
(T5).

M(py)

Vi =T )

Proof: Proof is given in appendix.
Property 2: The fundamental state equation of the
CTDPN can be written as follows:

mmn) =mn—-1)+Wmn—-1) (3)

Proof: Proof is given in appendix.

Property 3: The eigenvalues of the dynamical system are
equal to the eigenvalues of the W *matrix by removing
the value of zero.

Proof: Proof is given by Ahangarani Farahani and
Dideban [20].

A HTDPN is a modeling tool to model dynamic systems
such as systems with current sample time signals, system
including various subsystems and multi-mode systems.
Definition 2: A HTDPN is defined as PNy =
{P, T, W (Pre), W*(Post), M,, h, T}, where

P ={p;,ps ., 0n} and T = {t;, t,,**, t;,} are a finite,
not empty, set of continuous and discrete places and
transitions, respectively. Pre and Post are the backward
and forward incidence mappings. M, and T, were
introduced in definition 1. h: PUT — {C, D} is a hybrid
function which indicates whether each node is a discrete

node or a continuous node. In HTDPN, discrete
transitions are initially executed [20].

To illustrate this tool, consider the net in Figure 1. All
concepts that can be modeled to HTDPN are shown in
this figure. Places p; and p, and transitions t,and t, are
continuous places and transitions, respectively. Places p,
and p, and transitions t; and t, are discrete places and
transitions, respectively.

Here, transition ¢, is enabled only if there is at least
one token in p; and M(p,) > 0. Therefore the speed of
transitions t; and t,can be written as follows:

_ M) - M®,) )

% )
1 T, 2 T

However, the following assumptions and rules should be
considered:
Continuous transitions are corresponding to time delays.
In the HTDPN, continuous places contain real values,
while discrete places contain non-negative integer
values.

A continuous transition ¢; € T is enabled, if each of
the continuous and discrete input places to transition t;
have the following condition at the same time:

IM(p)| > Pre(p,t;) &  Ifp, D-Place .
VPis1 € tj
[M(p)| >0 If p; C-Place
The firing speed of the continuous ¢; € T is:
v = M@y If p; C-Place %)

Ts

A discrete transition t; is enabled at discrete M (p;), if
M(py) = Pre(p;, t)

In the first step, the discrete transitions must be
evaluated and fired (if enabled) before continuous
transitions. Therefore, the fundamental equation for the
discrete part of the HTDPN is:

b ol

where X (n) is the firing vector of discrete transitions.

The fundamental equation for the continuous part can
be written as follows:

() (n—1) "
el = e o w ] 7)

Figure 1. A hybrid Petri Nets model
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where the incidence matrix is written as:

-1 0 0 0
1 -1 o of_[we
=10 0o -1 1 _[WCD

0 0 1 -1

WDC] (15)

WD

where W€ and WP correspond to arcs among continuous
and discrete nodes, respectively. WP¢ corresponds to
arcs among discrete transitions and continuous places.
Arcs among continuous transitions and discrete places
(W€P) are zero and their effects are given in the VV vector.

In this paper, the discrete transitions between
continuous places were not used.

[M(pl(n—l))l
Tg

V(n) = I.M(vzgl—n)

.

0
For the X(n) vector, if M(p;) = Pre(p;t;), the
transition can be fired. In this example, t; can be fired
and then X, (n) = 1and for the transitiont,, X;,(n) =
0. The simple hybrid system mentioned above has two
modes. Therefore, this system can be converted into two
continuous systems, in the first mode, the place p; has a
token and in the second, p, has a token. To examine the
stability property, it is necessary to construct the matrix
J¢t . This matrix is defined in definition 3.
Definition 3: In each mode, the augmented continuous
incidence matrix j¢* is extracted from the system
incidence matrix W as follows:

Jer=wer s WP img (k)] ©)

Where m, can be obtained as:

(®)

And X is the firing vector of discrete transitions.
3. CONTROLLER DESIGN BASED ON CONTROL

PLACE IN THE HTDPN TOOL

A detailed description of the controller design algorithm
based on the HTDPN tool is presented in five steps as
follows:

Algorithm 1:

Step 1. Calculate the open-loop poles of the system in
each discrete mode using the augmented continuous
incidence matrix J¢* based on property 1 [26].

det(zl —J°*) =0 (11)
xl(t) = xz(t)
X, (t) = —%(M +m)g.sign(x,) + %
X3(t) = x4(t)

. , 1
%4 () = —Uppg.sign(xy — x3) — mY

mg.sign(x, — x;) + Lu

M

1871

If the system in each mode is stable, there is no need to
design a controller; otherwise, go to step 2.

Step 2. Add a control place to the HTDPN model of the
system.

Step 3. Construct the /5%, in each mode. The dimensions
of Jet,are (n + 2) x (n + 2).

Step 4. Obtain the fundamental equation of the system in
each mode.

mc(n) = mc(n - 1) +]CUTS (12)
where
= =D (13)

Ts

So equation Equation (12) can be rearranged to Equation
(14):

me(n) =J*mc(n—1) (14)

Step 5. Calculate k; as the system is stabilized. Here, the
Lyapunov method can be used.

A Lyapunov function can be exploited for the
synthesis of nonlinear control systems. First, a Lyapunov
function V must be found for the closed-loop system and
then a control law is designed, which makes the
AVnegative for the required region of attraction [27]. For

this purpose, the following Lyapunov’s function
candidate is defined:

V(n) =mlPm, >0 (15)
and

AV=V(n)-V(mn-1)<0 (16)
where

AV =ml(n— 1] TP]**m.(n— 1) = mI(n — 1)Pm.(n —
D<0=>AV=mltn—1)J*TP]* —P)m,(n—1) <0
= AV =ml{(n—-1)(=Q)m.(n—1)

where

Q — _(]C+TP]C+ _ P)

In Lyapunov’s method for stability, @ must be a positive
definite constant matrix.
The flowchart of this algorithm is shown in Figure 2.

17

4. CONTROLLER DESIGN FOR CAPSUBOT ROBOT

4. 1. Capsubot Dynamic Model The capsubot is
selected as the system, that is to be controlled by adding
a control place. The simplified schematic model of the
legless piezo capsule robot is depicted in Figure 3.

A mathematical model of the capsubot system is
derived below [28].

= X(t) = A.X(t) + Bu(t) + £.(t) (18)
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Calculate open-loop poles system
in each mode

Is the
system
stable?

‘ Add a control place to system ‘

Calculate the incidence matrix
in each mode

Design controller based on new incidence
matrix using Lyapunov method in each mode

Il

‘ Calculate k ‘

D ——————
Figure 2. Flowchart algorithm to design a control place
based on the HTDPN model

Piezo
Capsubot Shell (M)
¢ Inner Mass (m)

v

Xq
4 Xa
.

Figure 3. The schematic of the legless piezo capsule robot

L §

where
X() = [x1(0) %) x3(t) x0T
and

%1 (t) = x,(t)

%,(t) = —1.3571.sign(x,) + 0.0523.sign(x, — x,) + 1.111u

%3(t) = x4 ()
%4(t) = —0.0785.sign(x, — x,) — 1.6667u

0100 [E]
Ac:g g 8 2,3C=|fg|

0000 [—iJ

| (M +m)g. sign(xz()) + 5 mg. sign(x, — x)
fc(t)=| M o

l g signe, — ) :

The parameters of the capsubot robot used are given in
Table 1.

A mathematical model of the capsubot microrobot is
described as follows:

Finally, the HTDPN with step input for this model is
demonstrated in Figure 4.

Here 0% is the smallest measurable value in a digital
system. The incidence matrix is depicted in Figure 5.

The HTDPN tool models multi-mode systems very
well and provides a clear graphical model for analyzing
and designing the controller. This system operates in four
modes.

The augmented continuous incidence matrix for each
mode is given in Table 2.

4.2.Control Design Based on Place  The dynamic
model of the aforementioned capsule robot is a combined
nonlinear model that consists of a discrete event part and
a linear dynamic part. Therefore, the proposed technique
is very difficult to control. In the following, the control
method is presented in 5-steps.

Step 1. The open-loop poles of the system in each mode
are calculated as:

TABLE 1. Parameters of the capsubot
My(kg) my(kg) pu(N/M/s) U (N/M/s) g (m/s?)
0.9 0.6 0.083 0.008 9.81

(19)

After converting the dynamic system from continuous-time system to discrete-time system with the sample time T, =

0.01(s), the resulting state space is:

x; (k) = x,(k = 1) + 0.01x,(k — 1) — 1.3571 X 10~*. sign(x, (k — 1))
x3(k) = x,(k — 1) — 1.3571 x 10 2. sign(x,(k — 1)) + 0.0111u(k — 1)

(20)

x4(k) = x4(k — 1) — 0.0785 x 10~ 2. sign(xs(k — 1) — x,(k — 1))

—0.0167u(k — 1)
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1.3571x107 t

-0.0167

P=xa(k)

-1.3571x10 l

-1.3571x10°

p=x:(K),

e
1

1.3571x10*

0.00785x10°

tie
1

-0.00785x107

tis

Pr=Xa(k)-Xx(k)<0

Figure 4. The HTDPN model of the capsubot

0 0 0o 0 O 00 O 0O 0 O 0 0 0 0
0 10000 0 0 00 0O O 0 0 -13571x10"* 1.3571x107* 0 0
00111 0 0 0 O 0 0 0 0 0 0 -13571x10"%2 1.3571x1072 0 0
0 0 0 1 0001 00 0 0 0 O 0 0 0 0
00167 0 0 0 1 00 0O O 0 O 0 0 0.00785 x 1072  —0.00785 x 1072
wr=| o 0 1 0 0 0000 0 O 0 0 0 0
0 0 -1 0 1 00 0 0 0 o 0 0 0 0
0 0 0 0 O 00 1 0 0 O 1 0 0 0
0 0 o 0 O 00 O 1 0 O 0 1 0 0
0 0 o 0 O 00 O 0 1 o0 0 0 1 0
0 0 0o 0 O 00 0O 0 0 1 0 0 0 1
Figure 5. Matrix incidence presentations
TABLE 2. The incidence matrix for capsule robot in four modes
Mode Condition The augmented continuous incidence matrix
0 0 0 0 0 0 1
0 1 001 0 0 —13571x107*
1 x(k—-1)>0& jer=|0011L 0 1 0 0 —1.3571 x 1072
x,(k—1) —x,(k—1)>0 0 0 0 1 0.01 0
—00167 0 0 0 1 —0.0785x1072
0 0 0 0 0 1
0 0 0 0 0 0 1
0 1 001 0 0 —13571x107*
9 Xk-1)>0& jer=|0011L 0 1 0 0 —1.3571 x 1072
X, (k—1)—x,(k—1) <0 0 0 0 1 0.01 0
—00167 0 0 0 1  0.0785x1072
0 0 0 0 0 1 :
0 0 0 0 0 0 ]
0 1 001 0 0 13571x10™*
3 x(k-1)<0& jer=| 00111 0 1 0 0 1.3571 x 1072
x,(k—1)—x,(k—1)>0 0 0 0 1 0.01 0
—00167 0 0 0 1 —0.0785x107?
0 0 0 0 0 1
0 0 0 0 0 0
0 1 001 0 0 13571x10™*
4 x(k-1)<0& jer=|00111 0 1 0 0 1.3571 x 1072
x,(k—1)—x,(k—1)<0 0 0 0 1 0.01 0
—00167 0 0 0 1 0.0785x1072
0 0 0 0 0 1
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z=1
z,=1
z3=1
zy=1

lzs = —0.0001 + 0.0105(
26 = —0.0001 — 0.0105i

The system is unstable, so it requires a controller.

Step 2. Add a control place to the HTDPN model of
the system. The HTDPN model of the system is shown in
Figure 4.

Switch
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The HTDPN model of Equation (19) with the
controller is depicted in Figure 6.
In Figure 6, transitions t,¢, t,7, t;5 and t;4 act as a switch,
and by placing the robot in any mode, these transitions
determine which control coefficient to use.

Step 3. The augmented continuous incidence matrix
<t Jis structured in Table 3.

|1.3571x107 l
Py

1.3571x10

1.3571x10°

000785107

0.00785x107

Pa=xu()xa()

Pu=x()x:(K)<0

Figure 6. The HTDPN model of the system with Equation (27)

TABLE 3. The incidence matrix for capsule robot with control place in four modes

Mode Condition The augmented continuous incidence matrix
00 0 0 0 0 0
01 00l 0 0 —13571x10"* 0
x(k—1)> 0 & 00 1 0 0 -13571x102 00111k,
1 < =lo 0 0 1 001 0 0
Xy(k =1 —x(k=1) >0 00 0 0 1 —00785x102 0
00 0 0 0 1 ~0.0167K,
1 0 0o o0 1 0 0o
00 0 0 0 0 0
01 001 0 0 —13571x10"* 0
o (k—1)>0& 00 1 0 0 -13571x10"2 0.0111K,
2 =0 0 0 1 001 0 0
(k=1 —x(k=1) <0 00 0 0 1 00785x10°2 0
00 0 0 0 1 ~0.0167K,
1 0 0o o0 1 0 0o
00 0 0 0 0 0
01 000 0 0 13571x10~* 0
o (k—1) < 0& 00 1 0 0 13571x102 0.0111K,
3 < =lo 0 0 1 001 0 0
%k =1 —x(k =1 >0 00 0 0 1 —00785x102 0
00 0 0 0 1 —0.0167K,
1 0 0o o0 1 0 0o
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x(k-1)<0&
x,(k—1) —x,(k—1) <0

3%
<
|
=)
cocoococoro

0 0 0 o0 0 0
0 001 0 0 1.3571x10™* 0 ]
[0 1 0 0 13571x1072 0.0111K, |

0 1 0.01 0 0 |
[o 0 0 1 00785x1072 o |
lo 0 0 o0 1 —0.0167K4J
1 0 0 1 0 0

Step 4. Obtain the fundamental equation of the system.

m.(n) =m,(n—1) + /%

Step 5. CalculateK; as the system is stabilized with the

Lyapunov method.

V=mI(n)Pm.(n) >0

AV =mI(n— 1Pt —P)m.(n—1) <0 = AV
=m{(n - 1D(=Qm(n—1)

Here, the genetic algorithm method is used to calculate

the control coefficients. The genetic algorithm must

satisfy Equation (3) and also minimize the following

fitness function:

Fopj = (24(8) = x4q(0)° (1)

The parameters of the genetic algorithm for the system
are shown in Table 4.

The convergence trends in the GA for the controller
are shown in Figure 7.

Consequently, the K; for each of the modes are given
in Table 5.

5. SIMULATION RESULTS

In this section, the performance of the controller design
algorithm will be presented using a control place based
on the HTDPN model. In this paper, to investigate the
performance of the introduced method, this method is

TABLE 4. The Parameters of the GA.
Elite Count

Generations Crossover Fraction

50 3 0.7

Best: 42.2864 Mean: 42.301

-+ Best fitness

Fitness value

42.35 -

423 - R

4225
0

5 10 15 20 25 30 35 40 45 50
Generation

Figure 7. The GA convergence trend in the controller

TABLE 5. Control coefficients of the capsule using Lyapunov
theorem.

Mode Condition Gain

. (k= 1) >0 %x;(lé “D-xl- g _gog

, x(k=-1)>0 %xi(lé “D-xnl- p 17436
5 X(k—1) < ozil)x;(lé—l)—Xz(k— K; = —16.121
. x,(k—1)<0 %xi(lé -1 —x(k— K, = —16.508

compared with the MPC. Figure 8 shows the capsubot
step response in the proposed approach and MPC.

A comparison of the results in Figure 8 shows that the
HTDPN response is stable and the proposed control
method converges faster than MPC.

Figure 9 and Figure 10 depict capsubot velocity and
inner mass velocity, respectively.

These figures show that the inner mass velocity and
robot velocity of the proposed method has less oscillation
and is smoother than the predictive control method;
therefore, the result can be easily implemented.

The input signal in the proposed approach and MPC
method is shown in Figure 10.

Figure 11 shows that the input signal in the proposed
approach is smoother than the predictive control method.
This is while the input signal peak is higher in the
presented method. Energy consumption can also be
calculated as follows:

W =S, U@D).00(0) (22)

Capsubot Position (m)

HTDPN | |
= = =MPC

o 1 2 s 4 5 6 7 8 9 10
Time (Sec)
Figure 8. The output of the proposed approach and MPC
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HTDPN
= = =MPC

0 1 2 3 4 5 6 7 8 9 10

Time (Sec)

Figure 9. The capsubot velocity

Inner Mass Velocity

U

DAY
vy ‘:"'u‘,\"nl-

Time (Sec)
Figure 10. The inner mass velocity

25

20

Input Force (N)
> o

o

T
HTDPN
=MPC

'f‘ n |‘I |‘| ] 'i .0
I [ N
0 [En' S l::‘.n.". 4’-':| '.:.'.I‘r""L
' ot | ;l' :'\ Ml w )\'}r b
1 vy gt
5 . . . . . . .
0 1 2 3 4 5 6 7 8 9 10
Time (Sec)

Figure 11. The input signal of the proposed approach and

MPC method

The integral absolute error (IAE) is commonly used
in the design and evaluation of practical control systems'
performance. The IAE is calculated as follows:

IAE = X1, le(D)] (23)

Table 6 shows a comparison of different criteria for
the four simulated methods.

Here, for a more accurate comparison of these
methods in Table 5, these parameters are normalized as
below:

S =

Design parameter value

gDeiired value (24)

The total of numbers is a criterion for comparing
these methods. Table 7 illustrates these normalized
criteria.
As Table 7 clearly shows, according to the design criteria,
the control place scheme for dynamic systems has proper
performance in comparison to the MPC. This controller
is designed according to the capacity of the HTDPN tool.
Therefore, the designer can perform the desired
controller in the graphical environment of the HTDPN
tool. Finally, the design result is applied in the incidence
matrix for use in the simulation. In addition, the
simulation of the system mentioned above by our novel
algorithm and the conventional one via the same
hardware configuration relays a significant advantage of
the new method, which is time efficiency. For future
works, it is suggested that other control design algorithms
such as fuzzy and optimization methods be implemented

TABLE 6. Comparison of the controller design criteria for the
different methods.

Proposed Optimal

Method method MPC Control cLe
E’;ﬁ;%ption g 01617 032 01372 03032
I1AE (m) 5.572 19.075 581.8096  56.087
Rise Time (S) 0.2119 2.406 6.8857 6.8

Settling Time () 0.4651 4319 8.4218 8.24

Force Peak (N) 25 4 1.518 4.4158
Run Time (S) 0.7336 0.951 0.9689 0.8974

TABLE 7. Comparing the normalized parameters for the different methods

Method ;
Normalized Values Proposed method MPC Optimal Control CLC
Energy Consumption 1.1794 2.5675 1 2.865
IAE 1 3.4234 104.4167 10.0658
Rise Time 1 20.366 32.4675 32.001
Settling Time 1 9.2851 18.1159 17.7166
Force Peak 16.4745 2.635 1 291
Run Time 1 1.2963 1.3208 1.223
Sum of NV 21.6539 39.5733 158.3209 66.871
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with the HTDPN tool and the results be compared with
the proposed method.

6. CONCLUSION

In this paper, a novel method for controller design was
presented in the environment of the HTDPN tool. In this
approach, the desired controller was designed by adding
control places in the graphical environment of the
HTDPN model system. Using the properties of the
HTDPN tool, the controller designed in the graphical
environment was transferred to the mathematical
environment. Here, the control place technique used in
the design of supervisory control in conventional Petri
Nets was extended to a HTDPN. Then, by applying
Lyapunov's theory to the incidence matrix, the
coefficients of the controller were extracted. This
controller guarantees that the system was stable. In
addition, the control place inputs were determined by the
GA method. To prove the performance of the controller,
this method was implemented in the capsubot model. It
was obvious that this method simplified system analysis
and controller design. In addition, due to the use of
environment matrices for changes of system states and
algebraic operations instead of solving equations, the
proposed approach provides a faster mathematical
algorithm that can reduce simulation time and
complexity for complex systems. Additionally, the
results clearly showed that this approach could improve
the performance of the controller design.

For future work, it is suggested that the analysis of
some system properties, such as controllability and
visibility, which are extracted using the state space,
should also be investigated and analyzed in modeling
using the HTDPN tool.
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8. APPENDIX

The proof of the property 1 is as follows:
Proof: Due to the difference equations, the coefficient of

the first side of the equation is equal to 1, therefore, in the
CTDPN model, this relation always holds; Pre(p;, t;) =
1, therefore:

() = min, (M(p0) (25)

a(tym) = min Pre(pitj))  ip;e

i:p; = tj
Since in the CTDPN, the maximum speed of a transition
is assumed infinity; therefore, we can suppose that all of
the tokens in the places before a transition tj are
discharged at time T, and then the transitions speed is a
function of enabling degree for this transition. Therefore:

ft1+TS (t)dt— mln (M(pl))

fttl1+Ts v (©)dt = vj(t) (& + Ts — t1) = (26)

_ M@y
B ()T = (1) = 22

The proof of the property 2 is as follows:
Proof: The fundamental equation for timed Continuous
Petri Nets between times t; and t, is as follows:

m(t,) = m(t,) + ffj Wo(t)dt @27

Ift, =nT, and t; = t, —dt = (n — 1)Ty the following
can be written:

m(nTy) = m((n— DT) + W [, v(O)dt (28)

Here, T, is sample time.
By property 1, the following holds true [26]:

f(:llTsl)T v(t)dt = m((n - 1)TS) (29)

Substituting Equation (29) into Equation (28) and
rewriting it gives:

m(nTs) = m((n— DT;) + Wm((n — DTy) (30)

Therefore, the fundamental equation of HTDPN can be
obtained as:

mn) =mn—-1)+Wmmn-1) (31)
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ABSTRACT

Different industries, including aerospace, marine, and automotive, widely use titanium alloys such as Ti-
6AIl-4V. Although, this alloy has excellent properties; it is highly susceptible to corrosion and has low
thermal stability and tribological characteristics, limiting its application. In this research, after preparing
the AlgsCussFerps quasi-crystalline (QC) powder mixture and appropriate target, the magnetron
sputtering method was employed to deposit the QC coating on the Ti-6Al-4V substrate. The powder
mixture and AlCuFe thin films were annealed at 700°C for 2 h. The scanning electron microscope (SEM)
analysis and X-ray diffraction (XRD) methods were used to investigate the microstructure and
morphology of mixed powders and Al-Cu-Fe QC coatings. NaCl solution (3.5 wt.%) was utilized to
conduct the electrochemical measurements. Al-Cu-Fe thin layer deposited on the Ti-6Al-4V alloy
surface without any cracks. The XRD patterns related to the annealed powders and the coating after heat
treatment indicated the presence of CusAl, AlFes, and quasi-crystalline ternary phases of AlgsCuzoFess,
AlsFe, AlTi,, and AlgsCuyoFess phases, respectively. Based on the polarization test results, the annealed

coating at 700°C showed better electrochemical behavior than the Ti-6Al-4V substrate.

doi: 10.5829/ije.2023.36.10a.13

1. INTRODUCTION

Titanium and its alloys are extensively employed in
automotive, biomedical, and aerospace industries due to
their unique properties including biocompatibility, high
strength-to-weight ratio, and low modulus of elasticity.
In contempt of the different pleasant assets of Ti—-6Al-
4V alloy, the operation of this alloy is restricted,
especially when it comes to tribological applications
characteristics [1]. Although Ti-6Al-4V alloy has several
unique characteristics, its durability in engineering is
restricted because they are not hard enough and also
highly sensitive to corrosion.

Quasicrystals not only show different structural
features, such as the absence of translational symmetry
that is representative of non-crystalline materials but also
represent the feature of crystalline materials (e.g.,
generating sharp peaks in XRD). Quasicrystalline
materials are appropriate for many practical applications

*Corresponding Authors Email: m-rahimi@merc.ac.ir (M. R.
Rahimipour), mmfarvizi@yahoo.com (M. Farvizi)

due to their unique characteristics, including significant
hardness, and notable resistance to corrosion. Previous
studies [2] have shown that the developing of mixed
quasi-crystalline (QC) coatings can enhance the titanium
alloy’s wear resistance (grade five). The performance of
wear resistance for the Al-Cu-5Fe coating was 2.8 times
that of the substrate. Although QCs have limited
applications as structural materials due to their brittle
nature, their distinctive characteristics raise the
possibility of applications as functional materials in
several fields such as a catalytic agent to produce
hydrogen [3,4].

According to the type of coating, the methods of
obtaining quasicrystalline coatings are divided into two
groups (including powder and film coatings). While
powder coatings are made using thermal-gaseous and
electrochemical procedures, film coatings are obtained
through various physical procedures, including chemical
vapor deposition (CVD). Plasma spray and High-

Please cite this article as: M. Abaei, M. R. Rahimipour, M. Farvizi, M. ]. Eshraghi, Microstructure and Corrosion Behavior of Al-Cu-Fe Quasi-
crystalline Coated Ti-6Al-4V Alloy, International Journal of Engineering, Transactions A: Basics, Vol. 36, No. 10, (2023), 1880-1891
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Velocity Oxygen Fuel (HVOF) are widely used to make
quasicrystalline coatings, but these methods are
associated with problems such as porosity, unmelted
particles, cracks, and oxides [5, 6].

Magnetron sputtering is a widely used method for
deposition wear and corrosion-resistant coatings. This
method is economic and can be applied on samples with
complex shapes. The quasi-crystalline phase formation
depends on the substrate temperature [7, 8]. As
experimentally shown, the substrate temperature should
be higher than 500°C to obtain a single-phase
quasicrystalline coating. The deposition of QCs on the
substrates at room temperature leads to the evolution of
the semicrystalline phase after subsequent heat treatment.
The advantages of this method are high spraying speed at
low operating voltages (700-800 V), low working gas
pressure, low degree of pollution of the resulting film,
and the possibility of obtaining uniform film thickness.
However, the adjustment of stoichiometry in QCs is the
main challenge [9-12].

Al-Cu-Fe-based quasicrystalline thin films show
exceptional surface and mechanical properties. The direct
growth of quasicrystals was reported in multilayer Al-
Cu-Fe thin films after subsequent heat treatment [13].
Successful application of AlsoCuzsFes, quasicrystalline
and film coating obtained through three-electrode ion-
plasma sputtering of assembled targets was reported, and
this coating contained a quasi-crystalline i-phase that was
stable up to 723K [14]. The formation of the
Als25CuzsFerns quasicrystalline phase was achieved by
the Al-Cu system at temperatures relatively higher than
500 (T>500°C). It is important to know that there are
seven various compounds (Al.Cu, Al:Cug, AlCu, AlCu,
AlgFe, Al;CuzFe, and Al1oCusoFe) in the phase formation
sequence before the icosahedron phase [15]. There was
an increase in the amount and grain size of the i-phase
throughout the process of annealing [16]. Phases that
have a polyhedral atomic substructure in QCs, have
greater nucleation rates within the system [17].

Uniaxial hot pressing was used to fabricate targets in
the magnetron sputtering deposition process. The
creation of cracks within the targets throughout film
deposition can lead to statistical deviations in the coating
composition when the AICuFeB coating is applied in this
way [7].

The Al-Cu-Fe QCs reveal high corrosion resistance
and good hydrogen storage for use in catalytic reactions.
These alloys, at low temperatures, have similar thermal
properties to zirconia oxides, which are considered
excellent insulators [18]. The investigation of corrosion
resistance of AlCuFe thin film in NaCl solution approved
its excellent performance [19]. The Corrosion behavior
investigation of the quasicrystalline AlgzsCuzsFesz alloy in
a5 % sodium chloride solution confirms the formation of
a stable quasicrystalline icosahedral (y) phase [20].
According to corrosion experiments performed for 1, 2,

3, 4, and 8 days using 5% NaCl solution at 293 K, the Al-
Cu-Fe films showed excellent corrosion resistance [21].

The limitations of titanium alloys, such as easy
oxidation, and simple reaction with other materials can
be overcome by adding Al and Cu to Ti. This procedure
leads to the formation of significantly stable intermetallic
metallurgical bonds and consequently, increases
corrosion resistance. The AI-Cu-Ti combination is
comparable to some icosahedrons like Al-Cu-Fe, which
perform efficiently in surface engineering, as well as
composite production [22, 23].

In the latest studies, icosahedral quasicrystals [24,
25], and characterization of thin films on the Ti6AI4V
alloy substrate have been reported [26-29]. Als, in recent
years, magnetron sputtering has received great attention
for developing thin films [30].

Due to the above-mentioned problems of titanium
alloys, and considering the necessity of applying an
appropriate coating to improve the performance of
titanium alloys, in this study, after the preparation of
Alg25CuzsFerzs quasi-crystalline powder mixture and
appropriate target, the magnetron sputtering method was
employed to deposit the QC coating on Ti-6Al-4V
substrate. ~ The  microstructural  aspects  and
electrochemical behavior of the substrate and the coated
sample were studied and compared.

2. EXPERIMENTAL DETAILS

2. 1. Materials and Substrate Specifications
Aluminum, iron, and copper powders with a purity of
99.9% were weighed using a scale with the precision of
0.0001 g in appropriate proportions to reach
Alg25CuzsFer2 s composition. The substrate of the desired
alloy was cut to 1 cm x 1 cm x 1 cm dimensions. The
Spark Emission Spectroscopy test was used to investigate
the alloy’s chemical composition, the results of which are
reported in Figure 1.

2. 2. Target Preparation Method The powder
mixture was milled using a planetary ball-mill. The ball-
to-powder weight ratio of 5:1 and a rotation speed of 220
rpm for 3 h were considered. After drying, the powders
were compressed into discs having a 70 mm diameter and
a 4 mm thickness in a uniaxial hydraulic press.

2. 3. Thin Film Preparation Before the coating
deposition, the surfaces of the samples were sanded,
degreased, and washed. Deposition of Al-Cu-Fe thin
films on Ti6AI4V alloy substrates was carried out within
a magnetic sputtering chamber, which had a 10* mbar
base pressure. The deposition was accomplished at a
pressure of 2.5x10° mbar under Argon gas (purity
99.998%) and at room temperature. A sputtering
deposition technique using an AICuFe ternary target with
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Figure 1. a) Schematic of the Magnetron Sputtering process: b) XRD results of primary powders, the morphology of the primary
powders: c) Al, d) Cu, e) Fe, f) chemical composition of Ti6AI4V alloy

a composition of Alsz5CuzsFer2s was used to deposit the
film. Figure 1 illustrates a schematic of the magnetron
sputtering process. After the sputtering process, the
samples were annealed with a continuous flow of 95%
Argon and 5% H, at 700°C for 2 h [9, 10].

2. 4. Analysis Methods After annealing, the X-ray
diffraction of the coated samples was performed by the
Grazing-XRD method (XRD Philips PW1730 model)
with the specifications of the 2.2 KW X-ray lamp. The
identification of phases was done using Xpert HighScore
software. The XRD method (Siemens, D500 system)
with Cu K, radiation at a 30-kV accelerating voltage was
used to characterize the crystalline phases of different
powders. SEM (VEGA Il SCAN) and FESEM (Mira3
TESCAN model) were used to study the samples’
microstructure. The EDS method was also employed to
determine the chemical composition of the formed
phases. A 3.5 wt% NaCl solution was considered to
perform electrochemical measurements on the Ti6AlI4V
and AlICuFe samples (QC coated). The potentiodynamic
polarization curves were examined to analyze the
corrosion behavior. Model Prinston Applied Science
EG&G parsta 2273 equipment was used for the

electrochemical analysis. The standard corrosion test was
used STM G59- 97 conducting potentiodynamic
polarization resistance measurements.

3. RESULTS AND DISCUSSION

3. 1. Ale2.5CuzsFe12.s Powder Composition  Figure
2 shows the morphology of AlesCuzsFeizs powder
mixture after 3 h of mixing before and after heat
treatment at 700°C for 2 h. The comparison of the
morphology of starting powders including aluminum,
copper, and iron powders (Figure 1(c), (d) and (e)) with
those after mixing (Figure 2(a)) revealed that the
morphology of the primary powders transformed into
laminar shapes. Also, as can be seen in Figure 2(b), heat
treatment of the powder mixture changes the morphology
and leads to the evolution of the polyhedral particles in
the mixture.

The elemental distribution map of Ales5CuzsFerss
powder composition before and after annealing were
shown in Figure 3. The presence of aluminum, copper,
and iron elements in the distribution of elements indicate
the AlCuFe mixing composition.
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Figure 2. a) Morphology of Ale. 5CU25F€12 5 powder composrtron after 3h of mixing, b) Morphology of Alez 5CU25F€12 5 powder

composition after heat treatment at 700°C for 2 h

As Sputtered

Flgure 3. Elemental distribution map of Ale,sCuzsFe1os powder composition before and after annealing

Figures 4 shows the XRD results of the
Alg25CuzsFerzs powder mixture after 3 h of mixing
before and after heat treatment at 700°C for 2 h.

The XRD pattern of the powder mixture before heat
treatment confirmed that aluminum, copper, and iron
powders were present and no new phase or solid solution
appeared. The XRD pattern of the annealed powder
mixture demonstrated the presence of CusAl (B), and
AlFes (B1) phases, as well as the quasi-crystalline ternary
phase of AlgsCuzFeis (y). The evolution of thepost-
annealing quasi-crystalline phase of AlgsCuzFe1s has
also been reported in other studies [31, 32]. Crystal
structures and stable phases of Al-Cu-Fe ternary
mechanisms were listed in Table 1.

3. 2. AlCuFe Thin Film Figure 5 shows the
cross-section and the elemental distribution map taken

from the cross-section of AICuFe coating. The current
thickness of the AICuFe thin film was about 800
nm. No cracks or breaks were observed in the target
during 135 min of sputtering due to the appropriate
preparation of the target by mixing method, eventually
leading to the formation of an AICuFe thin film. The
cross-section image in Figure 5 is displayed in the
backscattered electrons (BSE) mode, accordingly
indicating the area related to the thin film is brighter than
the substrate.

Similar studies have reported a thickness of 85-260
nm for Al-Cu-Fe and Al-Co-Cu thin films accumulated
on sodium chloride or glass, and ceramic substrates with
three-electrode plasma [33]. Also, Al-Cu-Fe and Al-Cu-
Fe-Sc quasi-crystalline films with 200 to 260 nm
thicknesses have been obtained by ion-plasma sputtering
of three electrodes [34]
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Figure 4. XRD patterns of AlCuFe powder mixture before
and after heat treatment

The distribution of titanium and vanadium elements
and Al, Cu, and Fe emphasized forming AICuFe coating

on the Ti-6Al-4V alloy as the substrate. As noted, there
was neither Cu nor Fe in the substrate areas, and gradients
were increasing for Cu and Fe and decreasing towards the
thin film areas for Ti and V. Similarly, the very high
catalytic performance of this alloy for methanol steam
reforming was proven using the distribution map of
aluminum, copper, iron, and oxygen elements of AICuFe
quasi-crystalline coating [35].

In another research, AlCuFe coating was deposited by
the electron beam method. The study reported the
microstructure of the coating in the cross-section and the
distribution of chemical elements of aluminum, copper,
and iron compared to the thickness of the coating. The
results confirmed a relatively uniform distribution of
elements along the cross-section of the coating [36].

Figures 6 shows the morphology of Als25CuzsFerzs
thin film before and after heat treatment at 700°C for 2 h.
The surface of the coating is completely continuous and
without any visible cracks in two modes, as sputtered and
after annealing. In the higher magnification, the
morphological changes and multifaceted shapes are

TABLE 1. Crystal structures and stable phases of Al-Cu-Fe ternary mechanisms

Phase Ideal formula Present research References Code Structure Other Researches

B1 AlFe; 00-050-0955 [25]
Body-centered cubic

B CusAl Figure 3 00-028-0005 [24]

v AlgsCusFess 00-042-1043 Quasicrystal [17]

Figure 5. Cross section and distribution of cross-sectional elements of as sputtered AlCuFe coating applied on Ti-6Al-4V

Substrate
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Figure 6. Morphology of AlCuFe coating applied on Ti-6Al-4V substrate before and after heat treatment at 700°C for 2

h

visible. Also, the five-facet morphology, which
represents the presence of quasicrystal, is visible in the
annealed thin film morphology. Figure 7 shows the
distribution map of AICuFe coating elements applied on
the Ti-6Al-4V alloy substrate before and after annealing.
As indicated in as sputtered thin film (before annealing),
aluminum, copper, and iron elements had an even
regional distribution on the coating surface. The identical
distribution of aluminum, copper, and iron elements on
the surface of the coating corroborates the AICuFe
coating formation. On the other hand, the distribution
map of titanium element confirmed the entity of Ti-6Al-
4V alloy substrate.

In the map images AlICuFe thin film after annealing,
there are some areas empty of titanium, which indicates
the creation of a coating on the substrate.

Figure 8 reports the XRD results of as-sputtered
AICuFe coating applied on Ti-6Al-4V after annealing.
The XRD pattern of the AICuFe coating shows the
presence of AlsFe, and AlTi; phases, as well as the quasi-
crystalline ternary phase of AlgCuzFeis. The quasi-
crystalline phase of AlgCuxFeis after annealing is
reported in similar studies [1, 37]. According to the XRD
analysis of the powders (Figure 4), the quasi-crystalline
phase y was also visible in the AlCuFe thin film after
annealing.

According to distribution map (Figure 7) the light
areas were Cu- rich and Fe-rich, indicating wy-phase
whereas the other ones were Ti-rich revealing the AlTi;
phase, in agreement with the phases detected by XRD
(Figure 8).

The EDS results of the as-sputtered AICuFe coating
applied on the Ti-6Al-4V substrate are shown in Figure
9. The atomic percentages of aluminum, copper, and iron
elements of the coating were 40.61, 9.23, and 22.71,
respectively. The amount of aluminum in the coating
(40.61 atomic percent) was lower than the amount of
aluminum in the initial mixture (62.5 atomic percent),
caused by the low deposition rate of aluminum. On the
other hand, the high deposition rate led to a high amount
of copper in the coating compared to the initial powder
mixture.

Figure 10 shows the EDS results of the AlCuFe
coating applied on the Ti-6Al-4V substrate by magnetic
sputtering after heat treatment. Comparing the EDS
results of the coating before annealing (Figure 9) and
after annealing (Figure 10), the atomic percentage of the
coating elements did not change significantly. According
to Figure 10(b), the atomic percentage of aluminum,
copper, and iron have been measured to be 41.15, 21.28,
and 7.79, respectively, and the amount of titanium in the
substrate is 29.78 atomic percent. The XRD (Figure 8)
and EDS results (Figure 10(b)) confirmed the presence of
the AlsFe and AlTi, phases. As can see in FigurelOc, the
EDS results related to y area show values of 59.25, 10.64,
and 20.58 atomic percentages for aluminum, copper, and
iron elements, respectively, which are very close to the
EDS results of as sputtered thin film (Figure 9).

According to the EDS results from Figure 10(c) and
the XRD results (Figure 8), this area indicates the
presence of compounds with the stoichiometry of the
initial powder (Als25CuzsFeizs). It is also related to the
formation of the AlgsCugoFess quasi-crystalline phase ().
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3. 3. Investigating the Corrosion Properties of
AlCuFe Thin Film Figure 11 displays the Nyquist
curves (Z'in terms of -Z") of Ti-6Al-4V alloy (substrate)
and Al-Cu-Fe thin film after annealing. In these curves,
the increase in diameter demonstrates an increase in the
corrosion resistance of the system. Therefore, it is clear
from the shape of the Nyquist curves that the diameter of
the curve in the substrate sample (Ti-6Al-4V alloy) is
significantly greater than that of the Al-Cu-Fe thin film
after annealing. The corresponding Bode-modulus
impedance and Bode-phase angle curves of Ti-6Al-4V
alloy (substrate) and Al-Cu-Fe thin film after annealing
are shown in Figure 12. As indicated in Figure 12(a), the

Element | W% | A%
Al 25.08 | 40.61

Ti 30.10 | 27.45
Fe 11.80| 9.23

Cu 33.021 22.71

iKY FeKa CukK:
1 FeKj) ‘ Cukpi -
5 0
Fnergy(kV)

Figure 9. The EDS results of the as-sputtered AICuFe coating applied on the Ti-6Al-4V substrate
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Figure 10. a) EDS results of the AICuFe coating applied on the Ti-6Al-4V substrate after treatment, b) EDS results related to
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Figure 11. Nyquist diagrams in 3.5% NaCl solution at 25 °C
for the selected samples in the form of Ti-6Al-4V alloy
(substrate) and Al-Cu-Fe thin film after annealing (points of
test results and the lines are the results of the fit)

impedance at the lowest frequency of the substrate was
higher than the annealed Al-Cu-Fe thin film. Also, it is
possible to obtain information about the anti-corrosion
properties of the system from the Bode-phase angle

diagrams. This evidence shows that the higher the phase
angle value, the greater the resistance to electrolyte
penetration [38]. Accordingly, it is obvious in the graphs
of Figure 12(b) that the phase angle for the Ti-6Al-4V
alloy (substrate) was higher in most frequencies
compared to the Al-Cu-Fe thin film after annealing.

The impedance test results were matched on the
electrochemical equivalent circuit of Figure 13 to more
accurately determine the electrochemical parameters.
The equivalent circuit shown in Figure 13 has three
resistances (from the left, solution, coating, and charge
transfer resistance) and two fixed phase elements (related
to coating and double layer). This equivalent circuit is
used when there is a coating on the surface, but the
electrolyte has passed through the coating and reached
the metal surface. Therefore there are two contact points
between the electrolyte and the sample, including one
between the electrolyte and the coating and another
between the electrolyte and the metal surface. Therefore,
the equivalent circuit of two-time constants is used. Ti-
6AIl-4V alloy (substrate) and Al-Cu-Fe thin film after
annealing show an acceptable match with this equivalent
circuit.
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Figure 13. Electrochemical equivalent circuit of two-time
constants used to model the results of the electrochemical
impedance test

As can be seen, the modeling could match the Nyquist
and Bud diagrams well, indicating the modeling results'
reliability. The parameter values obtained from this
modeling are reported in Table 2. According to Table 2,
the substrate sample has a much higher total resistance
than the substrate; thus, from the results of the
electrochemical impedance test, it can be concluded that
the substrate sample (Ti6Al4V alloy) was the optimal
sample with the highest corrosion resistance value. It is

TABLE 2. Estimated values of the equivalent electric circuits of the Ti-6Al-4V alloy (substrate) and Al-Cu-Fe thin film after)

Sample Rs (ohm.cm?) YO, (S.sec” .cm?) n R.(0chm.cm?)  Y0q (S.s".cm?) n; R.t(ohm.cm?)  R¢(ohm.cm?)
Substrate 18.00 3.15E% 0.89 6.01E° 2.86E%° 0.88 5.43E*% 6.55E%
T700 17.96 8.74E°% 0.78 1.36E% 0.83 3.13E"® 3.13E"®

suggested to use higher annealing temperatures to
achieve a quasi-crystalline structure with higher
corrosion properties. Adding a fourth element such as
chromium to the target is also suggested to attain the
extraordinary corrosion properties of the quasi-
crystalline coating. The polarization curves of the
annealed coating and the substrate are shown in Figure
14. Data related to the current density and corrosion
potential of the annealed coating and the substrate are
reported in Table 3. Based on the polarization test results
the annealed coating at 700°C showed a nobler behavior
than the substrate (Ti-6Al-4V alloy). The data resulting
from the calculations resulting from fitting the tangent to
the cathodic and anodic branches are also positive (Table
3). Also, the coating annealed at 700 has become nobler
by about 300 mV compared to the substrate, but its
exchange current density remains almost close to the
substrate. In a similar study evaluation of corrosion
resistance of Bi-layered plasma-sprayed coating on

titanium implants was investigated [39].
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Figure 14. Polarization curves of annealed coating and
substrate
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TABLE 3. Current density and corrosion potential of annealed
coating and substrate

Sample E corr (mV) i corr (A/lcm?)
Substrate -0.54 1.31*107
T700 -.022 1.25*107

4. CONCLUSION

The following conclusions are summarized below:

1) After 3 h of mixing, the primary aluminum, copper,
and iron powders were well mixed, and the mixed
powders with Als25CuzsFe12.s composition were prepared
for the target of the magnetic sputtering process.

2) A thin layer of AICuFe alloy free from cracks and
discontinuities was coated on the Ti-6Al-4V substrate
with an approximate thickness of 800 nm.

3) According to the distribution map of the AlICuFe
coating elements applied on the Ti-6Al-4V alloy
substrate, aluminum, copper, and iron elements’ uniform
distribution on the coating surface indicates post-
annealing coating stability. There were no cracks,
separations, or heterogeneous distribution in the map of
the coating elements and surface morphology
distribution.

4) XRD patterns related to the annealed powders and
coating after heat treatment indicate the presence of
CusAl, AlFes, and quasi-crystalline ternary phases of
A|55CU20F€‘15 and AI3Fe, A|Ti2, and A|550U20F815 phases,
respectively

5) Based on the polarization test results, the annealed
coating at 700°C showed a better electrochemical
behavior than the substrate (Ti-6Al-4V alloy).
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ABSTRACT

The diagnosis of the location of structural damage and its extent after an earthquake using numerical
methods is one of the ongoing research topics. After the occurrence of damage in a structure and a
reduction in its stiffness, the dynamic characteristics of the structure change, and therefore, assessing the
changes in its dynamic characteristics can be used as an indicator for detecting damage. In this article,
an advanced technique called Direct Stiffness Calculation (DSC) and a new damage index based on
flexural stiffness variations (SVI) are utilized for damage detection in structures. Initially, the proposed
technique is examined on a steel beam with known specifications. Then, a reinforced concrete moment
frame is modeled, and after extracting its dynamic characteristics, it is subjected to a pushover analysis
to create a damage scenario without direct intervention. Based on the analysis results, the plastic hinge
formation location at both ends of the beam is selected as the probable location of damage in the floor.
By using the modal information of the damaged structure and calculating the SVI in the beams of the
floors, it is determined that this index can accurately and significantly distinguish the location of damage
only by knowing the first mode of the structure and with sufficient magnification compared to other
points. Furthermore, the results demonstrate that with this method, it is possible to accurately determine
the location of damage even without knowing the dynamic characteristics of the intact structure and
solely with the information of the damaged structure.

doi: 10.5829/ije.2023.36.10a.14

1. INTRODUCTION

With the occurrence of an earthquake and damage to
concrete structures, the members of these structures will
be gradually damaged and will experience different
levels of damage, including cracking, yielding and finally
collapse. Therefore, information about the properties of
the damage, i.e. determining the location and estimating
its amount, is considered as an important issue that will
be effective in the decision-making process regarding the
repair and strengthening of the damaged structure.
Structural damage causes changes in its physical
properties, i.e. stiffness and damping of the structure, and
these changes will ultimately affect the dynamic response
of the structure and cause changes in its vibration
characteristics [1]. A damage detection method should be
able to detect damage in its early stages, determine its
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location, and provide an estimate of damage severity [1].
Extensive research has been done on the development of
non-destructive damage assessment methods based on
changes in the vibration characteristics of the damaged
structure, and among the vibration-based methods, modal
damage detection methods have received more attention .
The primary research that has been done on modal
information is generally about damage indexes, which
are based on the comparison of changes in natural
frequencies [2], the modal assurance criterion (MAC)
[3]and the coordinate modal assurance criterion
(COMAQC) [4] as well as the multiple damage location
assurance criterion (MDLAC) [5] were formulated
between two states of intact and damaged structures.
Achenbach [6], Hongnan and Tinghua [7]. provided a
comprehensive review of the history of damage detection
methods in linear structures. Hearn and Testa [8]

Please cite this article as: M. Mazloom, N. Fallah, A New Approach for Seismic Damage Detection Based on Results of Pushover Analysis and
Modal Based Damage Index, International Journal of Engineering, Transactions A: Basics, Vol. 36, No. 10, (2023), 1892-1907



mailto:Meisam_mazloom@yahoo.com%20(M.
mailto:Meisam_mazloom@yahoo.com%20(M.

M. Mazloom and N. Fallah / IJE TRANSACTIONS A: Basics Vol. 36 No. 10, (October 2023) 1892-1907 1893

suggested that changes in frequency ratios can be
indicators of different levels of damage. Although the
change in frequency may be a structural damage index, it
is difficult to estimate the location of damage with this
method. Also, the results of the studies showed that the
changes in the natural frequency, as well as the
comparison of the mode shape vectors of a structure in a
healthy and damaged state, were not able to significantly
highlight the damage location. Compared to the modal
displacement vector, its derivatives, such as the mode
shape curvature, are more sensitive to the existence of
damages even in small amounts. Therefore, they can be
used to detect damage [9, 10]. The issue of damage
detection on beam structures has been carried out with
the help of the mode shape curvature method and it was
concluded that this method is very successful for
detecting and locating damage in beams with different
support conditions [11]. Also, this method was studied on
a concrete bridge model located in Switzerland in the
presence of several damage scenarios. It was concluded
that modal curves are very sensitive to damage to
bridges .

Foti [12] conducted two investigations on the finite
element model of a simple span bridge with the help of
techniques for changes in mode shapes and curvature of
mode shapes. The damage was introduced as a reduction
in bending stiffness. The results showed that the change
in modal curvature is a suitable and usable index, while
the MAC and COMAC indices did not show very good
results. Dutta and Talukdar [13] investigated on changes
in natural frequencies, mode shape, and mode shape
curvature for a bridge that included several damaged
sections at different points. In thier article, the authors
defined the damage factor based on the curvature to
detect the damage. They showed that instead of using the
mode vector itself, the damage location is better
estimated by using the curvature of the mode shape. It
was also shown that a sufficient number of mode shapes
should be considered to detect the location of damage in
the case of multiple damages in several positions. A
detailed study was conducted by Whalen [14], to evaluate
the changes in the mode shape and its four primary
derivatives to identify the damage, and it clearly showed
that the changes in the higher order derivatives of the
mode shape are much more sensitive to damage .

Fayyadh and Razak [15] investigated the issue of
crack location in a concrete beam by studying two
damage indexes, one based on the curvature of the mode
shape vector and the other based on the calculation of the
fourth derivative of the mode shape vector. In this article,
in addition to comparing the performance of the
indicators, they provided suggestions to improve the
performance of the used indicators. In the work of Maeck
[16] in 1999, the method of direct stiffness calculation
was introduced to locate and quantify damage on a simple
beam. In this method, by using the basic relationships of
material resistance, by dividing the amount of modal

moment by the curvature of the beam, the amount of
bending stiffness is obtained at each section, and then the
location and amount of damage in the beam will be
obtained with the help of this index [16]. Patel and
Dewangan [17] presented a baseline-free method using
roving mode shape response based, multiple damage
localization in a cantilever beam. They considered the
combined mass and stiffness damage, as well as only the
mass change damage. From the results, it was found that
the proposed method can reliably identify the damage
and its position [17]. Ghasemi et al. [18] evaluated the
location and severity of the damage combining two
being-updated parameters of the flexibility matrix and
the static strain energy of the structure using optimization
technics and compared results.

A major challenge for civil engineers is to evaluate
the amount of structural damage caused by moderate to
severe earthquakes. Seismic damage estimation is an
important task in the field of structural health monitoring
and several methods to evaluate the seismic vulnerability
of structures have been proposed in recent years. One
method, the response-based damage index, has been
critically evaluated for its applicability to seismic
damage evaluation. This method uses parameters, such as
stiffness, drift, rotation of an element and energy, to
calculate the state of damage using mathematical
functions [19]. There has been a lot of research on this
method. Ozturk et al. [20] evaluated the use of dynamic
analysis and fragility curves, precast industrial concrete
buildings that were designed and built according to the
building codes of Turkey. In another paper, based on the
suggested method of damage assessment using the
vulnerability index, they examined the damage in a
school building. With the help of the results of this
research, it is possible to provide a proper assessment of
the structural damage without the need for expert
observations [21]. Also, in another study, this new
method was used for the seismic vulnerability assessment
of two reference RC structures in Malaysia. The authors
presented that the results of this damage index can be
used as a guide for earthquake impact assessments in
Malaysia and other countries [22]. Hait et al. [23]
presented a new damage index based on a combination
of different structural response criteria which provided
accurate results compared to the Park&Ang damage
index. Mazloom and Fallah [24] introduced a new
Stiffness Based Damage Index based on the pushover
analysis output. By using this index that only uses the
information of the capacity curve of the structure, the
amount of damage to the whole structure can be properly
estimated by performing a series of simple calculations.
The evaluation of the effect of ductile details in
reinforced concrete structures was investigated in another
study. In this research, two ductile and non-ductile
frames were modeled and using the results of pushover
analysis, the effect of using ductile details on the
performance of the models was investigated by Chiluka



1894 M. Mazloom and N. Fallah / IJE TRANSACTIONS A: Basics Vol. 36 No. 10, (October 2023) 1892-1907

and Oggu [25].

The subject of seismic damage detection and the use
of damage detection methods based on modal
information in this regard, we do not have much research
history. However, this issue has been pursued in some
limited works. For example, in 2016, Yang et al. [26]
investigated the seismic damage to reinforced concrete
structures numerically and experimentally in an article
using the direct stiffness calculation method. In this
work, the reinforced concrete structure was subjected to
earthquake records, and then based on the changes in
dynamic parameters, the amount of damage in different
nodes of the structure was determined. Samimifar and
Massumi [27] evaluated the modal-based story damage
index performance based on an analytical study on
seismic responses of some RC frames subjected to a set
of earthquake records. The results of the analysis were
compared with Park-Ang and modal flexibility story
damage indices. Also, Mazloom and Fallah [28]
investigated the total damage and story-based damage of
the numerical RC frame models, based on the results of
the Pushover analysis, and finally developed a new story-
based damage index.

Because there are few previous works regarding the
use of this method in determining the location of
structural damage in possible earthquake damage
scenarios, in this research work, at first, a numerical
model of a steel beam, which was previously investigated
by other researchers, was built and with the direct
stiffness calculation method, the location and amount of
damage in different damage scenarios were examined.
Then, a 4-story reinforced concrete frame was modeled
with specific geometric details and mechanical
specifications, and after performing the eigenvalue
analysis and receiving the modal information of this
undamaged structure, the Pushover analysis was
performed on it to determine the damage scenarios based
on the occurrence of yielding in the story beams. By
receiving the output of the analysis, several damage
scenarios were defined based on the occurrence of
yielding in the beams, and the modal information of the
damaged structure was extracted in these scenarios.
Finally, by using the method of direct calculation of
bending stiffness, the damage is located on the beam with
appropriate accuracy compared to other points. The
results showed that this method can identify the location
of the damage properly and with appropriate accuracy in
the story beams, by only having information about the
first mode of the structure.

2. SVI INDEX BASED ON IMPROVED DIRECT
STIFFNESS CALCULATION METHOD

For a Bernoulli-Euler beam with the shear deformation
neglected, the bending stiffness EI can be expressed in
the modal sense as follows [1]:
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In this regard, M and k are respectively the modal
moment and the modal curvature at the same cross-
section and ¢ is the mode shape function. According to
Yang et al. [1], Equation (1) is valid for structures for
which the deformation of each mode is considered small.
Another assumption is that after damage occurs, the mass
of the structure will remain unchanged and only the
stiffness of the structure will decrease. The free vibration
equation of a structure with mass M, and stiffness K,

will be written as Equation (2):
MU~ +KU =0 (2)

Assuming that the modal deformations are harmonic, the
above equation can be rewritten in the form of Equation

(3):
Kopt =a’Mogi o) ©)

where @ and ¢ are the ith frequency and

corresponding mode shape respectively. Let x, and x .
denote two adjacent measurement sections of the beam,
the bending moment 1 and shear forcey,  atsection

X .. of the mth mode can be calculated (Figure 1):
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Modal Curvature, k, is directly calculated from the
measured Modal shapes using the central difference
approximation as follows:

o = Pm (4D =20 () +on (I 1)
m 2
V1)

Consequently, a damage index called the stiffness
variation index (SVI) was introduced:

(6)

Eldamaged — Elintact

SVI = (7

Elintact

3. RESEARCH METHODOLOGY

3. 1. Description of Study Models  To evaluate the
damage detection method, first, a simply supported steel
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Figure 1. Sign convention of internal forces and modal
displacements [1]

beam with known geometric and mechanical
characteristics was modeled and then based on different
damage scenarios, the value of the SVI index was
calculated along the beam and compared with the
literature reported data [1]. In the following, to further
investigate the accuracy of the method, in an assumed
damage scenario, the desired process was applied in a
concrete moment frame and in another case, in seismic
damage scenarios that were obtained from the results of
pushover analysis, the performance of this method was
investigated.

3. 2. Simply Supported Steel Beam Model The
steel beam was modeled in Sap2000 software with the
specifications in the literature reported data [1]. The
studied beam with simple supports has a span of 2 meters
and a rectangular section of 25 cm in width and 30 cm in
height. The numerical model of this structure contains 20
elements (21 nodes) and it was assumed that the nodes
are the places where measurement tools are installed
(Figure 2). The nodes of the structure from the left
support to the right support were numbered from 1 to 21
and between both nodes, a 10 cm long beam element was
considered from 1 to 20, respectively. Other mechanical
specifications of the desired beam model are shown in
Table 1. The distribution of mass and stiffness along the
beam is uniform and in all damage scenarios, the mass of
the structure will not change after damage.

3. 2. 1. Damage Detection Using Svi Index  First,
by analyzing the eigenvalues on the intact beam, the

ojofefoJoYoJulalolololckeJol X ioleRokc)
D R e e  Em i
| 2000 l

Figure 2. Geometric view of the simply supported beam [1]

TABLE 1. Material specification of the simply supported beam
model

Properties Value

Young's modulus (E) 2 X 105 MPa

Poisson's ratio 0.3

specific weight 7850 kg/m3

mode shape displacements were extracted from the finite
element model. Because measuring the higher modes of
the structure is associated with great difficulty in
practice, only the data of the first mode of vibration was
used in this research. After receiving the modal shape
(MS) of the healthy structure, the modal curvature (MC)
was calculated using the central difference method. Also,
by calculating the value of the modal moment (MM), the
bending stiffness of the EI section was obtained for each
element.

In the next step, by changing the modulus of elasticity
of the beam, damage scenarios were created in the
numerical model. According to literature [1] and Tables
2 and 4 damage scenarios were examined. In the first
scenario, only one element (Element 6) was damaged. In
the following scenarios, several elements were damaged
at the same time. It is also necessary to remember that in
all scenarios, for the entire length of the desired element,
the stiffness reduction occurred equally.

According to Table 2, in the first damage scenario,
only one beam element is damaged. Also, in the second
and third, two elements were damaged at two different
points of the beam with different severities. In the fourth
scenario, damage with the same severity has occurred in
three adjacent elements. In each of the damage scenarios,
by receiving MS and then calculating MC, MM
corresponding to it, EI was finally obtained for all beam
elements. Then the SVI index was calculated and its
change curve was drawn along the beam. In order to
compare the results of the current research, with literature
[1], the results of the fourth damage scenario, including
the mode shape curve, modal curvature, modal moment
and SVI index, in the first mode, were displayed in Figure
3. According to the details of damage scenario 4, only
elements numbers 13, 14 and 15 were damaged by 4
different severities.

According to the literature reported data [1], around
the damage zones, the value of the modal curvature is
significantly increased compared to other points. This
sensitivity to the occurrence of damage does not exist in
the mode shape vectors. So it can be said that the value

TABLE 2. damage scenarios in the steel beam model

sDcz;n:rgigs 2?:{?3?3 Element stiffness reduction(%)
1 6 10 30 50 70
6 10 30 50 70
2 13 20 40 70 80
13 20 40 60 80
3 20 10 30 50 70
13 10 30 50 70
4 14 10 30 50 70
15 10 30 50 70
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Figure 3. Damage detection results in scenario 4 [1]

of the SVI index has a strong dependence on the value of
modal curvature.

Also, the results showed that in this scenario where
adjacent elements are also damaged at the same time, the
SVI index was able to identify the amount of damage
with high accuracy. Due to the high dependence of the
value of this index on the changes of the modal curvature
in the damaged position, the value of this index has
gradually changed from zero on the damaged elements to
the real value on the damaged elements. For example,
according to the results of this scenario in Figure 4, at the
damage level of 70%, the SVI index started at 0.6 in node
12 and reached 0.7 in nodes 13 to 14, which is the place
where elements 12 to 14 are connected. Finally, it
continued to reach the value of 0.3 at the 15th node and
after that, it reached zero again. Based on the graphs, it

can be said that the SVI index has correctly determined
the range of damage and its severity in elements 13 to 15.

The results also showed that in this scenario, the SVI
index identifies the real damage location of the beam with
a significant magnification without declaring any other
point as the possible location of the damage. Other
damage scenarios, i.e. scenario 1 (damage in element 6),
scenario 2 (damage in elements 6 and 13) and scenario 3
(damage in elements 13 and 20) were also evaluated and
the results are shown in Figures 5 to 7. As the results of
the first scenario investigation showed, the value of MC
as well as the value of the SVI index determined the
location of the damaged element with a very appropriate
magnification compared to other elements. Although
there is a difference between the value of the SVI index
and the exact value of the assumed damage, the accuracy
of the results seems to be sufficient to identify the
damaged element. In this scenario, this index was able to
determine the occurrence of damage in the damaged
element itself.

According to Table 2, element 6 is damaged in both
the first and second damage scenarios. In the first
scenario, this element is the only place where the damage
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Figure 6. Simulation results of damage detection in scenario

2

occurs in the beam, and in the second scenario, along
with element 13, the damage locations in the beam are
considered.

According to Figures 5 and 6, it should also be noted
that in the second scenario, similar to the first, the value
of the SVI index in element 6, without being affected by
simultaneous damage in element 13, is still in the range
of 10-70%. Also, no damage has been detected to any
other element.
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Finally, it can be said that the results of the current
study are absolutely accurate and reliable compared to
previous research [1]. According to the results obtained
in different scenarios, the SVI index was able to
accurately identify the location and amount of damage in
the simply supported steel beam model and distinguish it
from the healthy elements with noticeable magnification.

3. 3. A 4story Reinforced Concrete Moment Frame
Model A 4-story concrete frame model was selected
based on the specifications reported in the literature [29]
and modeled in the SAP2000 program. The number of
floors is 4 and the number of frame spans is 3 (Figure 8).
The height of all floors is 3 meters, and the length of each
span is 5 meters [29]. The concrete used in the model has
a compressive strength of 30 MPa, and the steel used has
a yield strength of 414 MPa. All columns are fixed at the
base. A uniform load of 20 kN/m is placed on the beams
of all floors. The geometry of the two-dimensional model
along with the beam and column details is shown in
Figure 8. Beams and columns were modeled with frame
elements with a length of 1 meter, and after eigenvalue
analysis of the frame, the mode shape displacement of the
beams was measured at half-meter intervals (Figure 9).

In this research, to examine the damage detection
method, the first and second modes of vibration of the
undamaged structure as well as the damaged structure
were considered. The deformed shape of the frame and
the corresponding period in different vibration modes are
shown in Figure 10. Also, to properly address the beams
on all floors, the left, middle, and right beams of each
floor were named BL, BM, and BR, respectively (Figure
11).

3. 3. 1. Verification of The Analysis Results To
compare the results of the first three modes of vibration
obtained from the eigenvalue analysis on the modeled
concrete frame, a comparison was made between the
results reported by Ferracuti et al. [29] and the results of
the present research (Table 3):

As is clear based on the results, the numerical
modeling in the literature and the current work are in very
good agreement with each other. Therefore, according to

+— Scm —4

L30¢m L30em

Column cross-section

Level| Steel reinf.

4 146516 - 804 mm’
3 4916 - 804 mm*
2 60916 - 1206 mm®
1 |6@16 - 1206 mm*

Figure 8. Specifications of the studied concrete frame model

Figure 9. Placement of sensors to measure mode shape
displacements
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a) The first mode shape of intact frame (T=0.509 s)

g TV 440
? &

I S B

L]

b) The second mode shape of intact frame (T=0.178 s)

y"ﬂ—w—ﬂ g TR VTTETTE 1T 6 I 8 w
"

b4

!
r?( i I_ :{

¢) The third mode shape of intact frame (T=0.109 s)
Figure 10. The first three mode shapes of the modeled frame

BL BM BR

Figure 11. Naming floor beams based on their location

TABLE 3. Comparison between the results of the current study
and reported data in literature [29]

Results Model Mode 2 Mode 3
Ref [29] 0.50 0.17 0.11
Current Paper 0.509 0.178 0.109
Difference % 1.8 4.7 0.9

the preliminary appropriate results, damage detection
will be done based on two groups of intentional damage
scenarios and unintentional damage to the beams.

Damage detection based on the intentional damage
scenario, which was also done in the first model of this
article, is similar to most past research works. After
examining the damage detection method in these
scenarios, the results have been discussed. In the
following, the possible damage scenarios for the frame
during the earthquake will be created by performing the
pushover analysis. Finally, the amount of damage and its
location will be determined based on the comparison
between the modal data of the damaged structure and the
undamaged structure.

3. 3. 2. Damage Detection in Damage Scenarios

3. 3. 2. 1. 20% Damage on The First Story Beam
The damage to the left beam of story 1 (BL) was caused
by reducing the moment of inertia of the element one
meter to its left by 20% (Figure 12).

The assumed location of the damage was chosen
according to the possible response of the frame due to the
earthquake and the potential for the formation of plastic
hinges in these zones. By creating this intentional
damage to the structure, the stiffness of the structure is
reduced a bit, which will change the vibration
characteristics of the frame. Therefore, the eigenvalue
analysis was performed on the damaged frame and the
mode shape information of the first two modes was
extracted. By obtaining the modal information of the
healthy structure and the damaged one, their comparison
has been done with a coordinate system according to
Figure 13. As the graphs show, the comparison of the
shapes of the first and second modes alone is not able to
provide clear information about the location of the
damage and its amount.Using the central difference
method, the modal curvature was calculated for the first
two modes, and finally, the value of the bending stiffness
El of the beam was obtained in two states of the healthy
and damaged structure, and its results are presented in
Figure 14.

s L., & 4
Figure 12. The location of the damaged element in the frame
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According to Figure 15, the SVI index was able to
determine both the damage location and its amount
correctly. This index has reached its highest value at the
location of the one-meter element adjacent to the
connection to the column, which is the real damage
location.

Also, the value of this index in the adjacent node
dropped from 0.20 to 0.12 and then completely zero. This
issue is due to the dependence of the value of this index
on the modal curvature calculated between three adjacent
points along the length of the beam. On the other hand, it
is clear that there is no difference between the results in
the first two modes, and in other words, it can be said that
damage detection with this method can only be done by
receiving the displacements of the first mode of the
structure.

1.40E+07
1.20E+07
1.00E+07

8.00E+06

6.00E+06
4.00E+06

2.00E+06

Distance (m)
0 1 2 3 4 5
= «@=-<oF|intact =@ E|damaged

a)

0.00E+00

1.50E+07 ~
€
o [ ]
4

1.00E+07 &®q = ’

N -(

5.00E+06

Distance (m.)
4 5

0.00E+00

0 1 2 3
= «@=-oF|intact =—@== E|damaged
b)
Figure 14. El changes of beam BL in a) first mode b) second
mode in two intact and damaged states

SVI Damage index

0.20 0.20
0.12
I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 9-01
— e— [ |
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
a)
SVI Damage index
0.20 0.20
0.12
I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0-01
- — [ |
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

b)
Figure 15. SVI damage index of beam BL in a) first mode
b) second mode

3. 3. 2. 2. Damage Scenarios Based on The
Pushover Analysis Results After evaluating the
performance of the SVI index in the considered frame
based on an intentional damage scenario and obtaining a
reliable response for this damage detection method,
structural damage is induced using a probable realistic
scenario. To create a probable damage scenario caused
by an earthquake, the results of the pushover analysis are
utilized. Through the pushover analysis, lateral forces are
applied to the structure to gradually develop damage to
its members.

Therefore, at a specific step of the analysis, the
damage state in the structure is considered as a damage
scenario, and the beams that experience damage earlier
and to a greater extent than others are identified.
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According to Figure 16, the plotted circles on the
beams and columns of the frame indicate the location of
plastic hinge formation and the development of failure
mechanisms. In other words, the analysis results show
that the beams and columns of the first-floor roof have
the highest probability of damage, and therefore, the
health monitoring system should be more concentrated
on the members of the first floor. Based on the above
descriptions, the desired reinforced concrete frame was
subjected to a displacement control type pushover
analysis with a uniformly distributed lateral load on the
floors. The center of mass node on the last floor was
considered as the control node. To determine the
locations of damage mechanisms, automatic
concentrated plastic hinges were used at the ends of the
beams, which utilize performance levels based on
measuring plastic rotation proposed by FEMA273.

The flexural automatic plastic hinge type M3 was
used for the beams, and the interaction P-M3 type was
used for the columns. The plastic hinge was applied at
0.05 and 0.95 of the length of these members. By
performing the pushover analysis in the Sap2000
software and obtaining the structural capacity curve, in
order to validate the analysis of results, the resulting
curve from the analysis conducted in this study was
plotted alongside the curve obtained from the literature
[29] shown in Figure 17. Due to the good agreement of
the two curves at different displacement levels, the
necessary confidence in the modeling was achieved .

Next, in order to define the damage scenario, the
occurrence of yielding in the beams at the floor levels
was selected as the damage scenario using the results of
the pushover analysis. According to the results and as
shown in Figure 18, the onset of yielding has occurred in
the vicinity of the right-side connection of beam BL in
the first-floor roof.

In the second and third damage scenarios, yielding
occurred in the second and third story beams of the
structure, respectively. Also, in the second scenario, all
the beams of the first story had already yielded and in the
third scenario, the beams of the first and second stories
had already yielded.

Tt
()O o OE

Figure 16. The location of the damage mechanism in the
structure [30]
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Figure 17. Comparison between the results of the current
study and literature [29].

-

a) The first damage scenario: yielding in storyl beam (BL)

b) The second damage scenario: yielding in story2 beam
(BR)

c) The third damage scenario: yielding in story3 beam (BL)

Figure 18. Different damage scenarios based on the
pushover analysis results

S
) i

The vibration periods of the first three modes of the
healthy structure and the damaged structure in three
damage scenarios are presented in Table 4.
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TABLE 4. The first three vibration periods of the intact
structure and the damaged structure

Vibration periods (s)

Mode shape

number Intact Damaged Damaged Damaged
(Senario1)  (Senario2) (Senario 3)

1 0.509 0.524 0.61 0.727

2 0.178 0.181 0.189 0.203

3 0.109 0.109 0.112 0.119

3.3.2.2.1. First Damage Scenarios  Based on the
results of the pushover analysis, the first yield location
was in story 1 and the beam BL. Therefore, in two states
of the intact and damaged structure, the modal
displacement of the first and second modes of the beams
of this floor was extracted. In the following, as an
example, the changes in the modal displacement of the
first and second modes of the beam BL are displayed in
Figure 19. Using the modal displacement obtained from
the previous step and the central difference method, the
modal curvature of the first two modes was calculated. In
the following, the changes of bending stiffness EI on the
beam were obtained in two states of intact and damaged
structures, and finally, the SVI was calculated.

The results are shown in Figures 20 and 21. The value
of the SVI index has reached its maximum value near the
right support of the beam BL . This result is completely
consistent with the initial guess of the yield location in
the first scenario. To see the state of damage in other
beams on the first floor, the SVI index value changes in
story 1 are shown in Figure 22.
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Figure 19. Comparison between the a) first mode shape and
b) second mode shape of the beam BL
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Figure 22. SVI variation in a) first mode shape and b) second
mode shape of story 1 beams

3. 3. 2. 2. 2. Second Damage Scenarios In this
scenario, the beam BR in the second story has yielded at
one of its two end nodes. Also, in story 1, all beams have
yielded at one of their two end nodes. Therefore, in this
scenario, the value of the damage index has been
calculated on both the first story and the second story.
With a process similar to the first scenario, at half-meter
intervals on the beams of story 2, the first and second
modal displacements of the beams were extracted in two
states of intact structure and damaged structure. In the
following, the first and second modal displacements of
the beam BL in story 2, as well as the changes in the
bending stiffness El of this beam, were drawn in two
damage states. (Figures 23 and 24). In the following, at
first, the SVI index value in the beams of the first story,
all of which have yielded in this scenario, has been
calculated based on the information of the first and
second modes. (Figures 25 to 28). As it is clear, based on
the results of this index, the yielding in the right node of
the beams is known, and it is completely consistent with
the results of pushover analysis.

Based on Figure 29, changes in the SVI index in the
beams of the second story show that the beam BR has
yielded at its right node, which is proven based on the
value of the index in the first two modes. Also, at the two
end nodes of the beam BM on the same floor, the value
of the index has grown a lot. It indicates that this beam is
ready to yield and will reach yielding with increasing
lateral displacement of the structure, similar to the beam
BR.

3.3.2.2. 3. Third Damage Scenarios In scenario
2, in story 3, beam BL has yielded. Also, in the first and
second stories, all the beams have yielded, and on the first
floor, the column in the left corner of the frame has
yielded. Similar to the process of evaluating the first and
second damage scenarios, in damage scenario 3, the first
and second mode shape displacements of the third story
beams were compared with each other in the two states
of the intact structure and the damaged structure (Figure
30).
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The damage to the first and second story beams is
shown in Figures 31 and 32. Also, changes in the SVI
index on the beams of the third floor (Figure 33), in the
first two modes of the structure, showed that the BL beam
yielded at its right node.
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BL (story 3) in a) model b) mode 2
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4. CONCLUSIONS

1. In this article, the SVI index was used to investigate
the location and magnitude of damage in beams. Initially,
a simple steel beam that had been previously studied by
others was modeled and examined in several intentional
damage scenarios. The results showed that this index was
able to predict the location and magnitude of damage
along the beam with appropriate magnification and
acceptable accuracy. Additionally, the results
demonstrated that in scenarios involving simultaneous
damage occurrence in multiple elements along the beam,
the SVI index was able to correctly identify the damaged
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locations and provide an accurate estimation of their
magnitude. This investigation continued with the
analysis of a reinforced concrete frame.

After validating the results of the frame model, an
intentional and logical scenario was created in one of the
beams of the concrete frame, and its location and
magnitude were monitored. Then, based on the seismic
scenarios according to the results of the pushover
analysis, these evaluations were continued. Using this
analysis method, an initial prediction of the vulnerable
floor(s) was obtained, and as a result, the placement of
the sensors in the field would be feasible based on the
priority of the analysis results. In all of these analyses,
the reading location of modal data was embedded at half-
meter intervals along the beams, and the effects of
environmental noise were not considered. In the first
mode of the structure, the dominant displacement of the
frame was in the transverse direction, and therefore, the
greatest deformation occurred in the columns while the
beams had less deformation. In this case, comparing the
mode shape displacements of the intact and damaged
structures alone did not provide tangible information
regarding the location of damage in the beams.

2. The SVI index was able to accurately amplify the
location of damage by utilizing the second derivative of
the mode shape vector, which is highly sensitive to mode
shape variations. The results also demonstrated that the
use of the second mode in structural damage assessment
did not significantly change the results, indicating that it
is sufficient to have the first mode of the structure to
identify the location of damage in the beams.

3. One common error among many modal-based
damage detection methods is reporting damage in
locations other than the actual damaged area on the
member. This error was not observed in the performance
of the studied index in this research. The SVI index was
able to perform well in seismic damage scenarios where
damage occurred simultaneously in multiple beams.

4. In order to better understand the changes in the
flexural stiffness of the beam after damage, beam BL in
the first story of the concrete frame, which had sustained
damage in all scenarios, was selected, and the variations
in its stiffness along its length were presented in different
scenarios. As shown in the provided figure, the El value
of the beam in the damaged locations is clearly lower
than in the undamaged locations. Therefore, even without
access to information about the intact structure, the
location of damage can be determined by comparing the
El values at different sections

5. According to the results obtained from the analysis,
the SVI index was able to accurately determine both the
location and magnitude of damage in a scenario where
intentional damage was created at a specific location on
the beam. This is in contrast to the reported damage
magnitude based on the received modal data after the
seismic damage, which was a very large numerical value
close to 100%, indicating significant amplification of

damage in comparison to seismic damage indices.
Considering the level of damage that occurred at the
beam level due to yielding, the magnitude of the damage
index shows significant amplification in determining the
extent of damage.
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PAPER INFO ABSTRACT

Pape_r history: Global warming persuades researchers to improve the effectiveness of renewable energy technologies,
Eece?"eg 16]June 2d°f23 o4 Tl 2023 such as H, production by methane steam reforming (MSR) an endothermic process. Herein, a
eceived in revised form 24 July nanocatalyst based on open-cell nickel foam 40 (pore per inch) with high thermal conductivity was

Accepted 26 July 2023 prepared. The nanocatalyst was synthesized with a chemical stepwise synthesis approach, chemical pre-

treatment, pulsed electrocodeposition of Ni-Al,O3(y) nanoparticles, and calcination. Measurements of
Keywords: thermal diffusivity(a) with flash xenon technique gained 4.41x10° m?s? and values of specific heat
Nickel Foam capacity, Cp, by differential scanning calorimetry (DSC) and thermal conductivity(X) enhanced by 65%
y-alumina in temperature range of 150 to 550°C in Ni-alumina(y) foam nanocatalyst. Furthermore, characterization
Methane Reforming and tests for comparing nickel foam and Ni-alumina(y) foam indicated that the hardness improved from
Nanocatalyst 145 Vickers hardness (HV) to 547 HV and compression strength increased from 1.1 MPa to 5MPa and

Pulse Electrocodeposition specific surface area (Sger) from 1.48 m?g*to 48 m?g™. XRD (x-ray diffraction) analysis showed NiO

and NiAl,O, in the structure. The interface between the catalytic component (NiAl,O,4), and nickel
affected the catalytic ability for MSR, and the efficiency gained at low tempreture 500 °C was the same
as reported at 720°C by other investigations.
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NOMENCLATURE

Cp Specific thermal capacity(Jgt-C-1) Greek Symbols

HV Vickers hardness P Density (kg/m®)

MPa Mega Pascal o4 Thermal diffusivity(m?S?)

MSR Methane Steam Reforming A Thermal conductivity (Wm-C™)
PPI Pore per Inch [ Duty cycle (%)

f Frequency (Hertz)

1. INTRODUCTION

Environmental concerns of fossil fuels have motivated
scientists to develop sustainable energies like wind, solar
and hydrogen. Hydrogen is a clean energy with no
exhaust contaminants during combustion [1]. The
availability of immense natural gas reservoirs in the
globe justifies reforming natural gas methane, to produce
hydrogen by steam, carbon dioxide, and oxygen. The
endothermic methane steam reforming, MSR, reaction
Equation (1) required extensive energy at a temperature
range of 700-720 °C on the catalytic bed.

AHjee =+206 -L (1)

mol

CH, + H,0 - CO + 3H,

Mostly water gas shift reaction (WGS) Equation (2) goes
along MSR.
CO + Hy0 » COp + Hy AHjo = —41.1 - @)

mol

Moreover, during MSR some side reactions occur at high
temperatures (T > 750 °C) via Equation (3), and
Boudouard reaction at low temperatures (300-450 °C) as
Equation (4) [2].

o _ K]
CHy — Cg) + 2H, AH306=+75.6 — ©)

2€0 - C(g) + CO, AHj05=-172 - (@)

Usually, combining transition and/or noble metals
catalysts on stabilized supports (alumina, ceria, ceria
promoted alumina, zeolite, etc. in catalysts have been
frequently used [3-5]. However, nickel was the most
common catalyst for being cheap, active, and selective in
MSR [6, 7]. Nevertheless, considering some drawbacks
like Ni-sintering and carbon deposition maybe by
hotspots and poor uniform temperature profile of
pelletized catalysts bed, persuade researchers to modify
catalysts structure [8-12]. Therefore, any attempt to
fabricate novel catalysts for lowering carbon deposition,
good heat transfer, decrease energy consumption, high
thermal stability, high mechanical strength and increase
lifetime are valuable [13-15]. Open-cell metal foams
have a special set of materials properties such as low
density, high thermal conductivity, ductility, resilience to
thermal shock resistance, fluid permeability, and high
surface area [16, 17]. Recently, application of nickel
foams in MSR have been investigated for good heat
distribution which increased [18] the CH4 conversion
inside the reformers by high interface area between the

gaseous reactants and the microporous catalysts [19-21].
In fact, higher thermal conductivity limits the thermal
gradient among reactants to gain higher catalytic
performance in methane reforming [9, 10, 15, 22-24].
Moreover, metal foams are attractive for compression
loading applications such as in catalysts bed for their
progressive crushing whilst tensile loading caused a fast,
brittle fracture [16]. In the compression stress-strain
curve of metallic foams three deformation stages seen as
1. Linear short elastic, 2. Long plastic plateau and 3.
Densification [25-30]. Thus, this study place a focus on
developing nickel foam structured catalyst reinforced by
alumina (y) nanoparticles to increase the plastic plateau
region for mechanical strengthening and prevent catalyst
brittle crushing [23, 31].

Furthermore, recently it is studied to find that
catalytic performance of the Ni foam based catalyst is
highly dependent on the pre-treatment and reaction
temperature [18, 32, 33]. Pegios et al. [34] reported a Ni-
foam catalyst aluminium oxide precursors by dip coating
method over Ni-foams with MgO and SiO; as promoters
for methane reforming. Results indicated that chemical
pretretment conditions increase the active metal surface
and active sites probably at the nickel-alumina interface.

Chai et al.[33] indicated among Ni/MOx(M=Al, Zr or
Y) binary catalysts, Ni foam/ Al,O3 possesses the largest
specific surface area and the highest amount of NiO
species (Ni active site), and as a result, exhibits the best
catalytic performance. Lajevardi et al. [35] indicated that
Ni-nano Al.O3 with applied pulse electrcodeposition had
higher hardness than direct current. Applied nano-
particles locked dislocation at the grain boundaries
movements and  recrystallization at elevated
temperatures. Therefore, microhardness and thermal
stability increased [36-38]. In the pulse current state, less
nano particles agglomerated, and caused more uniform
dispersion of nano particles [39]. The metal foam
structure does not in itself have a high surface area; thus,
in catalyst applications, deposition of a high surface area
coat e.g., Al,Os(y), SiO2, or zeolite by wash-coating, sol-
gel, electrochemical deposition, electrophoretic,
chemical vapor deposition (CVD) or physical vapor
deposition (PVD) is necessary [9, 40, 41].

The utilization of appropriate ceramic nanoparticles
with  high specific surface area such as AlOs(y)
reinforcement in a porous metal matrix in catalysis would
be interesting candidate for  enhancing thermal
conductivity, hardness and compression strength [17, 42-
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44]. Cimino et al. [18] applied Re/Ce via
electroprecipitation and pulse deposition methods on
nickel foam catalyst in methane reforming to increase
heat transfer by support metal foam strucure. To date,
only a limited number of studies have been examined the
effect of alumina(y) nanoparticles in Ni-foam as
nanocatalyst by pulse codeposition for compression
strengthening, more thermal conductivity and MSR
operating at low temperature as a way of energy saving.
By applying this concept, we aim at increased thermal
conductivity, a lower thermal gradient through the
reaction chamber for more heat transfer and better
interaction between the gas-solid reactantants‘active Ni
phase and alumina(y) nanoparticles. The MSR pilot test
of this nanocatlyst indicated the same efficiency at 500
°C compared to MSR efficiency of common catalysts at
720 °C that reported by other works [9, 22, 23].

2. MATERIALS METHOD

2. 1. Experimental The procedure consists of
several steps for nanocatalyst fabrication of nickel-
alumina(y) foam, briefly, such as (a) open-cell nickel
foam fabrication over polyurethane (PU) as substrate, (b)
chemical pre-treatment or etching, and (c) Ni-alumina(y)
nanoparticles pulse electro co-deposition. Firstly, the 40
pores per inch (ppi) open cell PU with the density of
0.021 gcm became conductive by nickel electroless
deposition. We used the electroless bath containing
nickel sulfate and sodium hypo-phosphide (NaPO.H,) at
82-85°C with a pH of 4. Afterward, the foam was nickel
electrodeposited by complex nickel salt solution
(including nickel(I1) sulfate hexahydrate (NiSO4.6H-0),
Merck 180 gL™*, ammonium chloride (NH4CI), Merck 25
gL and boric acid (H3BOs), Merck, 30gL™) at 55 °C, pH
5.5, and direct surface current density 20 Adm for 60
min. All the chemicals used with the grade for analysis.
Then foam was put into a tube furnace flowing 99.99%
purity argon gas to eliminate the PU substrate by
pyrolysis as per the procedure explained in another work
[16]. In continue, chemical pre-treatments were applied
to increase the roughness of the surface of the foam’s
strands in 6 Molar (M) hydrochloric acid (HCI) at three
different temperatures (i.e., 60, 70, and 80 °C) for 10 and
15 minutes. Then the foam was rinsed thoroughly with
deionized water, dipped into acetone and dried. Each
specimen with dimensions 10x40x40 mm?® was pulse
electro codeposited by two solutions to gain nickel-y-
alumina nanocomposite over the etched nickel foam.
Analytical reagents and deionized water were used to
prepare the plating solutions. Firstly, a suspension of
nano Al;Os(y) powder (99.99%, particle size 20-50 nm,
BET surface area >150 m?g?Y) (5 gL) and sodium
dodecyl sulfate (SDS) (1.5 gL™) as surfactant dispersed,
stirred for 21 hours with 200 rpm and agitated by

ultrasonic waves for 20 min to break the weak-bonded
agglomerations. Secondly, the nickel watt bath type
(including nickel(Il) sulfate hexahydrate (NiSO4.6H,0),
Merck, 250 gL,  Nickel(ll)  chloride -
hexahydrate (NiCl,.6H,0) 40 gL, boric acid (HsBO3),
35 gL1) was prepared. Then the nano-suspension was
added to it and well stirred. Afterwards, pulsed electro
co-deposition was performed with frequency 5 Hz, duty
cycle 50%, current density 27.5 Adm, stirring rate 200
rpm, the electrolyte pH 4.2, temperature 50+2°C exposed
time 90 minutes for nickel foam as the cathode. Finally,
the pulse electrodeposited nickel-nano yalumina foam
was rinsed with deionized water, dried, and calcined at
720 °C.

2. 2. Characterization and Tests We performed
the thermogravimetric analysis (TG, TA Instrument
BAHR STA 503) to determine the thermal stability of the
PU foam before plating. In this study, X-ray diffraction
(XRD) patterns for identifying crystalline phases of the
specimens were collected with a PANalytical X-ray
diffractometer using Cu K, radiation (A=0.15406 nm, 40
kV, 40 mA). Scanning electron microscopy (SEM) and
field emission electron microscopy (FESEM) were used
to investigate the specimen morphology and elemental
analysis. The compression strength test of the specimens
with dimensions 10x20x20 mm? was conducted at room
temperature by HOUNSFIELD (H10KS-UK) test
machine. The surface hardness (on the Vickers scale) of
nanocomposite coatings was measured by a micro-
hardness measurement device that applied a 50 g load for
15 seconds. The nickel foam specimens were etched for
15 s with a mixture of 3 mL HF and 80 mL HNOg3, and
the thickness of struts was determined by an optical
microscope. Specific heat capacity Cp was measured by
the Mettler Toledo thermal analysis with N2 gas flow and
thermal diffusivity o by Xenon Flash model XFA 500
was quantified. The H.-TPR (temperature-programmed
reduction) experiments were carried out in the NanoSord
instrument (Sens Iran Co.), under a mixture of 5% Hy-
95% argon gas with 10 sccm flow rate to determine the
reducibility of nickel-alumina catalyst. Ni-alumina(y)
foam specimen was heated with a rate of 10 © Cmin up
to 950° C.

2. 3. Experimental Set-Up for Catalytic Reaction
The performance of the foam catalysts was studied in a
pilot system under atmospheric pressure, as shown in
Figure 1. A quartz tube reactor with a 28 mm inner
diameter was loaded with a 7.64 g synthesized foam
catalyst, 50 mL, and the remained volume was filled with
inactive alumina(a). First, the Ni-alumina(y) foam was
reduced in situ before injecting methane/steam mixture
by pure hydrogen at 430 °C for 120 min with a 5 °Cmin-!
heating rate. The methane-water mixture (Steam/CHya;
v/v:3) was injected into the quartz tube through a dosing



M. Zafardoagoo et al. / IJE TRANSACTIONS A: Basics Vol. 36 No. 10, (October 2023) 1908-1918 1911

i 15 min, caused the foam losing integrity. Therefore, the
optimized condition for chemical pretreatment by 6 M
HCI at 80 °C for 10 min by firm struts in foam structure.

Prstalc  Water

CHH,Ofsteam) G
;asn’mulei 77 _100
- lmuo' 1 -90
I ;r _ 1 80
! o g\i 4 -70
e L = ] %
.. CHyH: ! : - -50
5 4 -40
Water trap (3] 4 -
Figure 1. (a) Quartz tube filled with Ni-alumina foam = | _28
catalysts, (b) catalysts of test pilot, (a) Ni- alumina (y) foams, 1 10
and (d) schematic picture for catalyst test setup . . . . . . . 0
0 100 200 300 400 500 600 700 800
) Tempreture (°C)
pump (LATEK- P700), which controlled the feed rate Figure 2. Thermal stability analysis of PU foam

with gas hourly space velocity (GHSV) of 2000 ht. The
tube reactor temperature was set at 500 °C. The product
gasstream passed through a condenser at the outlet of the
reactor, and the unreacted water was stored in a tank. The
dry gas outlet (H2, CH4) was analyzed by the online gas
chromatography (GC) (model Agilent Technologies
6890N) equipped with a thermal conductive detector
(TCD) and flame ionization detector (FID). The catalytic
performances of the Ni-alumina(y) coated layer on nickel
foam prepared in situ were measured.

3. RESULTS AND DISCUSSION

Thermogravimetric analysis was performed to determine
the thermal stability of polyurethane foam by using a TA
Instrument BAHR STA 503. Samples of 0.22g were
heated up to 650 °C at a heating rate of 10 °Cmin in a
nitrogen atmosphere. As shown in graph Figure 2, a very
slight rate change seen at 100-120 °C may be for water
evaporation while PU foam was decomposing with a
rapid rate at 290-400 °C that was associated with the
polyol main chain and urethane bond breaking as
reported by other researches [45, 46]. As mentioned
pyrolysis was done to remove PU substrate with the least
probable crack formation by a controlled procedure [16].
Moreover, the alumina must penetrate uniformly inside
the tortuous nickel foam without blocking the foam
pores. In continue chemical pre-treatment by 6 M HCI
was applied to the pure nickel foam to increment the
adhesion of the strands’ surface for pulsed
electrodeposition of Ni-yalumina [34]. As per SEM
images, in Figure 3(a), pure nickel foam showed sound =
struts with no cracks. Moreover, in Figure 3(b), (c) and &y = I e ¢ Vo
(d) grain boundaries of nickel foams pre-treated in HCI o0 e ""“‘( 0 ML L e
at 70 and 80 °C for 10 and 1.5 minutes were obviously Figure 3. SEM images of surface of struts of (a) pure nickel
seen. Here, the foam at 70'°C in HCI was observed more foam, (b) pretreated nickel foam at 70 °C for 10 min, (c)
stable than that of the specimen heated at 80 °C, however, pretreated nickel foam at 80 °C for 10 min, and (d)
etching the foam at severe conditions, heated at 80 °C for pretreated nickel foam at 80 °C for 15 min
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According to XRD patterns illustrated in Figure 4,
three primary reflections at 20 of 44.64°, 51.92°, and
76.46° designated to the (111), (200), and (220) planes of
the face-centered-cubic (FCC) nickel, confirmed that Ni
was the dominant constituent of the obtained foam
(JCPDS no. 04-0850). Meanwhile, there were small
peaks of Ni-P in the XRD pattern, due to the sodium
hypophosphite reducing agent in the plating solution.
However, by reducing the concentration of the reducing
agents and plating solution with a higher pH, the amount
of phosphorus and sodium to form the Ni-P layer can be
minimized [16]. For nickel foam coated by Ni-y-alumina
in this study displayed spinel NiAl,O4 at 26=31.4°, 45°,
68.9°, 80° (JCPDS no. 10-0339). However, some other
detected peaks 26= 25.1°, 37.7°, 57.5°, 68°, and 70°
corresponding to deposited alumina (JCPDS no. 46-
1212) and rhombohedral phase NiO at 26= 43°, 62.8°
(JCPDS no. 22-118) was observed and via the following
reaction and calcination at temperatures above 700 °C,
the NiAl,O4 formed as Equation (5). Calcination causes
formation of NiAl,O4 spinel phase, especially in the case
of Al,Os (y) presence [47].

NiO +Al,0, =NiAlLO, ®)

Here, surface area of Ni-alumina(y) foam measured
by BET method and reported in Table 1 for comparison.
Figure 5 indicated cross-sectional micrographs of nickel-
y-alumina nanocomposite foams. In fact, the wall
thickness of 2-5 pm gained after electroless then
increased to 50-80 pum by electrodeposition. In continue,
by pulse electro- codeposition coating of nickel-y-
alumina nanocomposite over the former foam gave a
three-dimensional structure with 230 pm thick and
hollow struts. The white sections indicated foam cell
struts and the grey section for the empty space between

TABLE 1. Specific surface area (BET) of investigated nickel
foam catalysts

SSA

Sample (Mg PPI
Nickel foam 1.48 45
Ni- alumina(y) foam 48 45
Ru/Ce/Ni foam (Ni foam via CeO, 39 75
electroprecipitation and impregnation with Ru [18]

AISB/Ni foam aluminium tri-sec butylate (AISB) 56

[34] '

Allp/Ni foam ,aluminium isopropoxide (AllP) 6.9

[34] '
Pre-treated Ni foam in catalytic methane 54 110

decomposition (CMD) [32]

Pre-treated Ni foam with grown carbon
nanofibers in catalytic methane 8.7 110
decomposition(CMD) [32]

*
= * Ni
3 ® Ni-P
> * :
HIE ’
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\ “ }
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o Ni-Al
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b 4+ NiO
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Figure 1. XRD patterns for (a) pure nickel foam and (b)
nickel foam coated with nickel-y-alumina

(b)
Figure 2. Optic microscopic images of electrodeposited Ni-
alumina (y) nanocomposite open cell foam specimen
mounted in epoxy resin and polished, a) x40, b) x1k

the cells and the separate islands seen because of three-
dimensional porous skeleton of foam appear in the
surface by polishing. In the current work, using pulse
codeposition of Ni/alumina(y) reinforced nanoparticles
on nickel foam increased hardness from 145 to 547 (HV).
The average of five different measurements determined
the final hardness shown in Figure 6.

The compressive stress-strain curves of nickel foams
and Ni-alumina(y) coated foam indicated in Figure 7. In
these curves, three distinct regions seen as: (i) the linear
elastic deformation (cell edges yield in bending area), (ii)
collapse plateau (sudden decrease in stress after the first



M. Zafardoagoo et al. / IJE TRANSACTIONS A: Basics Vol. 36 No. 10, (October 2023) 1908-1918 1913

800
600
400
200

Microhardness (HV)

1 2 3 4 5 6

Sample

Nickel foam (electrodeposited Ni foam)
Ni coating over steel substrate [37]
Nickel foam (electrolyt jet electrodeposited Ni
foam) [25]
Ni-nano yalumina codeposition over Ni foam
Open cell Ni-35Cr—22Fe foam(gas-phase
codeposition of Cr and Fe over Ni foam) [48]
6 Ni-8.5%nano Al203 coating over steel substrate

[37]
Figure 6. Results of the micro-hardness tests conducted at
room temperature
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Figure 7. Compressive stress-strain curves of nickel foams
and Ni-alumina(y) coated foam

peak of stress and plateau area), and (iii) densification
region (slight increase in strain, rapid growth of stress,
and more significant line slope). The mechanism of linear
elasticity depends on whether the cells are open or closed.
At low relative densities, open-cell foams deform
primarily by cell-wall bending [49, 50]. Therefore, in this
study we tried to increase the strength by struts thickness
growth from 50 pm to 230 pm. As shown in Figure 7,
nickel foam does not oscillate from beginning to end in
stage 11 with good compressive stability; in contrast, in
the Ni-alumina(y) nanocomposite, noticeable oscillation
and a sudden decrease in stress were seen in stage Il.
Compressive strength (stress peak after linear elastic
phase) of foams for nickel foam obtained 1.1 MPa.
However, compression strength of Ni-alumina(y)
nanocomposite foam increased to 5MPa by adding
reinforcement alumina nanoparticles. Ni-Al,O3(y) foam
compression strength increased drastically by pulse

electro codeposition of the Ni-alumina and its elastic
modulus improved. Reasons for increasing the strength
and elastic modulus of nickel foam with the
electrochemical coating are alumina nano particles.
Higher compression strength could mean high
mechanical stability of bottom-bed catalysts against
upper-bed catalysts in the reformer where a suitable gas
permeability is required. Thermal conductivity of Ni-
Al,03(y) foam with density (p) of 0.20 gem calculated
by measurements of thermal diffusivity (o) and specific
heat capacity Cp. Thermal diffusivity (o) gained 4.41x10°
& m2st with flash xenon technique and values of specific
heat capacity, Cp, measured by differential scanning
calorimetry (DSC). Moreover, the changes of a by
temperature rise was negligible.

The thermal conductivity calculated by Equation (6)
[51, 52].

A=axpxC, (6)

As stated in Table 2 by temperature rise, both Cp and
thermal conductivity (A) of nanocomposite Ni-
alumina(y) foam increased as well. Besides, the
distribution of alumina coat over nickel foam and all of
the other elements dispersed uniformly as seen in Figure
8. Pure nickel crystalline coatings have a truncated
pyramidal structure, i.e., a typical morphology for pure
nickel electrodeposits with (111) preferred texture [53,
54]. The modifications in the surface morphologies are
attributed to the change from a preferred orientation to a
random-oriented electrodeposit, and the addition of
Al,O3 particulates deteriorates the pyramidal structure
[54]. Considering FESEM images in Figure 9, a large
number of irregularly indicated spherical nanoparticles
with sizes 45 to 89 nm of Al,O3and NiO.Al>Os. In fact,
the layer of nanocomposite coating was less uniform and
rougher with cauliflower morphology and the surface
morphology could be attributed to the change from a
preferred  orientation to a  random-oriented
electrodeposition, and the embedded alumina nano
particles in nickel matrix deteriorates the pyramidal
structure [54, 55]. As known the reduced metal present
on the surface of the catalyst was considered active in the
partial oxidation of methane. The temperature-
programmed reduction (TPR) can suggest the number of
species and a relative classification of energy bonds
between the reducing element and its environment. Ni-
alumina foam specimen with a rate of 10 °C.min* heated
up to 950 ° C. The result, the H>-TPR graph in Figure 10,
exhibited two reduction peaks a sharp one at 400 °C and
a broader peak at 700-720 °C. Ni was reduced at a
relatively low temperature (lower than 450 °C). The sharp
peak at 400 °C was related to nickel oxide reduction
having weak interaction with alumina support and this
reduction leads to the deposition of nickel metal on y-
Al>Os. In contrast, the second broader peak at 700-720°C
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relates to the reduction of the spinel NiAl,O4 occurred at
high temperature in a large range of temperatures [56,
57].

As depicted in Figure 11, the conversion of methane
to products was calculated via the difference between

TABLE 1. Specific heat capacity (Cp) measurement by
temperature

T (-C) Cp (Jg*C-) Thermal Conductivity (Wm™C™)

150 0.92 0.81
250 1.00 0.88
300 1.08 0.95
350 117 1.03
400 121 1.06
450 131 1.15
500 1.43 1.26
550 1.53 1.35

Figure 3. Map of the uniform dispersion of alumina on the
Ni foam
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Figure 9. FESEM image f synthesized nickel foam with
pulsed deposition of Ni-Al203 (y) at =5 Hz, 6=50%, time=
60 min
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Figure 4. H2-TPR graph of calcined nickel-alumina foam

n
=1

Conversion (%)
[ S FU SO S
D Y IO

P Sy )
=
T

=R I
T

0 0.5 1 1.5 2 25 3
Time (hr)
Figure 5. Methane conversion(%)-time of MSR

inlet and outlet flowrates (Fcha.in, Fcha.our) Mmeasured by
online GC. After about two hours, the conversion of CH.4
reached 44% at 500 °C. The conversion of MSR reaction
calculated by Equation (5). However, with the
Boudouard reaction as Equation (4) occurrence at low
temperatures (300-450 °C) carbon deposited on
catalyst’s surface during MSR and caused it to deactivate
some parts of the nickel foam catalyst and declined its
efficiency.

For the selectivity, the below equation was used. The
selectivity toward the hydrogen production calculated by
Equation (6) that Fuz.0uc Was outlet Hy flowrate in online
GC, then, the selectivity H, gained 2.4 upon reaching
steady state phase as shown in Figure 12. Figure 13
depicted compositions of methane and hydrogen in the
outlet at different time intervals for nickel foam coated
with nickel-alumina(y). Hydrogen synchronized with
methane conversion and did not change significantly
after 60 min. Methane exhibited a slight decreasing
behavior with time. After 90 min stream time at 500 °C,
H, and CH. reached 64.2% and 18%, respectively. The
flowrate of hydrogen in the outlet did not match with
stoichiometry of the reaction and there is an
approximately 10 — 20 % error. This difference could be
attributed to the purge of hydrogen at the beginning of
the process and reduction of free NiO at lower
temperature gave small metallic nickel particles.
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Figure 7. Composition of hydrogen and methane in the
outlet of a MSR reactor

The free nickel foam without deposited alumina
(metal oxide) showed no catalytic activity because the
interface between nickel and alumina assumed as active
sites necessary for catalytic reactions and the nickel-
alumina interface by the presence of NiAl;O4
nanoparticles spinel improved catalytic properties. In
nickel-yalumina foam catalysts, coating
Al;Os(y)nanoparticles with high specific surface area
over metal foam with high thermal conductivity improve
heat transfer in MSR reformers. Then, at lower
temperatures, the required heat flux provided with the
appropriate efficiency in MSR [9, 22]. Furthermore, the
use of metal foam increases CH4 conversion due to
improved heat distribution inside the reformer with better
contact between the gas mixture and the open-cell foam
catalyst.

nversion Fer i F
CO ersio CH4(%)=( CH jin— CHAOut)Xloo (7)

CH,in

SH2 — (FH 20ut) ><05 (8)

FCHa.out - FCH 4.in

To produce hydrogen, H,O reacts with nickel surface
atoms to absorb oxygen and produce gaseous hydrogen.
Methane was also adsorbed on nickel surface atoms. The
adsorbed methane either reacts with the adsorbed oxygen
or decomposes to form chemical radicals [58].

Considering the catalytic test in this study, it resulted
that the favorable temperature for the MSR decreased to
500 °C compared to the common MSR reaction

temperature at 700 °C to 720 °C. It could be concluded
that here open-cell nickel foam coated with Ni-alumina
utilization as nanocatalyst caused better heat transfer
through reaction chambers and furthermore somehow the
purged H; into the reactor for the catalysts reduction, the
unreacted hydrogen can be burned to supply heat.

4. CONCLUSIONS

In this work, coating Ni-Al,Os(y) nanocatalyst by pulse
electrocodeposition over nickel foam is a way to enhance
the thermal properties of it for MSR. Results indicated
that the catalysts prepared by the nickel foam yielded
higher thermal conductivity and compression strength
compared to the nickel based pellet catalyst. By
measuring thermal diffusivity(a) gained 4.41x10-6 m?s* and
values of specific heat capacity, Cp, and thermal conductivity
() increased by 65% with temperature increment between 150
to 550°C in Ni-alumina(y) foam nanocatalyst. XRD analysis
indicated NiO, NiAl;O4 in the synthesized nickel-
alumina(y) foam. The nickel-alumina(y) nanocomposite
plus NiAl>O4 and alumina(y) nanoparticles increased the
hardness to 547 (HV) and the compressive strength of the
fabricated nanocatalyst from 1.1 MPa to 5 MPa with a
progressive crushing instead of a brittle failure. In
addition, Sger of the pure nickel foam was 1.48 m?g?,
which increased to 48 m?g? by adding alumina(y) nano
particles. The Ni-alumina(y) nanocomposite had active
sites at the nickel-alumina interface and the deposited
NiAl;O4 spinel, which increased the catalytic activity of
the product. The reason for the low-temperature MSR in
this study could be stated as the metallic nickel foam with
high thermal conductivity made it a potential attraction
for the novel design in this study by decreasing the
favorable temperature for the MSR to 500 °C due to
highly heat transfer compared to the traditional steam
reforming reaction temperature at 700 °C.

Despite the above advances, further improvement
should be focused on effective parameters such as micro
and mesopores supports and utilization of different
promoters like rare earth elements such as lanthanum and
cerium or their oxides in synthesizing new alloyed foam
nanocatalysts for hydrogen production. However, few
investigations have been done to the challenges of Ni-
Alumina foam nanocatalysts regeneration, as well as the
kinetics study of the catalytically active sites in methane
reforming reactions.
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ABSTRACT

Earth's natural resources belong to everyone and must be maintained for future generations. Thus, waste
management and consumption are researchers’ main concerns. Using waste resources to build
sustainably. It's growing increasingly popular due to its environmental and economic advantages. This
paper uses waste materials to increase the sustainability in construction work with cement-based such as
waste concrete as a normal aggregate replacement and ground-granulated blast-furnace slag (GGBFS)
as supplementary cementitious materials (SCMs) to improve the sustainability in rigid pavements
production, to decrease the use of raw materials, and to reduce the CO, production in Portland cement
(PC) factories. Cubic, cylindrical, and prismatic specimens were prepared in the laboratory with (0%,
10%, 20%, 30%, and 40%) by weight of aggregates waste concrete (WC) as replacements from the
natural aggregates. The strength activity index (SAI) of the concrete specimens was in the acceptance
strength zone with a slight reduction when compared with the conventional concrete strength. On the
other hand, the hybridized effect of using the GGBFS as SCMs with various proportions of GGBFS/PC
(0.8,1.2, 1.6, 2), and WC at (40%, 30%, 20%, and 10%) respectively appeared that SAl was enhanced.
Three manufactured specimens in each type of mixture were tested after 7 and 28 days of age curing.
The findings from compressive strength, splitting, and flexural tests conducted on mixtures containing
recycled aggregate indicate their suitability for use in rigid pavements for secondary roads. It was
observed that as the proportion of recycled aggregate in the mixture increased, the strength of the
concrete decreased. when ground granulated blast furnace slag (GGBFS) was added to the concrete
mixtures, the results varied depending on the ratio of GGBFS present in the mixture. Among the different
mixes tested, the mix designated as R30S1.2 was the highest strength load and it can be used for main
roads. The results indicate that the use of recycled aggregates at a ratio of 30% and 55% GGBFS gave
the best strength results and at the same time reduces the amount of cement and natural aggregates used,
and this has an impact on the environment by reducing the presence of waste.

doi: 10.5829/ije.2023.36.10a.16

1. INTRODUCTION

characteristics of the results concrete. An effort is made
to comprehend durability. Aspects of construction
materials derived from them and a comparison to

The positive side of sustainable concrete includes
preserving the environment by reducing harmful effects
such as the accumulation of concrete waste resulting
fromthe demolition of buildings, as well as reducing the
use of natural aggregates. This is driven not just by
environmentalconcerns, but also by the preservation of
natural aggregateresources, a scarcity of trash disposal
sites, and the rising expense of waste treatment before
disposal. Several research investigations have been
carried out on the utilization of RA in concrete to
comprehend the propertiesof RA cement; however, the
majority of these studies are focused on the mechanical

concrete produced with natural aggregates [1, 2]. It is
estimated that annually around 15.5 million tons of
building debris are created in China [3], the bulk of which
is concrete and bricks. Waste concrete aggregate is
achieved by using the demolished concrete into small
pieces with a specific process called grinding or crushing
process to produce the waste aggregate in different sizes.
This process is done by fixed crusher or mobility, as this
process results in recycled aggregate and its use in
variousconcrete mixtures. Several works used recycled
materials to achieve the sustainability concept by using
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recycled concrete aggregate (RCA) and studied the
behavior of concrete including the physical and chemical
properties offresh and hardened concrete [4-7].

The consumption of raw aggregates (fine and coarse),
accounting for up to 70-80% of the overall volume of the
concrete mixture design, is accelerating in tandem with
theexpansion of concrete production and use. The use of
reused stones derived from demolition and building
waste is introducing new construction trends,
substituting for basic (natural) aggregates. It conserves
natural resourcesand reduces the amount of landfill space
required [8-10]. RCA concrete typically has a lower
compressive strength than concrete with pristine
aggregate. Depending on thegrade of RCA, Manimaran
et al. [11] suggested that the compressivestrength of RCA
concrete might reduce by up to 25%.Accordingto Tam
et al. [12], an increase in the proportionof coarse RCA
used as a replacement for virgin aggregate decreased
compressive strength. The reduction in strength was
attributed to the weak residual mortar in RCA. Dawood
et al. [13] confirmed this trend, attributing it to RCA's
lowspecific gravity and high absorption or porosity. In
adition, they stated that the strength of RCA concrete was
determined by the weakened interface between the
residualmortar and the original stone and between the
residualmortar and the new mortar. Olivier et al. [14]
stated that thecompressive strength is affected by several
variables, such as the water-to-cement ratio, the
percentage of coarse aggregate substituted with RCA,
and the quantity of residual mortar in the RCA.

To modify bitumen and porous asphalt mixtures, it
was used the ground granulated blast-furnace slag
(GGBS) as asubstitution material for styrene-butadiene-
styrene (SBS) [10]. An effort was made in investigating
the viability of utilizing industrial waste Ground
Granulated Blast FurnaceSlag (GGBS) and agricultural
waste Groundnut Shell Ash (GSA) as stabilizing agents
in the soil stabilization technique [11].

The use of ground granulated blast furnace slag
(GGBFS) as an alternate material to cement leads to
reduce the production of carbon dioxide (CO2) resulting
from the cement industry. Nowadays, global cement
production contributed to increased CO; pollution of
around 8% with subtracted 1 ton of CO, pollution per ton
of cement production and decreased raw materials
(limestone, clay, etc.) that are used in the production
process of Portland cement. The GGPFS is one of the
products of the molten iron industry [12-14]. The
American Concrete Institute, ACI 318 code, section
5.1.1, indicates that concrete should have a compressive
strength of more than 17.3 MPa after 28 days of casting
to refer to it as structural concrete [9]. So, this indicates
that this type of concrete has good strength properties
and can be used in building facilities at various members.
On the other hand, the usage of waste materials to

achieve sustainability at this time become necessary and
urgent to reduce the negative impacts on theenvironment,
keep the raw materials for future generationsand reduce
landfilled materials.

The (GGBS) should be activated by combining it
with Portland cement before it can be utilized in
concrete. A typical mixture consists of 50% GGBS and
50% Portland cement, but amounts of GGBS [4] ranging
from 20% to 80% are frequently employed. The greater
the amount of GGBS, the greater impact on the
properties of concrete.

The importance of this research came from the need
for test results and their practical effects on the
construction industry. The research includes an
evaluation of the properties and behaviour of high-
strength concrete mixtures. This evaluation includes
factors such as compressive strength, toughness,
workability, and other mechanical properties. By
understanding how these admixtures perform, the study
provides valuable insights to improve concrete design
and construction practices and is important to identify
accessible data on the properties and behavior of high-
strength formwork with recycled aggregates and/or with
GGBFS. To do this, recycled concrete aggregate (RCA)
is produced and partially replaced by virgin aggregate to
manufacture concrete mixes. Furthermore, the hybrid use
of RCA as a pre- preparation of virgin aggregates and
GGBFS as a partial substitute for Portland cement is also
being investigated. In summary, this research is
important because it explores the use of recycled concrete
aggregates and GGBFS in high-strengthconcrete,
contributing to sustainable construction practices,
resource efficiency, performance assessment, potential
industry impact, and filling the knowledge gap in this
field.

2. EXPERIMENTAL TEST DETAILS

2.1.Materials  The following raw materials were
employed in the work:

2.1. 1. Portland Cement The Portland cement
used is sulfate resistant, Type VCEM 1 42.5SR according
to Iraqgi Standard No. 5/1984, which is a production of the
Karbala cement factory [15]. The chemical and physical
properties confirm to ASTM C150 (Table 1) [16]. The
sulfate-resistant 3 cement (SRC) is the result of crushing
a dry mix of SRC clinker and gypsum and it is a hydraulic
bonding grey fine powder.The applications of this type of
cement are in concrete foundations and structures like
rigid pavement, which is incontact with the soil that
contains sulfates. The Chemical and physical
requirements of sulfate- resistant Portland cement
summarized in Table 1.
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TABLE 1. Chemical and physical requirements of sulfate- resistant Portland cement [15]. (Data processing was done by a material

processor)
Chemical requirements
Test Type Test Method Limitation Test result
“Loss on ignition (as LOI), % <4.0 3.56
Non-Soluble Substances, % <15 0.50
25ifC3A<3.5
S03 Content, % IQS 472/1993 _ 237
2.5ifC3A>35
C3A, % <35 2.49
MgO, % <5.0 1.75
Chloride content, % BS EN 196-2/2013 <01 0.03
Physical and mechanical requirements

Finesse (Blaine), m%kg 1QS 198/1990 >300 344
Initial setting time, minute >45 150
Final setting time, hour BS EN 196-3/2016 <10 3.18
Soundness (expansion)-LeChatle, mm <10 0.29
ggr;apyr:sswe strength, notless than (mN/m?): 2 days BS EN 196-3/2016 ;212(; igg

2.1. 2. Sand The sand used in this work was 100

washed and screenedred sand, and it was quarried from & ig : ::‘;’:::’Z

the Al-Ukhaidir area inKarbala. Water-washed sand is R 20 N N

used to get rid of salts andimpurities, as well as clay 2 604 Al

particles because their presence affects concrete and ‘c:,, 50 A NN

reduces the cohesion of the mixture. The other benefit of » 40 1 N

this process is to obtain clean, saturated and saturated & Al N

surface dry (S.5.D) sand. It was sieved to meet the £ fg : _ AN

graduation requirements of Iraqi SCRB Standards/R10- 0 ; | N

2003 [15]. The gradation test was carried out using 1 kg 10 1 0.1 0.01

of fine aggregates by using a sieve shaker and the results
are shown in Table 2 and figuratively presented in Figure
1.

2. 1. 3. Coarse Aggregate The crushed coarse
aggregate used in the research is from the Al-Nibai
quarry, which is located north of Baghdad. It is washed
with water to clean the impurities that affect concrete and
reduce cohesion. Crushed aggregates with multiple

TABLE 2. Gradation of the sand used according to lraqgi
specifications R10 [15]

% Passing by weight

Sieve size, mm
Figure 1. Gradation limits and the selected gradation of the
fineaggregates used [15]

angles were used to increase  bonding and reduce voids
in concrete. Specific particle sizes were used that meet
the grading requirements according to Iragi SCRB
Standards/R10-2003 [16]. The gradation test was carried
out using 5 Kg of coarse aggregates by using a sieve
shaker as given in Table 3 and presented in Figure 2.

TABLE 3. Gradation of the crushed gravel used according to

Sieve size Iragi specifications R10 [15]

(mm) Gradation limit Gradation used Sieve size % Passing by weight

95 100 100 (mm) Gradation limit Gradation used
4,75 95-100 95.87 50.0 100 100

1.18 45-80 64.37 375 90-100 99

0.30 12-30 21.96 19.0 35-70 70

0.15 2-10 3.95 9.5 10-30 30

0.075 0-3 171 4.75 0-5 1
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Figure 2. Gradation limits and the selected gradation of the
coarse aggregates used [15]
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2. 1. 4. Ground-granulated Blast-furnace Slag
(GGBFS) It is considered as a supplementary
cementitious material with hydraulic bonding properties
used inconstruction materials that contain cement based.
Thismaterial is produced from the process of making iron
molten by placing iron ore, limestone, and coke in a blast
furnace. Various chemical reactions occur at a high
temperature of up to 1500°C, resulting in molten iron and
molten slag, which is considered a waste material. The
molten slag is quickly cooled with water or steam, and it
produces calcium silicate hydrate (granular slag), which
isa fine, glassy powder then milling well, produces
GGBFS,which is then mixed with cement to obtain a
concrete mixwith perfect cementitious properties. It is
greenish and symbolized particles.

2. 1. 5. Water and Superplasticizers For the
mixing and curing stage of the samples, clean water that
was free of contaminants was employed. A water-
reducing admixture was also used as a chemical additive
to reduce the amount of water, as well as increase the
workability. The physical properties and test results of
GGBFS are summarized in Tables 4 and 5. Its
characteristics are shown in Table 6.

2. 2. Testing Setup The ELE for compressive
strength test setup is shown in Figure 3.

> ELE International compressive test machine _
3000 kN:

1. Cube:- To check the compressive strength of concrete,
cubic models of 100 were used, which are sufficient to
obtain results of concrete resistance to failure, and at the
same time have a benefit in sustainability by reducing
the use of concrete materials, as well as in terms of

disposal ofthese models after testing, and determining
this measurement depending on the type of examination
as wellas the highest size of coarse aggregate The user,
where three concrete models were used and the average
testresults were relied upon, which are sufficient to meet
the routine test for compressive strength and achieve
approved results for the projects. The test is carried out
by placing the concrete cube inside a compressive
strength device between two steel surfaces, where
pressure is applied to thesurface area of the cube. the
models were tested at the rateof loading 6 KN/s until
failure.

Calculate the compressive strength of the specimen

as follows: C= A/P Where: A= area of square mm?and
P= maximum applied load, N
According to ASTM C39 [17]
2. Cylinder: Possibility to perform a spliting test for
cylindrical samples with a length of 200 mm and a
diameter of 100 mm, since the test results are based on
28days of water curing. When the sample is placed in the
device, uniaxial loading causes a relatively high stress
along the length of the sample, and 25 mm thick wood
strips are placed between the surface of the sample and
theupper and lower bearing steel blocks to distribute the
stresson the axis, Calculate the splitting tensile strength

TABLE 4. Physical properties of GGBFS (Data processing
wasdone by a material processor)
Model

Number Slag Color Type Fineness Standard
. GB/T
490-510
s95 Hot  NETWATE  pouyer 18046
M2/Kg  Bse699

TABLE 5. Test results of GGBFS (Data processing was done
bya material processor)

No. Items of testing Limits Results Decision
1 Specific surface area, m¥kg ~ >400 418 Passed
2 Relative water, % >95 106 Passed
3 Density, g/cm® >2.8 2.9 Passed
4 Moisture Content, % <1.0 0.1 Passed
5 Sulfur trioxide, % <4.0 0.3 Passed
6 Chlorine ion, % <0.06 0.02 Passed
7 Loss on ignition, % <3.0 0.2 Passed
8 Vitreous content, % >85 93 Passed

TABLE 6. Technical information on the superplasticizer used isprovided by the manufacturer (Data processing was done by a material

processor)

Base Appearance/ colour

Specificgravity

Chloride content  Air environment Compatibility

Polycarboxylate polymer

technology Brownishliquid

1.085 # (0.01) g/cm®

All types of Portland

Nil Nil
cement
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Figure 3. (a) ELE fof compressive strength test (b) ELE
splitting tensile strength test, (c) Prism of flexural test
concrete

of the specimen as follows:
T =2P/nld 1)

where: T = splitting tensile strength, MPa ,

P = maximum applied load indicated by the testing
machine, N

| = length, mm , andd = diameter, mm.

tested at the rate of loading 0.95 kN/sec until failed, and
according to ASTM C496/C496M [18].

> ELE International Flexural strength_ 1000 KN:
used four points for prism sample 100x100x400 mm,
four- point load, and span length 300 mm between
supportblocks, All sample surfaces must be smooth to
obtain accurate results and keep the samples moist in the
period between removal from water curing to the time of
examination because drying of the sample surface results
in a measure of bending strength. The examination
is carried out by shedding the pregnancy continuously
and without shock. the rate of loading 0.2 KN/s until
failure. Calculate the splitting tensile strength of the
specimen as follows:

R= PL/bd? according to ASTM C78/C78M [19] where:
R = modulus of rupture, MPa,

P = maximum applied load indicated by the testing
machine, N,

L = span length, mm,

b = average width of specimen, mm, at the fracture, and
d = average depth of specimen, mm

2.3.Methods of Working and SamplesProcessing
The trial program is first stage was to study the effect of
using recycled aggregates to produce concrete materials
from the recycled aggregate. Slump according to ASTM,
C143 [20], was used to analyze the properties of fresh
concrete from recycled aggregates. The compressive,
tensile, and flexural strengths of hardened concrete are
determined after 7, and 28 days of age. These tests are
performed to obtain the properties of the hardened
concrete.

The proportions of Portland cement, sand, and gravel
used in this work by weight are (1:2.32:3.26)
respectively. The properties of mixes of part 1 are

explained in Table 7.1t demonstrates the use of recycled
aggregates obtained from crushing concrete, with
replacement ratios of (0%, 10%, 20%, 30%, and 40%)
by natural aggregates.

The second part of the research is shown in Table 8.
which explains the same proportions of RCA, with the
addition of GGBFS as a replacement ratio for cement
withfour different proportions of GGBFS/PC (0.8, 1.2,
1.6 and 2.0)

The specimens produced in this work within the first
and second stages are cubes with dimensions of
10x10x10cm, cylinders with a diameter x height of
10x20 cm, and prisms with 10x10x40 cm (height x
widthx  length). The cubic specimens were
monotonically tested under compression loads. Indirect
tension test was carried out specimens were tested under
four-point flexural loads.

The primary reason for utilizing three geometric
shapes, namely the cube, cylinder, and prism, is to
represent the strength characteristics of concrete under
different loading conditions. Each shape represents the
specific testing method used in concrete strength testing.
The cube shape is commonly employed to determine the
compressive strength of concrete. Cubes are cast and
subjected to a compressive load until failure occurs. The
dimensions of the cube faces are equal, providing a
uniform distribution of stress during the test. The
cylindershape is typically used to evaluate the tensile
strength of concrete. Cylinders are subjected to a point
load until theyfracture. This test helps determine the
resistance of concrete to cracking or splitting. The prism
shape, specifically a rectangular prism, is utilized to
represent the flexural strength of concrete. The prism
specimens have longer dimensions in one direction,
Simulate a beam or a structural element. The load
applied to the prism determines the amount of bending
that occurs before fracture. This test is significant for
evaluating the capacity of concrete to bear vehicle loads
or other types of loads without failure. these three
geometric shapes provide different insights into the
strength properties of concrete under varying loading
conditions, allowing engineers and researchers to
represent its performance in real-world applications.
Figure 4 presents the manufactured specimens.

The process of preparing the models was done by
preparing the weights of the materials and lubricating the
molds, and the materials were mixed in two stages, the
drymixing, where the materials were mixed well until
they were evenly distributed inside the mixer, and the
second stage was the wet mixing, by adding water and
plasticizer gradually to the mixture until the appropriate
consistency was obtained. When the concrete was put
into the molds itwas then placed on the vibration table.
The goal of concrete consolidation, referred to as
compaction, is to produce thedensest concrete. In low-
slump concrete, air voids may make up to 20% of the
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TABLE 7. Concrete mix proportions — part 1
. . Waste concrete . Coarse Water/ cement
Mix Code of mixes R)% Cement, % Fine aggregate aggregate ratio SP,%  Slump(mm)
RO
Mix1 Plain 0% 100 100 100 0.35 0.3 50
mix
Mix2 R10 10% 100 100 90 0.35 0.3 48
Mix3 R20 20% 100 100 80 0.35 0.3 45
Mix4 R30 30% 100 100 70 0.35 0.3 42
Mix5 R40 40% 100 100 60 0.35 0.3 39
TABLE 8. Concrete mix proportions — part 2
. Code of GGBFS/ GGBFS, Cement, Waste Natural Fine o Slump
Mix mixes Cement % % concrete% coarse aggregate wic SP, % (mm)
Mix6 R10S2 2 67 33 10 90 100 0.40 03 41
Mix7 R20S1.6 1.6 62 38 20 80 100 0.40 03 38
Mix8 R30S1.2 1.2 55 44 30 70 100 0.40 0.3 36
Mix9 R40S0.8 0.8 45 55 40 60 100 0.40 03 33

Figure 4. Samples of the produced specimens

total volume of freshly cured concrete. The movement of
the particles has the effect of dispersing the liquid in the
mixture, thus reducing the internal friction and filling the
coarse aggregate. in respectof obtaining a composition
similar to coarse aggregate particles. The vibration
continues to expel the majority of the trapped air to
increase the strength of the concrete [15].Tables 7 and 8
summarized concrete mix proportions.

3. RESULTS

3. 1. Effects of the Composition of Mixtures
3. 1. 1. Using of Recycled Aggregate The
study's goal is to determine the impact of employing
recycled materials such as waste coarse aggregates
produced from crushing concrete and mixing in
proportion with natural aggregates and creating new
concrete suitable for rigid pavement, high traffic loads,
and the lowest possible cost.

The effect of replacing coarse aggregate for waste

was explored by 10%, 20%, 30%, and 40% on fresh
concrete, where the stagnation values of sustainable
concrete is shown in Table 8. Data were recorded, as the
results showed a decrease in slump values with an
increased in thereplacement percentage.

The compressive strength of mixes that included
recycled aggregates was found to be lower compared to
thebase mix containing natural aggregates, as given in
Table
9. Similar findings were reported in other studies as well

[21-23]. The reduction in compressive strength

exhibited arange of approximately 0.73-12.25%. The

underlying cause of the strength reduction can be
ascribed to the heterogeneous composition of the
recycled aggregate, which is due to the existence of
bound of the old mix on the outside surface of the
recycled aggregates. Concrete production was
adversely affected due to the high porosity of the

material, as reported by Tam et al. [24].

As can be seen in Table 9, all the mixtures showed a
decrease in tensile strength compared to the plane mix,
andit seems that the strength was affected by the amount
of recycled aggregate replacement and this is due to the
quality of the crushed concrete [6].

Cylindrical specimens of crushed sustainableconcrete
were tested to evaluate the failure condition.Figure 7,
shows the values obtained from examining mixtures that
contain returned aggregate. It was found that increasing
the percentage of recycled aggregates in concrete leads
to a decrease in the amount of tensile resistance by a rate
ranging between 0.33%-40% comparedwith the natural
mix.
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According to the results of flexural strength, all
concrete mixtures made of recycled aggregates achieved
less strength than the results of the base mixture (Table
9)after comparing the results of concrete mixtures with
recycled aggregates with the reference mix. The results
exhibit that the higher the amount of reconstituted
aggregate, the lower the load resistance to fracture [25].

Age curing has several effects on sustainableconcrete
content, Ground Granulated Blast Furnace Slag
(GGBFS), and recycled concrete aggregate (RCA) in
concrete.

Age curing positively influences the performance of
GGBFS in concrete. As the concrete cures and ages, the
GGBFS particles continue to react with the calcium
hydroxide produced during cement hydration. This
reaction leads to the formation of additional hydration
products, such as calcium silicate hydrate (C-S-H) gel,
which contributes to increased strength and improved
durability of the concrete. As for the recycled aggregate
Age curing can have a positive impact on the properties
of concrete incorporating RCA. With time, the RCA
particles continue to bond and interact with the
cementitious matrix, resulting in improved interfacial
transition zones and enhanced mechanical properties.
Age curing allows for thefurther development of strength
and durability, making the concrete with RCA more
sustainable.

3. 1. 2. The Effect of Using Recycled Concrete
Aggregate and GGBFS Table 9 shows that the
use of recycled aggregates contributed to reducing the
compressive, splitting and flexural strengths of concrete
compared to the concrete made with natural aggregates.
This deficiency was tried to compensate by adding
GGBFS, and thus sufficient strength was reached. As
stated in [26-28], the strength of concrete is affected by
the exact properties of the surface area between the RCA
and the cement paste. Thus slag is believed to strengthen
concrete by strengthening the bond between the cement

paste and the recycled aggregate. It has been shown that
the microstructure and microhardness in this transition
zone of sustainable concrete can be improved with
increasing slag content in the concrete mixture [29]. This
can help explain the advances made concretely.

The inclusion of more than 50% GGBFS in the
concrete gave activity at 7 and 28 days after curing the
specimens in clean water. Among the four mixtures
studied, mixture 8 gave the highest compressive strength
by 16.7%, thus obtaining a stronger and better mixture
thanthe base mixture, and reducing the use of cement and
natural aggregate by 55% and 30%, respectively. The use
of GGBFS with high percentages of more than 60% in
mixR20S1.6 led to an 11.59% reduction in compressive
strength compared to the concrete containing recycled
aggregates.

Table 9 gives the results obtained from examining the
cylindrical specimens that manufactured by adding
GGBFS to concrete with recycled aggregate under
indirecttensile load. The strength gained by mixtures
containing GGBFS with RCA compared to mixtures
containing RCAonly can be seen clearly. Moreover, a
slight improvement of mix 8 compared with the plane
mixture has been achieved.

The concrete increased the rate of strength gain
progressively with an increase in the percentage of
GGBFSin the mixture, where the mix R30S1.2 which
contains 55% slag achieved the highest results, The
substitution of cement reaches 45%.

The flexural strength performance of the recycled
aggregates with GGBS is shown in Table 9. The results
showed an increase in the flexural strength in all mixtures
containing GGBFS and RCA compared with mixtures
thatwere manufactured with RCA only or those made
with virgin aggregates and a full amount of Portland
cement. Asa reminder, these mixtures contain GGBFS
with different dosages of 45%, 55%, 62, and 67% that
represent the ratios of GGBFS/PC of 0.8, 1.2, 1.6 and 2.0
respectively. The superiority of mixtures containing

TABLE 9. The test results of mechanical properties of concrete samples

Mix code R (recycle coarse

Compressive Strength (MPa)

Splitting Strength(MPa)  Flexural Strength(MPa)

Mp 1D aggregate)$S (slag), Sh (steel shaving) 7 days 28 days 7 days 28 days 7 days 28 days
Mix1 RO 22.18 31.13 2.12 2.99 2.28 2.97
Mix2 R10 22.07 31.09 1.85 2.71 2.24 2.92
Mix3 R20 21.93 30.74 1.80 2.54 1.96 2.55
Mix4 R30 20.87 30.04 144 197 153 2.01
Mix5 R40 19.76 27.92 0.88 1.20 1.38 1.78
Mix6 R10S2 20.33 27.86 1.77 2.36 2,57 3.23
Mix7 R20S1.6 21.19 28.73 1.75 2.43 3.15 4.20
Mix8 R30S1.2 28.01 35.07 2.24 3.03 4,72 6.13
Mix9 R40S0.8 25.41 31.65 2.08 2.93 243 3.20
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GGBFS and RCA over those made with RCA only are
with percentages of 10.62,64.71, 67.21 and 79.77 at 28
days age for the mixtures that have RCA of 10, 20, 30 and
40% respectively.

3. 2. Interpretation of Results andDiscussion

3. 2. 1. Workability The workability of all
compounds was evaluated usingthe slump test for the base
mixture and mixtures containing reconstituted materials.
Figure 5 exhibits the values of the slump in each mixture.
It was noted that the slump values differ from one
mixture to another based on the proportions of additives
such as recycled aggregates and GGBFS. The
workability is lower in the sustainable mixtures (R10,
R20, R30 and R40) compared to the reference mixture,
as presented in Figure 4. The decrease in the slump values
when the RCA is increased in the mix is because of the
negative effect of incorporating crushed concrete into the
new concrete, as this decrease can be attributed to the
coarse surface of the recycled aggregate containing the
old concrete, which is mainly due to the higher
absorption capacity of the restored aggregate, and the
lower water level in the fresh mix that leads to a decrease
in the workability and a decrease in the amount of slump
of the concrete relative to the concrete containing only
virgin aggregates [30-32].

In the presence of recycled concrete aggregates, the
addition of GGBFS had a detrimental effect on the
workability and slump. The value of slump decreased
with the increase in the proportion of GGBFS in the
mixes (R10S2 and R20S1.6). This negative effect has
been attributed to the fact that the surface area of GGBFS
particles is larger than that of cement particles [19, 33].

Mostly, the compressive strength of the mixtures that
contain natural aggregates is higher than the
compressive strength of the concrete containing RCA
because it is a weaker material. The amount of decrease
in the compressive strength depends on the percentage
of recycled aggregates in the mixture and on the quality
of the concrete waste.

3. 2. 2, Strength Activity Index In Figure 6, it
can be observed that the compressive strength in the
mixtures from R10 through R40 decrease gradually for
both curing ages (7 and 28 days) if it is compared with
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the reference mixture (RO) and in close proportions.
According to ASTM C39 [17] and previous studies,
many factors may affect the mechanical properties of
concrete such as:

-The water absorption of recycled coarse aggregate
is more than that of natural aggregate, and the higher the
water absorption percentage, the lower the concrete
compressive strength [30, 34, 35].

-The source of crushed concrete also may affect the
compressive strength of the sustainable concrete. If the
demolished concrete has high load-bearing strength, this
leads to the production of concrete with high strength
compared with the concrete produced from normal
recycled concrete. Moreover, the workability of fresh
concrete can also be attributed to a decrease by a small
amount compared to the base concrete [36-38].

-The phenomenon under observation pertained to the
compression of concrete cubes on a vibration table. Poon
et al. [39] stated that recycled aggregate particles have
the potential to migrate toward the cement during
vibration. Design a region characterized by a progressive
increase inthe water-to-cement ratio, resulting in an
elevated level of porosity. The aforementioned process
has the potential to diminish the cohesion between the
repurposed aggregates and the matrix of cement [40].

Previous works suggested that the utilization of
recycled aggregates in concrete, when exposed to
saturated water, may lead to an ineffective interfacial
transition zone (ITZ), thereby significantly impacting
the concrete's properties. The effects have been observed
to be the potential weak link in the chain, in comparison
to cement paste and the accumulation of particles. It
should be noted that the use of recycled aggregates in
concrete production has both advantages and
disadvantages in different regions. A new bond can be
formed between recycled aggregates, including gravel
and old mortar, as well as between these recycled
aggregates and newly created cement putty. A specific
condition can create a non-uniform region that has the
potential to diminish the strength of concrete [6, 37].

The compressive strength changes by adding
GGBFS as a relative alternative material to cement. It
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was noted that the suitable replacement ratio in the
compressive strength examination was in the mixture
R30S1.2 with 30% recycled aggregate and GGBFS 55%.
The strength increased by 26.3 and 12.6% compared to
the base mixture for the curing periods 7 and 28 days
respectively, which may be due to the increased
effectiveness of the pozzolanic reaction [41]. When the
percentage of GGBFS decreases for the R40S0.8
mixture to be 45% of cementitious materials, the
compressive strength begins to decrease compared with
the previous mixture but is still a little higher than the
reference mixture.

With the addition of higher amounts of GGBFS in
the cases of mixtures R10S2 and R20S1.6 (more than
55% of total cementitious materials), the compressive
strength registered lower values than that of the original
mixture, which is due to the acute shortage of Portland
cement

Figure 7 presents the results of the tensile strength,
By comparing the splitting tensile results of concrete
containing both ground granulated blast furnace slag
(GGBFS) and recycled aggregates with those of concrete
containing only recycled aggregates, an increased
splitting tensile strength was observed.

The use of GGBFS as a partial replacement for
cement in concrete improved the mechanical properties
of the material. GGBFS is a by-product of the iron and
steel industry with pozzolanic properties, which means
that it can react with calcium hydroxide to produce
additional cementitious compounds. This reaction
improves the strength and tensile properties of concrete.

Recycled aggregate is crushed concrete or
construction waste that is replaced with natural
aggregate in concrete production. Although the use of
recycled aggregates alone may reduce the overall
strength of the concrete due to the presence of weak
interfacial transition zones between the old and new
cementitious materials, it can still provide satisfactory
performance depending on the application.

However, when combined with recycled aggregates,
GGBFS can help mitigate a potential decrease in
strength that would result from using recycled
aggregates alone. GGBFS contributes to the formation
of additional hydration products and a denser

o
o
E {
£ | !
%" 1.5 | ®7 days
; 1 28 days
£ 05 I 1
s
f4
Q
QO \} O " v "
< e o \9‘-; (3")\" Q\. Q%B'
R A O
Type of Mix

Figure 7. Indirect tensile strength of different mixtures

microstructure in concrete, thus improving tensile
strength. By combining GGBFS and recycled aggregates
in concrete, the tensile strength to fracture was increased
compared to concrete containing only recycled
aggregates. The exact extent of improvement depends on
variables such as the proportions and properties of the
materials used, the curing conditions, and the mix design
of the concrete. According to ASTM C496 [18].

Figure 8 demonstrates the results of the flexural test.
Itis also called the modulus of rupture test. This test was
conducted by applying a gradual four points flexural
load on concrete prisms according to ASTM C78 [19],
which simulates traffic loads on rigid pavement. The
addition of GGBFS and recycled aggregate to concrete
can improve flexural performance in comparison to
using recycled aggregate alone. GGBFS is a
cementitious material that can be used to supplant a
portion of the cement in concrete. It increases the
workability and durability of concretewhile decreasing
hydration heat. GGBFS can enhanceflexural strength by
enhancing the chemical and physical properties of the
concrete matrix as a whole. Recycled aggregate: When
using recycled aggregate in concrete, the pulverized
concrete residue is substituted for a portion of the natural
coarse aggregate. Typically, recycled aggregate has
weaker tensile properties than natural aggregate.
Therefore, recycled aggregate alone results in lower
flexural strength than concrete with natural aggregate.
However, when GGBFS and recycled aggregate are
combined in concrete, the GGBFS can help improve the
recycled aggregate's properties, mitigating the recycled
aggregate's potentially negative impacts on strength. The
pozzolanic activity of GGBFS can enhance the
adhesion between the cementitious matrix and recycled
aggregate particles, resulting in enhanced flexural
strength.

By combining GGBFS and recycled aggregate, it is
possible to create a concrete mixture that takes
advantage of the strength-enhancing properties of
GGBFS while stillmaking use of recyclable materials.
This combination can result in greater flexural strength
than using recycled aggregate concrete alone table, the
precise increase in flexural strength will depend on many
variables, includingthe exact proportions of GGBFS and
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recycled aggregate, the grade of the materials, curing
conditions, and the overall mix design. According to
ASTM C78 [19].

It is common knowledge that GGBFS endures a
pozzolanic reaction when combined with water and
cement. In addition to improving the durability, the
addition of GGBFS may have a positive influence on its
mechanical properties [20, 39, 42]. The pozzolanic
response, which results in an increase in calcium silicate
hydrate (C-S-H) and contributes to the improvement of
cement paste strength and, by extension, the general
strength of concrete [43, 44], is the primary cause of the
strength and durability enhancements.

The reason is due to the increase in concrete strength
after adding GGBFS to the fresh mortar, as the cement
reacted with water to produce C-S-H gel (concrete bond
strength), which represents the strength of concrete but
it is fixed at 60-70% by volume of concrete with 20-25%
calcium hydroxide. The use of supplementary
cementitious materials is to make a chemical reaction
between these materials and calcium hydroxide to
produce a new concrete bond (C-S-H) that has the same
strength when compared to conventional concrete.

Instead of natural to reach sustainability and at the
same time the strength required to bear the loads placed
on the pavement, on the other hand, the mechanical
behaviour of these materials acts as filling for the voids
that exist due to the mechanical interaction and this is
another reason for increasing the strength (the optimal
water content of the concrete to complete the reaction is
0.23 but the excess amount helps to make the concrete
easier to operate and weakens the concrete). So, the
surplus water undergoes evaporation until the void ratio
of the reactant attains approximately 5-6%. The reactant
materials assume a role in the void ratio by functioning
as fillers. The fillers like GGBFS present in the material
are composed of particles that are smaller in size than
cement, which consequently enhance the mechanical
characteristics and the overall structure of the material
[13].

Adding GGBFS into concrete reduces the heat of
hydration by substantially lowering the amount of heat
produced during the hydration process. This is
particularly important in large concrete structures, such
as dams or foundations, where excessive heat
accumulation can lead to thermal fracture. Using
GGBFS assists in preventing hyperthermia and heat-
related complications [40].

In contrast, adding GGBFS to concrete reduces its
carbon footprint because the production of GGBFS
involves fewer carbon emissions than conventional
cement. Since GGBFS is a byproduct, its incorporation
into concrete reduces the quantity of cement required,
thereby reducing the greenhouse gas emissions
associated with cement production. This makes GGBFS
an environmentally preferable option for the production
of concrete [41].

It can be noted from the above results that the
presence of the reconstituted aggregate in the mixture
gave good results, but less than the results of the main
mixture, indicating that the reconstituted aggregate is
less strong than the natural aggregate and that the old
concrete surrounded by the aggregate constitutes a weak
point, and at the same time this concrete absorbed a
quantity of water from the mixture, and this in turn led
to Reduction in workability and slump, and this
conclusion has an inverse relationship with the
proportion of recycled aggregate added to concrete.

Moreover, the presence of the reconstituted
aggregate in the mixture gave good results, but less than
the results of the main mixture, indicating that the
reconstituted aggregate is less strong than the natural
aggregate and that the old concrete surrounded by the
aggregate constitutes a weak point, and at the same time
this concrete absorbed a quantity of water from the
mixture, and this in turn led to Reduction in workability
and precipitation, and this conclusion has an inverse
relationship with the proportion of recycled aggregate
added to concrete. However, adding GGBFS at a ratio of
(62, 67%) leads to a decrease in resistance. The reason
for this is due to a lack of chemical bonding because
granular furnace slag contains a high percentage of
silicates and alumina, which are materials that act as
pollutants with the cement components. When using a
high percentage of GGBFS, competition may occur
between cement components and slag for water and
calcium available for chemical bonding, which reduces
the speed of formation of calcium hydroxide
compounds, silicates and alumina required for concrete
strength, and the other reason is the increase in empty
parts because granular slag has high porosity properties
and when using a high percentage of it, it increases the
empty parts in the concrete. The presence of empty parts
leads to weak concrete strength and a lack of strength to
external influences such as freezing, thawing and
corrosion.

However, when using GGBFS at a ratio of (44, 55%)
the led to an increase in strength, especially in the
mixture (R30S1.2) which contains the ideal ratio of
GGBFS and recycled aggregates, where the highest
results of stress resistance were obtained compared to
other mixtures in this research.

4. CONCLUSION

The above study shows the following conclusions:

1.  The research findings demonstrate the potential of
wastematerials, specifically waste concrete and ground-
granulated blast-furnace slag (GGBFS), in enhancing
sustainability in construction practices.

2. The workability of the sustainable mixtures was
observed to decrease compared to the reference mixture
due to the rough surface of recycled aggregate and the
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adverse impact of GGBFS on workability and slump.

3. The compressive strength of mixtures containing
recycled concrete aggregates (RCA) gradually decreased
compared to the reference mixture, primarily influenced
byfactors such as higher water absorption of recycled
coarse aggregate and variations in the load-bearing
strength of theoriginal concrete.

4, Incorporating GGBFS as a substitute for cement
positively influenced the compressive strength, with the
optimal replacement ratio identified as 30% recycled
aggregate and 55% GGBFS.

5. The combination of GGBFS and recycled
aggregates resulted in improved splitting tensile strength
compared to concrete containing only recycled
aggregates, attributed to the pozzolanic activity of
GGBFS. GGBFS and other pozzolanic materials react
with calcium hydroxide (CH) generated during cement
hydration to form additional cementitious compounds.
These compounds occupy the voids and strengthen the
bond between the cement matrix and aggregates, thereby
increasing the tensile strength. attributed to the
pozzolanic activity of GGBFS.

6. The flexural strength of concrete improved when
GGBFS and recycled aggregates were combined.
GGBFScontributes to this improvement by strengthening
the bondbetween the cement matrix and the recycled
aggregate particles. The finer particles of GGBFS occupy
the cavities between the larger recycled aggregates,
resulting in more efficient load transmission across the
matrix-aggregate interface. This enhanced bonding
increases flexural rigidity.

7. Integrating refuse materials into construction can
contribute to sustainable practices by decreasing the
demand for virgin materials and waste disposal.
However,it is essential to optimize the proportions and
properties ofthe materials to assure their suitability for
particular applications and conditions. During the
material selection and design process, factors such as the
type and quality ofthe waste materials, the intended
performance  requirements, and  environmental
considerations must be taken into account.

8. Further research is warranted to determine
optimal combinations of waste materials and explore
additional factors influencing mechanical properties and
the overall performance of the concrete.

9.  The study highlights the potential of refuse
materials, such as waste concrete and GGBFS, to
increase sustainability and improve the mechanical
properties of building materials. The construction
industry can reduce its environmental impact and
contribute to a circular economy by reusing refuse
materials. This strategy is consistent withthe principles of
sustainable development and offers opportunities to
create more enduring and resilient structures while
simultaneously reducing resource consumption and
refuse production.
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ABSTRACT

Copper-based alloys are one of the most popular materials in the power distribution, welding industry,
hydraulic equipment, industrial machinery, etc. Among different methods for the fabrication of Cu
alloys, mechanical alloying (MA) is the major approach due to the fact that this approach is simple,
inexpensive, suitable for mass production, and has a high capacity for homogeneous distribution of the
second phase. However, the prediction of the hardness of products is very difficult in MA because of a
lot of effective parameters. In this work, we designed a feed-forward back propagation neural network
(FFBPNN) to predict the hardness of copper-based nanocomposites. First, some of the most common
nanocomposites of copper including Cu-Al, Cu-Al,0; Cu-Cr, and Cu-Ti were synthesized by
mechanical alloying of copper at varying weight percentages (1, 3, and 6). Next, the alloyed powders
were compacted by a cold press (12 tons) and subjected to heat treatment at 650°C. Then, the strength
of the alloys was measured by the Vickers microscopy test. Finally, to anticipate the micro-hardness of
Cu nanocomposites, the significant variables in the ball milling process including hardness, size, and
volume of the reinforcement material, vial speed, the ball-to-powder-weight-ratio (BPR), and milling
time; were determined as the inputs, and hardness of nanocomposite was assumed as an output of the
artificial neural network (ANN). For training the ANN, many different ANN architectures have been
employed and the optimal structure of the model was obtained by regression of 0.9914. The network was
designed with two hidden layers. The first and second hidden layer includes 12 and 8 neurons,
respectively. The comparison between the predicted results of the network and the experimental values
showed that the proposed model with a root mean square error (RMSE) of 3.7 % can predict the micro-
hardness of the nanocomposites.

doi: 10.5829/ije.2023.36.10a.17

1. INTRODUCTION

a desirable method to increase the toughness, tensile
strength, creep resistance, and thermal stability of Cu

Nanocomposites and advanced materials have a
widespread application in various fields, and based on the
production methods, there are different generation
strategies [1-3]. Adding alloying elements to the copper
lattice is a common way to increase the mechanical
properties alongside the electrical properties of copper-
based composites. In other words, copper alloys are able
to strengthen without a major decrease in their electrical
properties [4, 5]. The creation of a saturated solid solution
and the nano-sized precipitations in the copper lattice is

*Corresponding Author Email: oveis@eng.uk.ac.ir
(S. O. Mirabootalebi)

with negligible reduction in the electrical conductivity [6,
7]. Except for Cu-Be, different copper-based alloys are
being developed. Cu-Ti alloy is a striking example,
which is a favorable alternative for Cu-Be. In general, Cu
composites have proper strength, excellent electrical
conductivity, high corrosion resistance, and suitable
thermal stability [8, 9]. Likewise, each of the Cu-based
composites has various applications. For instance, Cu—Al
in solar powers and memory alloys [10], Cu-Al;Os in
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electrodes [11], Cu-Cr in fuel cells [12], and Cu-Ti in
solar cells [13]; are being used.

The common methods for fabrication copper
composites including in-situ reduction [14], melting and
casting [15, 16], electrolysis [17], hydrothermal [18],
severe plastic deformation (SPD) [19], sol-gel [20, 21],
accumulative roll-bonding (ARB) [22], and high-energy
ball milling [5, 23]. Among these approaches,
mechanical alloying is a simple, inexpensive, and
environmental-friendly process with the uniform
dispersion of the alloying elements and has been widely
used for the fabrication of advanced materials and
nanocomposites [24, 25].

The effective parameters during the milling process
influence various properties of Cu nanocomposites,
especially the micro-hardness. The wrong combination
of the MA parameters leads to an undesirable product and
disrupts the balance between the electrical and
mechanical properties of Cu-based nanocomposites. The
exact determination of the micro-hardness of Cu-based
composites results in the optimal usage of the process for
the widespread synthesizing of copper nanocomposites.

There are several numerical analyses for the
prediction of desirable output and optimization of the
process, such as ANN [26], Genetic Algorithm [5], and
Taguchi [27, 28]. ANN owing to its high capacity for the
classification of big data, reaching a trusted solution, and
approaching various variables, is a powerful machine
learning approach for the prediction of outputs [29-31].
This method could be used as a parallel process with non-
linear handling and adaptability which has a high
capability to analyze various factors (noisy data) to
predict the outputs. As a result, the artificial neural
network is widely used in mechanical alloying owing to
various major factors and the stochastic nature of the
MA. The mechanism of ANN is also relatively simple
and is based on training and then the anticipation of
output. Nevertheless, no previous study has investigated
a comprehensive model for the anticipation of the
hardness of the main copper composites.

In this study, Cu-Al, Cu-Al;0s, Cu-Cr, and Cu-Ti
with different percentages of the reinforcement elements
were produced by MA. Then, the generated Cu
composites were analyzed by X-ray powder diffraction
(XRD) and scanning electron microscopy (SEM).
Afterward, the sintering process was carried out and the
micro-hardness of the Cu solid solutions was investigated
via a Vickers hardness tester. Lastly, the obtained
hardness data were used to design an ANN for predicting
the micro-hardness of Cu-nanocomposites.

2. ANN MODELING

ANN is based on the intelligent creatures learning
procedure containing interrelated cells called nodes or

neurons. They are the basic computational units that are
linked together through the signals. The signals aggregate
into layers and signal transmission between input and
output is performed several times [32]. ANN is
constructed of the input, hidden, and output layers. The
learning process of a neural network includes regulating
the neuron’s bias, altering the weights, and output
normalization via the transfer functions. The process of
the training process will be extended till the ANN
network reach near the favorable output and attain a
reasonable percentage error.

The mathematical equation of an artificial neural
network is able to be extracted from the mentioned
component including biases, weights, transfer functions,
and neurons. The connection between neurons is defined
by Equation (1):

x=%" wix +b (1)

where X is the output and p is the number of components
in the layer.w;x and b are the weight and bias,
respectively.

3. EXPERIMENTAL

High-purity flakes of copper, chromium, aluminum,
alumina, and titanium were chosen as the precursors.
Specimens with different weight percentages of the
second phase (1, 3, and 6) were mechanically alloyed in
a planetary ball mill under the Argon. Two sizes of balls
(15 and 10 mm in diameter) were used and BPR was kept
at 15:1. The primary raw material was copper powders
(15 g). Cu-Al and Cu-Al>03 were milled for 40 h and the
activation time for Cu-Ti and Cu-Cr was 90 h at a vial
speed of 350 rpm. The selection of milling times was
based on the experience of similar studies for the creation
of the solid solution of Cu alloys.

A Philips X’PERT MPD (Cu-Ka) was used to
analyze the crystallographic structures of samples.
Morphology and size of Cu particles were studied by
SEM (Cam Scan mv2300). For the annealing of the
specimens, the alloying powders were molded to a
thickness of 1 mm and a diameter of 1 cm. 1.4 g of
samples were have been pressed by an automatic powder
cold press machine (12 tons). The annealing process was
applied in a simple heat treatment oven for 30 minutes at
650°C under Argon atmosphere. The Vickers hardness
testing was carried out as stated in the ASTM
International Standards (E-348-89) and hardness was
monitored by an impression of a load (98.7 mN) which is
applied smoothly for 5 s at high magnification.

4. RESULTS AND DISCUSSION

The XRD patterns of Cu-based solid solutions after the
mechanical alloying are shown in Figure 1. It is very



1934 R. M. Babaheydari et al. / IJE TRANSACTIONS A: Basics Vol. 36 No. 10, (October 2023) 1932-1941

significant to confirm the creation of XRD patterns of
Cu-based solid solutions. In the MA process, all of the
particles are rigorously distorted through the collision of
the balls which causes a rise in the atomic diffusion and
regional temperature [33]. The solubility of alloying
elements in Cu is increased by raising the temperature.
Simultaneously, the concentration of crystallographic
defects (dislocations, stacking faults, and vacancies) was
significantly ~ developed  throughout the MA.
Consequently, the flakes become work-hardened after a
while, and the width of peaks was also enhanced by the
rise in the work-hardening of the micro-strain [9].
Growth in weight percentage of the second phase brings
on the height reduction and width broadening of the XRD
profiles, as well as, peaks shifting to lower angles (except
Cu-Al;03). Chromium, titanium, and aluminum have a
larger atomic size than Cu. Thus, the disintegration of the
reinforced materials and increasing concentration in the
copper lattice rise the lattice constant of copper and move
the X-ray diffraction patterns to the left. The non-
movement of the major peaks of Cu in the XRD patterns
of Al,Ogz illustrates that the particles of alumina were not
dissolved within the copper lattice.

The morphology of the samples is depicted in Figures
2-5. The particle size of Cu-Al alloys is declined by
proportion enhancement in Al,Osz. Generally, particles
are soft at the start of the MA, although, they were welded
together and tend to agglomeration during the
mechanical alloying [34]. The reduction of powder
particle size of Al,O3 follows two distinct mechanisms.
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Figure 1. XRD of Cu-Al (a), Cu- Al203, Cu-Cr, and Cu-Ti
nanocomposites prepared by MA

First, through incorporating the Cu particles. Second,
by increasing the strain of the lattice via fracturing the
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Figure 2. SEM images of Cu-Al alloys with 1, 3, and 6
weight percentages
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Figure 3. SEM images of Cu-Al203 samples with 1, 3, and
6 weight percentages

alumina particles during the milling process. Therefore,
the crisp particles of AlOs; are broken and become
smaller by rising the work hardening [35].

The long milling time due to high cold working (90
h) results in the dissolution of chromium in the copper
matrix. Moreover, the dissolution of Cr in the structure
was increased at high chromium proportions, thereby
fracturing and crisping of Cu parties were performed. In
addition, intense work-hardening leads to the formation
of micro-cracks and motion-less dislocations, because of
the BCC crystallographic structure of Cr. The other
micro-cracks will be created at the margin of the
particles. Cr powders will be spread in the matrix and
induce these micro-cracks to develop and open [36]. So,

DATE 110317
Dwvice VEGA TS5 2008

Jid ;
SIMMAG 9005 DET: 30 Celectr
W 2000 DAIE 1LOMT  Adtun

VAC HNBe Daves VEGATES130M s
Figure 4. SEM images of Cu-Cr alloys with 1, 3, and 6
weight percentages
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it can be assumed that the higher percentage of chromium
results in the smaller Cr composite particles at the same
activation time. Finally, fine and uniform morphology is
acquired by repeated fractures.

Likewise, the particle size distribution of copper-
titanium alloys is reduced and they also became
agglomerated because of the long activating time (90 h)
and creation of a balance between fracture and cold
welding. The hexagonal close-packed (HCP) crystal
structures of Ti particles are trapped between Cu powders
with the face-centered cubic (FCC) structures, which
have a more quick work-hardening than Cu [37]. At the
current step, the higher fragile Ti powders are spread into
the smoother Cu powders and they generate small cracks
in their margins which significantly decreases the
mechanical properties of the composites [36].

Figure 3 shows SEM images of Cu-Al,O3 samples
with 1, 3, and 6 weight percentages. SEM images of Cu-
Cralloys with 1, 3, and 6 weight percentages is shown in
Figure 4. Also, Figure 5 depicts SEM images of Cu-Ti
alloys with 1, 3, and 6 weight percentages.

The micro-hardness of the products after the heat
treatment is represented in Figure 6. Cu-1wt%Al,O3 and
Cu-6wt%Ti had the lowest and highest micro-hardness,
respectively. It is worth noting that the inserted forces
during the pressing stage did not cause a major change in
the hardness of specimens. This is because of an
extensive cold hardening of the particle during the
process [36].

The number of vacancies and dislocations declined
significantly after the annealing procedure. This process
is similar to solid solutions, which decomposed after the
heat treatment step [38]. Hence, porosity, grain
boundaries, and particles of alloying elements are the
main reasons for residual resistivity.

By enhancement in the percentage of the second
phase, the hardness of all Cu-based composites was
raised. As mentioned previously, the enhancement
volume of alloying elements causes a boost in the lattice
constant and strength of nanocomposites. A higher
proportion in reinforcement materials, richer solid
solution, and a higher density of dislocations result in Cu
cold working and as a result, micro-hardness of the
composites was improved. On the one hand, a high
amount of coherent precipitates will be created because
of the high content of a solid solution in aging. On the
other, defects create favored areas to precipitate.
Therefore, generated precipitates  inhibit  the
recrystallization and recovery.

Ti has low solvability in Cu at ambient temperature
(less than 0.1% of atomic weight) [39]. During the MA
process, the density of Ti in the Cu lattice is raised and
attained a balance status. The created Ti super-saturation
in the copper matrix via mechanical alloying and
sintering presents an appropriate condition for the
fabrication of Ti with a nano-scale structure.

. o
SEMMAG: 300k DET: SE Datocior
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Figure 5. SEM images of Cu-Ti alloys with 1, 3, and 6
weight percentages

Subsequently, the creation of the rich titanium particles
in the Cu lattice at the annealing stage coincides with the
recovery and recrystallization. This phenomenon
frequently ceased the softening procedure. Formed Cu,Ti
at the beginning steps of heat treatment is in the shape of
uniform nanostructures [40]. The mentioned precipitates
are produced inside the grain boundaries [41] and they
act as obstacles to dislocation movements. As a result,
they will delay recovery and recrystallization, and the
micro-hardness of nanocomposites will be increased.
Similar to Cu-Ti, the mentioned hardening
mechanism is valid for Cu-Cr and Cu-Al alloys and so
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the second phase rises the heat of recrystallization and
postpones the recrystallization and recovery. Uniform
precipitation of copper-chromium and copper-aluminum
that was created at the aging step, causes the halt of re-
crystallization and rises the strength. The maximum
hardness in copper-based composites is achievable if all
of the effective variables in the milling and annealing
steps are performed accurately. Figure 7 indicates the
schematic diagram of the ideal Cu-based nanocomposites
with homogenous dispersion of nano-sized particles in
the grains.

4. 1. ANN Architecture There is no general rule
to determine the minimum or the maximum number of
required datasets in an ANN network [42]. However, it
seems the model needs a reasonable number of data to
avoid under-training or over-training. Here, 12 and 85
data were used for verification and training of the model,
respectively.

FFBPNN was used for the learning module. Feed-
forward back propagation neural network is a specific
type of ANN with many capabilities to attain favorable
outcomes and is extensively applied in the MA to
participate in major variables in previous works [43-45].
There are two steps per turn of the process in FFBPNN.

e Cu-Al
——Cu-Ti
—o—Cu-ALOy

——Lu-Lr

3

250

24

1540

1

Micro-Hardness (HV)

50

1] 1 3 o
Weight Percentage

Figure 6. The micro-hardness of the Cu-based composites at

different weight percentages of alloying element

N

Figure 7. Schematic illustration of an ideal nano-dispersed
of the second phase particles to achieve the maximum
strength in the Cu-based nanocomposites

First is the specification of a random number for all
weight factors which is the feed-forward. Next, altering
the weights to reach the outcome with lower error and
closer to the actual quantity which is the back-
propagation. The cycle is done frequently till the
outcome of the model reaches the closest actual value for
all of the training data [46, 47].

Basically, there is no straightforward way to optimize
the structure of an ANN model [29]. For the effective
function of the network, various learning architectures
have been applied to assess the structure of the network
during the learning step. The created model includes two
hidden layers with input and output layers. The hidden
layers include 12 and 8 neurons in the first and second
layers, respectively. Input parameters were the hardness,
volume, and size of reinforcements, BPR, speed and time
of ball-milling, and the initial size. As well as, the
hardness of the nanocomposite was the output. Figure 8
shows the graphical abstract of the designed ANN.

In order to compute the regression, the finite element
method and the trained model were applied. The
regression is illustrated in Table 1. Regarding the
regression, “Tansig”, “Purelin”, and “Logsig” are the
finest functions for the hidden layers (1st and 2nd) and
output layer, respectively (number 10). Obviously, trial
and error do not follow a general pattern. As a result, it
needs to train the network several times to reach an
acceptable error without any specific approach. The trial
and error strategy is used vastly in other similar studies
in order to find a more suitable network structure and
decrease the regression [48, 49].

To design the network, MATLAB (2014) owing to its
user-friendly was used. Moreover, the Levenberg—
Marquardt algorithm due to rapid training ability was
employed for training the model. In addition, the log-
sigmoid activation function was utilized as the transfer
function. This is a non-linear and S-shaped function
which is defined according to Equation (2):

fO) == @

1+e™*

The collected data had been normalized and
homogenized (0.1-0.9) according to Equation (3):
X—Xmin

N = 08 (W) + 01 (3)
RMSE is defined as the standard deviation of the
differences between the actual and predicted values.
Here, the RMSE of the model was calculated using
Equation (4):

|True value—Predicted value|

RMSE =~ 23 ( x 100) @

True value

4. 2. ANN Results Regression analysis was
performed for testing the precision of the designed
network. Figure 9 illustrates the result of the regression
analysis. Based on Figure 9, the general regression is
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Figure 8. Architecture of the designed ANN

TABLE 1. The values of regressions for different ANN
structures

Transfer function hig:joe(:\elsai;ers
No. Hidden layers Reg regsion
—  Output Layer Layer (R
Layer ~ Layer  Jayer two  one
two one
1 Tansig Tansig  Tansig 16 12 0.8843
2 Tansig  Logsig Purelin 12 7 0.7634
3 Logsig Logsig Tansig 3 5 0.6674
4 Logsig Logsig Logsig 7 5 0.4219
5 Logsig Logsig Purelin 9 6 0.7396
6 Logsig Tansig  Logsig 3 7 0.5732
7 Tansig  Tansig  Tansig 16 12 0.9318
8 Tansig  Logsig Purelin 12 7 0.8843
9 Logsig Logsig Tansig 3 5 0.7634
10* Tansig Purelin  Logsig 12 8 0.9914

*Best ANN structure

0.9914. The result of the regression graph shows that
there is a good fit between experimental hardness and
predicted hardness. Therefore, the network model is
prepared to anticipate the micro-hardness of copper
composites with a reasonable percentage of error.

For verification of the generated model, a comparison
between experimental and predicted data was performed.
The error of the network was calculated by 3.7%
regarding Equation (4). Table 2 indicates the actual and
anticipated values for the micro-hardness of the different
Cu nanocomposites. The validation results confirm that
created network is reliable and with high accuracy
anticipates the experimental values of the micro-
hardness. As a consequence, it can be assumed that the
designed ANN could predict another similar study with
such high reliability and approximation. Additionally, the
created model results in a more proximate evaluation of
lab-based works, due to several major variables in
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Figure 9. The regression of the ANN model

TABLE 2. Comparison of the actual and predicted values for
different Cu-based nanocomposites

Experimental Micro-  Anticipated Micro-

Hardness (HV) Hardness (HV) Samples
169 171 Cu-1wt%Al
185 183 Cu-3wt%Al
228 232 Cu-6wt%Al
78 89 Cu-1wt%Al,04
133 143 Cu-3wt%Al,04
141 153 Cu-6wt%Al,03
209 210 Cu-1wt%Cr
218 219 Cu-3wt%Cr
229 228 Cu-6wt%Cr
170 175 Cu-1wt%Ti
276 276 Cu-3wt%Ti
312 293 Cu-6wt%Ti

mechanical alloying and the complexity of coordinating
and launching them.

5. CONCLUSION

1. The morphology of Cu-based alloys was
fundamentally different from each other and tends to
be smaller particles via the rising volume of the
reinforcement materials. Adding Al;Os3 to the Cu
matrix forms a sheet-like morphology; while adding
aluminum, chromium, and titanium leads to
homogeneous morphology in Cu-based composites .

2. The hardness of the alloys was raised via the
enhancement in the percentage of the second phase.
Al>,Oz and Ti had the lowest and highest impact on
the micro-hardness, respectively.
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The FFBPNN with 12 and 8 neurons in the first and
second hidden layers, respectively, is an efficient
approach for the anticipation of the microhardness of
Cu nanocomposites produced via mechanical
alloying.

To design a reliable