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A B S T R A C T  
 

 

Integration of electric vehicles (EVs) into the power systems has been a concern for distribution system 
operators due to their impacts on several aspects of power system operation, such as congestion 

management, power quality, voltage regulation, and peak time changing. In this paper uncertainty 

parameters such as charging time, traveled distance, and plug-in location of EVs are considered and their 
effects on the optimal daily operation of microgrids (MG) are discussed. A power system, including 

geographically-adjacent quasi-independently controlled MGs, each of which has a different operation 

objective function (OF) is modeled in this paper. A set of socioeconomic OFs i.e. minimum purchase 
power from the main grid, maximum usage of green power, and minimum Expected Energy Not 

Supplied (EENS) are considered for each MG which appear in the optimization process with different 

weights based on the MG policy. The effect of EV integration into the Multi Microgrid System (MMS) 

is also investigated in this paper and the performance effectiveness of different operation management 

policies against EV integration is discussed. 

doi: 10.5829/ije.2023.36.08b.01 
 

 

NOMENCLATURE αj Greenhouse emission rate of j-th DG (ton/kWh) 

Acronyms τi  Interruption time of i-th bus (h) 

DG Distributed generation Pi,h
D  Load on the i-th bus at time h (kWh) 

MG Microgrid SOC(h)  Battery state of charge at time h (kWh) 

MMS Multi microgrid system  𝑆𝑂𝐶𝑛𝑚
𝑘𝑚

  State of charge in nm-th battery in km-th microgrid (kWh) 

EV Electric vehicles 𝑆𝐸𝑉𝑛𝑚
𝑘𝑚  Start time of em-th EV charging in km-th microgrid (h) 

PV Photovoltaic ƞ𝑏𝑎𝑡  ESS charging/discharge efficiency (%) 

D-IPFC Distribution Interline Power Flow Controller PPV,h  PV generated power at time h (kWh) 

GA Genetic Algorithm Pbat,h  Battery charge/discharge power at time h (kWh) 

S3P Small power generation 𝑃𝑙,ℎ
𝑖   Power demand at time h in bus i (kWh) 

V2G Vehicle to grid 𝑃𝑒𝑣,ℎ
𝑖   EVs charging power at time h in bus i (kWh) 

MCS Monte-Carlo simulation Ploss Active power loss (kWh) 

SOC state of charging ROC Rate of Charge (kWh/h) 

PDF probabilistic distribution function  ROD Rate of Discharge (kWh/h) 

OF Objective function SOCmin  Minimum charge level of battery (kWh) 

ESS Energy Storage Systems SOCmax  Maximum charge level of battery (kWh) 

Variables Pmove  EV energy consumption rate (kWh/km) 

nm Number of batteries in m-th microgrid ΔL Distance traveled by the EV (km) 

em Number of electrical vehicles in m-th microgrid L Distance between different zones (MGs) (km) 

h  Time horizon (hour) Subscripts 

Ch  Cost of energy at time h ($) i Index of buses 

Ph  Purchased energy from the main grid at time h (kWh) l Index of loads 

Eh
j  Greenhouse emission of j-th DG at time h (ton/h) m Index of microgrid 

Ph
j  Generation power of j-th DG at time h (kW) j Index of power source 
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1. INTRODUCTION 
 
High penetration of distributed generation (DG) units and 

storage systems along with emerging the concept of 

microgrid (MG) [1, 2] have enhanced the reliability of 

electrical energy supply [3]. Another technology 

significantly changed the paradigm of power system 

operation is EV, which has gained considerable attention 

in the last years [4-6] because they have negligible CO2 

emission, which has a significant influence in decreasing 

greenhouse gases. However, strategies for their charging 

and discharging cycles are the primary concern of 

distribution and MGs operators [7].  

Management of energy in such systems has several 

concerns, such as optimal management of DGs [8, 9]. 

Wouters et al. [10] addressed the necessity of designing 

a local energy system via the integrity of DG and 

microgrids. A mixed-integer linear programming model 

was introduced to optimize local energy systems. Based 

on the proposed model by Wouters et al. [10], DGs, 

heating units, and storage systems can supply the 

electrical, and cooling/heating energy of a small 

residential neighborhood. A central controller was 

considered in the proposed model. The system’s annual 

cost was considered as the OF and GAMS software was 

used for solving the problem. The concept of multiagent 

systems was used for the optimal operation of microgrids 

[11]. Genetic Algorithm (GA) [12] was used as a meta-

heuristic algorithm for the optimal operation of 

microgrids. The concept of multi-microgrid has been 

introduced in this paper for clustering the available 

houses. This concept was introduced by Arefifar et al. 

[13] and it has been modified in this paper. A distribution 

interline power flow controller (D-IPFC) was introduced 

as a new device by Kargarian and Rahmani [14]. By 

presenting a model for injection power by D-IPFC, 

Kargarian and Rahmani [14] showed that it can improve 

the operational capability of the distribution system. The 

D-IPFC was used to connect several MGs to form a 

MMS. The nonlinear loads have been modeled in the 

optimal operation of the standalone microgrid [15]. 

Energy management based on contingency analysis for a 

MMS has been presented by Aghdam et al. [16]. The 

economic comparison between the microgrid 

development versus the conventional distribution system 

has been discussed by Parag and Ainspan [17].  

Moreover, the uncertain parameters make the 

decision-making process more complicated. Niknam et 

al. [18] presented a stochastic model for optimal 

management of energy in a microgrid, in which the 

operating cost and greenhouse gas emission were 

minimized. Uncertain parameters such as load, wind 

turbine, and photovoltaic power output as well as the 

tariff of purchasing electricity from the main grid were 

considered. A scenario-based method, i.e. roulette wheel 

mechanism, was used for uncertainty modeling 

considering the normal distribution function for input 

parameters. Some new devices have been introduced for 

improving the distribution system capability. Khodaei et 

al. [19] investigated the MG planning problem and its 

economic viability deployment. The optimal generation 

mix of distributed energy resources (DERs) for 

installation were determined considering uncertainties. A 

robust optimization approach was adopted for 

considering uncertainty in load forecast error, variable 

renewable generation, market prices, and microgrid 

islanding. Xiang et al. [20] developed a scenario-based 

robust energy management method accounting for the 

worst-case amount of renewable generation and load. 

The economic and robust model was formulated to 

maximize the total exchange cost while getting the 

minimum social benefits cost at the same time. The 

uncertainty of renewable generation and load demand 

was described as an uncertain set produced by interval 

prediction. Then, Taguchi's orthogonal array testing 

method was used to provide possible testing scenarios. 

The storage system has incrementally grown in the 

networks in the last several years [21, 22], due to the high 

penetration of distributed energy resources such as wind 

turbines and photovoltaics [23] and the intermittency 

nature of renewable energies [24]. ESSs have brought 

many benefits to the power system such as short-term 

power supply, improving the power quality, and ancillary 

services in microgrids. A cost-based formulation was 

presented for the optimum sizing of storage units in the 

microgrid [25, 26]. Xiao [27] proposed the hierarchical 

control of ESS, composed of both centralized and 

distributed control to enhance system reliability. Xu et al. 

[28] used ESSs to support the frequency control in 

microgrid systems, due to the intermittency of the 

renewable generation and constantly changing load 

demand. A distributed cooperative control strategy was 

proposed for coordinating the ESSs to maintain the 

supply-demand balance and minimize the total power 

loss associated with charging/discharging inefficiency. A 

review of hybrid energy storage system usage in 

standalone microgrids has been proposed by Jing et al. 

[29]. In fact, different control strategies have been 

compared by Jing et al. [29]. 

The electric vehicles can perform as a storage system 

in the distribution networks and at the same time act as a 

distributed load for the distribution operator [30]. The EV 

was defined as a small power generation (S3P) for 

improving the security and reliability of the power 

system [31]. Vehicle-to-grid (V2G) technology can 

significantly affect power grids, but there should be a 

smart program for electrical parking lots. Zhang et al. 

[32] redefined the unit commitment problem by 

considering demand response and EVs. These 

technologies can reform the demand curve of the grid and 

can be used as a reserve source as well. Lin et al. [33] 

presented the distribution system planning by 
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considering charging stations of EVs. The costs 

regarding the investment, operation, and maintenance 

were considered as OFs. Rana et al. [34] introduced a 

modified droop control for frequency support of 

microgrids based on EVs. Derakhshandeh et al. [35] used 

EVs for the coordination of generation scheduling in an 

industrial microgrid manner. 

In this paper, a new model for the optimal daily 

operation of geographically-adjacent MGs, including PV 

integration is presented. In the proposed model, the 

uncertain parameters related to EVs are considered for 

the hour-ahead scheduling process. The uncertainties of 

the daily traveled distance of EVs inside a MG and 

among MGs are considered in the modeling. There are 

different uncertain parameters such as charging time, 

traveled distance, and number of EVs in the network, 

which are considered in this paper with Monte-Carlo 

simulation (MCS) [1]. MMS consists of several quasi-

independent MGs, each of which has different OFs, i.e. 

minimum energy cost, minimum greenhouse gas 

emission, and maximum reliability. 

The contributions of this paper are as follows: 

• Behavior of MMS with different OFs is analyzed 

and its optimal operation with the presence of daily 

travelled distance of EVs as an uncertain parameter 

is investigated. 

• A new model for the daily optimal operation of 

geographically-adjacent MGs, including PV 

integration is proposed. 

• A comparison is made to assess the effect of 

weighting factors on the optimal operation of MMS. 

The rest of the paper is organized as follows. System 

modeling is introduced in section 2, in which the 

mathematical models of all elements of the microgrid are 

presented. In section 3, the objective function, 

constraints, decision variable, and pseudo code of the 

optimal operation optimization of the MMS system are 

proposed. This optimization is the main function of the 

central controller in each microgrid in connected mode. 

In section 4, the proposed method is implemented on a 

MMS system and the results are discussed. Finally, 

section 5 concludes the paper. 

 

 

2. MULTI-MICROGRID POWER SYSTEM MODELING  
 
2. 1. System Description and Modeling        In this 

section, a MMS, which is composed of some adjacent 

MGs is modeled, each of which includes several EVs 

whose charging time intervals are controlled by a central 

controller. As shown in Figure 1, the EVs’ batteries can 

be charged by connecting to the local distribution system. 

As mentioned earlier, the starting time of charging the 

EVs is managed by the microgrid central controller while 

the EV’s owners set the allowed timespan for this 

purpose. 

 
Figure 1. MMS layout 

 
 

 

As shown in Figure 1, each MG has at least a PV 

source and a battery to store the excess energy of 

photovoltaic sources in the case that surplus energy 

generation exists. The daily charging and discharging 

plan of the batteries is controlled by the microgrid 

operator. 

The MMS can have two types of controllers [13]. In 

one type a central controller is considered for all 

microgrids, as studied in this paper while in the other 

type, each microgrid has a dedicated controller. The 

former version has lower implementation costs. 

The distribution lines are parameterized based on pi-

section modeling. As the length of the lines in the 

distribution systems and microgrids is short, this model 

is reasonably accurate. The shunt admittance should be 

considered because there are underground cables in the 

distribution network; therefore, a simplified short-line 

model without shunt admittance modeling will lead to 

inaccurate results.  

Power output by the PV system is considered in the 

power system analysis as a deterministic variable as the 

main objective of this paper is about the effect of 

uncertainty of EVs on MMS operation. 

EVs are modeled based on their charging rate, which 

is assumed to be a constant value. This charging is added 

to the load profiles of each home in load flow studies. 

∑ 𝑃𝑖,ℎ
𝐷

𝑖 = 𝑃𝑙,ℎ
𝑖 + 𝑃𝑒𝑣,ℎ

𝑖   (1) 

The cost of energy is assumed to be based on the 

market price, which is variable over the day. The time 

horizon for each time interval for price change is 

considered one hour. 

h h

h

Energy Cost C P=  
(2) 

The upstream network is modeled as an all-the-time 

available infinite bus. Although it can be considered that 

the upstream network has limited availability, but this 

assumption does not affect the presented method. 

 

MMS 

Main System 

Services Profit 

MG  1 

MG  2 MG  n 
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2. 2. Uncertainty Modeling– Monte Carlo 
Simulation         The following steps are presented for 

scheduling the proposed multi-microgrid structure.  

Step 1: Collect the customers' load data and PV power 

generation. Real data sets are used in this step. The 

customer loads and photovoltaic generations are based on 

the real data of residential loads in Tehran.  

Step 2: Random number generation. As it is concerned 

before, MCS is used to model the uncertainty. So, 

random numbers are generated for every single EV in 

each MG, the distance moved in each day, and the 

charging hour of each EV. Normal probability 

distribution function (PDF) is used for the number of EVs 

and uniform PDF is used for the distance covered and 

charging hour. Each random number set is concerned 

with a scenario. 

Step 3: Solving the optimization problem. The 

optimization problem of each microgrid based on its own 

OFs and different scenarios is solved. The number of 

optimization problems is equal to the number of 

microgrids. Each MG has its own OF. Different 

objectives and constraints are presented in the next 

section. The decision variables in these problems are the 

daily charging and discharging plan of batteries and the 

charging time of EVs. 

Step 4: Data Analysis. The results of optimization 

problems are analyzed and the exchanging power 

between the microgrids and main grids is stored. 
 

 

3. MMS OPTIMAL OPERATION 
 

In this section, the OFs and constraints of the MMS 

optimal operation problem are explained. Three OFs are 

considered, i.e. the cost of energy, gas emission, and 

reliability. It is assumed that the MGs are connected to 

the main grid from which the required energy is supplied. 
 

3. 1. Objective Functions           MGs are running with 

different OFs, i.e. minimization of cost of energy, 

minimization of green gas emission, and minimization of 

expected not-supplied energy. The weighted sum of the 

mentioned OFs results in the proposed OF in this paper. 

The weight factors can be tuned based on the global and 

upstream rules and/or objectives of the microgrid 

operators, which can be changed from time to time, based 

on the nature of the grid and special events of the year. 

The OFs are stated in Equations (3), (4), and (6). 

1) Cost of the Energy 

1 h h

h

OF C P=
 

(3) 

In this paper, the time horizon for each time interval 

for price charging is considered one hour. Ph is 

considered negative if the generated power in the 

microgrid is more than the demand in each hour and 

positive when there is a power surplus in MG. It is 

assumed that the excess energy of the microgrid can 

deliver to the main grid. In other words, the connection 

between the main grid and microgrids is bi-direction. 

2) Greenhouse Gas Emission 

2

j

h

j h

OF E=  (4) 

j

hE
can be considered as a coefficient of Phj based on 

Equation (5). The available source of energy in the 

microgrids is PV systems which are emission-free. 

However, the excess energy which is purchased from the 

main grid causes greenhouse gas emissions. This 

explains why the greenhouse gas emission rate shows a 

straight relation with the delivered energy from the 

upstream grid to the MG.   

j j

h j hE P=  (5) 

3) Expected Energy not Supplied 

3

D

i i

i

OF EENS P= =
 

(6) 

Values of τi, denoting the average yearly interruption 

time for each bus are calculated based on historical data, 

i.e. yearly unavailable periods. 

The decision variables in this problem are the set of 

SOC of batteries in each microgrid and the time of EV 

charging. Based on the SOC the amount of 

charging/discharging of the battery is calculated as 

follows: 

( )( ) ( ) ( 1)bat batP h SOC h SOC h= − −  (7) 

where Pbat is the amount of charging (positive value) 

and/or discharging (negative value) of the battery and 

SOC(h) is the SOC of the battery in hour, h. 

 
3. 2. Constraints         The constraints are as follows: 

1) Power Balance 

The generation and demand values of active power 

should be equal at all times to prevent frequency 

deviation in the system. 

, , , ,h PV h l h ev h bat h loss

L

P P P P P P+ = + + +  
(8) 

2) Battery SOC limitation 

The SOC of the battery has limitations to guarantee that 

it works in safe operating conditions.   

min max( )SOC SOC h SOC 
 (9) 

The upper and lower limits are designed based on the 

battery structure, type, and usage. In some cases, 

SOCmin can be zero, but in other ones always there 

should be some minimum charge.  

3) Intraday energy transfer 

The SOC of the battery on the first and the last time 

interval of a day are considered equal. This assumption 



1402                       M. Gholami and M. J. Sanjari / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1398-1408 

 

makes the proposed algorithm comparable with the 

others without dependency on the initial condition of the 

battery. 

( 1) ( 24)SOC h SOC h= = =  (10) 

4) EVs charging Power 

The available charge of EVs is calculated by knowing the 

SOC at the last time interval and traveled distance by the 

EV, the latter is reflected in Pmove. 

( ) ( 1) moveSOC h SOC h P L= − −   (11) 

Based on the distance which is covered by an EV, the 

discharging amount of the EV is calculated. The 

discharging rate of the EVs is considered constant and by 

multiplying the distance in the discharging rate, the 

amount of reduction in SOC is calculated.  

5) EV Charging Time 

In this paper, it is considered that the charging time of 

EVs is 2 hours continuously because the discontinuous 

charging of batteries will reduce their lifetime.  

6) Battery charge/discharge rate limitation 

In this paper, the charge and discharge rates have been 

limited as follows: 

( ) ( 1) ( ) ( 1)

( ) ( 1) ( 1) ( )

SOC h SOC h ROC if SOC h SOC h

SOC h SOC h ROD if SOC h SOC h

− −   −


− −  − 

 
(12) 

 
3. 3. Decision Variables         The decision variables in 

this problem are the SOC of batteries in each hour and 

the time of EV charging. While the EV owners set the 

desired interval for charging, the starting time is 

optimally decided by the central control. In other words, 

the following set of decision variables is determined 

optimally by the central controller of MMS. 

1 1

1

1 1

1

1 1

1 1

[ ,..., ,..., ,..., ,

,..., ,..., ,..., ]

m m

m

m m

m

k kk k

n n

k kk k

e e

U SOC SOC SOC SOC

SEV SEV SEV SEV

=
 

(13) 

 
3. 4. Optimization Procedure      As one of the best 

optimization algorithms in discrete variables, GA is 

adopted for MMS optimal operation in this paper. As 

mentioned in step 3 of section 2.B, MCS is used in this 

paper. 
Two sets of input data are provided for the GA. The 

first set includes deterministic data such as the load 

profiles of customers and generated power by PV 

systems, while the second set consists of probabilistic 

data such as the number of EVs in each MG, the daily 

traveled distance by EVs, and the charging hour of each 

EV. The output of the GA is the power system control 

parameters, i.e. decision variables defined in Equation 

(12). SOC variables address the optimal charge/discharge 

of the battery and SEV shows the optimal starting time of 

EV charging.  

The parameters of optimization are selected based on 

the knowledge of the authors and the GA toolbox of 

MATLAB is employed for this purpose. The selected GA 

parameters are presented in Table 1. 

The following pseudo-code summarizes the procedure 

that is implemented on MMS optimal operation problem. 

Loop (for all the scenarios) 

 Collect Real Data for Loads 

 Collect Real Data for PV Generation 

Generate Random Data for the Number of EVs 

in each MG 

 Generate Random Data for Distance Moved by 

each EV 

 Generate Random Data for the charging hour 

of each EV 

 [SOC, SEV]← GA Optimization 

 Save the Output of GA 

The flowchart of the optimization process is shown in 

Figure 2. 

 
 
4. SIMULATION RESULTS AND DISCUSSION 
 
4. 1. System Description and Assumptions       As 

shown in Figure 3 a system consisting of three microgrids 

connected to the main grid is considered in this paper. 

These microgrids are geographically close to each other. 

The distance between the two parts of MMS is shown by 

L in Figure 3. 

It is assumed that the scheduling horizon is one day 

(24 hours). The time step is 1 hour, and it is assumed that 

the load and distributed generation are constant in each 

step. 

It is assumed that the EVs travel some round trips and 

the charging place of the EV is on its parking. It is 

assumed that the SOC values of the batteries are equal in 

the first and last hour of the scheduling horizon. It is 

assumed that each microgrid has one ESS with a capacity 

of 600 kWh. The ESS can discharge to 15% of its 

capacity. The charging/discharging rate of the ESS is 

considered 100 kWh/hour. ESS usage has two main 

reasons: 

1. The maximum generation of PV and maximum 

consumptions of loads are different and also take place in  
 

 

TABLE 1. GA parameters 
Parameter Value 

Number of Iteration 200 

Population Type Double vector 

Selection Operators Stochastic uniform 

Mutation Operators Gaussian  

Percent of Mutation 20% 
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Central Controller

(Operation Optimization)

Generated Power of PV

Load Profile

Grid Energy Cost

Deterministic Parameters

Number of EV in each MG

Daily Traveled Distance by each EV

Charging Hour of each EV

Probabilistic Parameters

Charging/Discharging 

Status of the ESS

 
Figure 2. Optimization process flowchart 

 

 

 
Figure 3. A 3-MG system 

 

 

different time intervals. The ESS can solve this problem 

by charging in maximum PV generation time and 

discharge in the load maximum consumption times. 

2. The main grid electricity price varies during the day. 

The ESS can be charged during low-price hours and can 

be discharged during peak-price hours.  

The ESS has two operating modes with different 

objectives, i.e. energy management in the connected 

mode and frequency/voltage control in the islanded mode 

of the microgrid. In this paper, it is assumed that the 

energy management function of the ESS is investigated. 

It is considered that there are some photovoltaic, EVs and 

loads in each microgrid, which are presented in Table 2. 

Load profiles of each MG are presented in Figure 4, 

which are based on real data which are collected from 

some residential loads in the city of Tehran, Iran. It is 

assumed that there are 4, 3, and 5 load centers in 

microgrids 1, 2, and 3, respectively. So, there are 4, 3, 

and 5 load profile curves in each part of Figure 4. 

The PVs generation profiles are presented in Figure 

5. These values are collected based on real data for the 

city of Tehran, Iran. 

TABLE 2. Number of PV Sources and Loads in Each 

Microgrid 

Microgrid Installed PV capacity 

(kW) 
Maximum Loads 

(kWh) 

1 1400 1705 

2 540 577 

3 900 915 
 

 

 

 

 

 
Figure 4. Load Profile of Microgrid 
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Figure 5. PV power generation 

 

 

The average yearly interruption time is considered 

equal for all customers of each microgrid. The average 

yearly interruption time of microgrids 1, 2 and 3 are 

considered 21, 12 and 9 hours per year, respectively. 

These values are collected from literature [36]. 

 
4. 2. Monte Carlo Simulation          The uncertain 

parameters are modeled with MCS in this paper with 

1000 scenarios generated based on the random 

generation of uncertain parameters based on which the 

optimization problems are solved. The uncertain 

parameters are as follows: 
• The number of EVs in each microgrid. The PDF of 

this parameter is considered a normal distribution 

function, with a mean value of 50 and a standard 

deviation of 20 [37]. 

• The distance travelled by EVs. The uniform 

distribution is considered for this parameter. It is 

considered that the EVs can travel between the 

microgrids and between their microgrid and the main 

grid. It is considered that travel is a round trip. The 

number of EVs which travel from each microgrid 

through other microgrids and the main grid is 

generated based on the random number generation 

process. 

• Time of charging commencement of EVs. The 

uniform distribution addresses the statistical 

distribution of this parameter.  

The dispersion of the number of EVs in each MG is 

shown in Figure 6.  

 

 

 

 

 
Figure 6. Dispersion of EV Numbers 
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The charging of EV batteries is reduced based on the 

traveled distance. The energy reduction of EV batteries 

based on each trip between the grids is presented in Table 

3. 

The weighting coefficients of OFs for microgrids are 

different. So, the cost of energy, emission, and reliability 

of microgrids are different. The selected weighting 

coefficients are presented in Table 4. 

The results in this section are categorized into two 

parts: scenario 1, which shows the base case results of 

MMS, and scenario 2, which discusses the optimal 

results. 

 

4. 3. Scenario 1: Base Case          For a better 

presentation of the effect of the quality of the 

optimization problem, at first, the MG is planned without 

the optimization problem. The results of this case are 

presented in Table 5. 

 

 
TABLE 3. Energy Deployment of EV Batteries for Travel 

among MGs (kWh) 

Grid Microgrid1 Microgrid2 Microgrid3 Main Grid 

MG 1 - 5 4 3 

MG 2 5 - 7 5 

MG 3 4 7 - 7 

Main Grid 3 5 7 - 

 

 
TABLE 4. Weighting Coefficients for different OF in MGs 

MG 

number 
OF1: Cost of 

Energy 
OF2: Emission 

Cost 
OF3: 

EENS 

MG 1 0.7 0.2 0.1 

MG 2 0.1 0.7 0.2 

MG 3 0.2 0.1 0.7 
 

 
TABLE 5. Average and Standard Deviation of Energy Cost for 

Each MG Before Optimization 

Objective 

Function 

MG 

number 

Average 

($) 
Standard 

Deviation ($) 
Max 

($) 
Min 

($) 

Cost of 

Energy 

MG 1 6538.1 627.29 8927.3 4653.3 

MG 2 4609.4 699.94 6877.8 2710.3 

MG 3 5458.1 767.31 7760.9 3472.7 

Emission 

MG 1 524.23 11.62 558.78 493.55 

MG 2 350.39 8.40 375.33 331.50 

MG 3 467 9.09 487.94 440.90 

EENS 

MG 1 2425.2 13.6 2461.4 2392.6 

MG 2 1106.3 10.3 1134.8 1074.6 

MG 3 60.4 2.1 66.8 54.1 

4. 4. Scenario 2: Optimal Operation of MMS         The 

weighting coefficients of OFs for microgrids are 

different. So, the cost of energy, emission and reliability 

of microgrids are different. The higher coefficient for the 

cost of energy causes a lower cost and a higher 

coefficient for the EENS leads to a higher cost of energy 

and hence higher reliability. The summary of the result is 

presented in Table 6 and the comparison is presented in 

Table 7. 
As shown in Table 7, the optimization process 

reduces the cost of energy by 2.4%, 3.4%, and 2.8% in 

microgrids 1, 2, and 3, respectively. This reduction in 

cost causes a $474 daily reduction and a $173010 annual 

saving in energy cost. 

 
 
TABLE 6. Average and Standard Deviation of Energy Cost for 

Each MG 

OF 

MG 

numbe

r 
Averag

e ($) 
Standard 

Deviatio

n ($) 
Max 

($) 
Min 

($) 

Cost of 

Energy 

MG 1 6380.8 627.30 
8777.

5 

4496.

3 

MG 2 4451.3 700.59 
6719.

9 
2553 

MG 3 5300.2 767.76 
7603.

2 

3308.

9 

Emission 

MG 1 522.7 10.2 556.7 499.4 

MG 2 330.3 8.9 352.6 308.1 

MG 3 451.7 9.03 478 431.3 

EENS 

MG 1 2411.2 14.1 
2445.

2 

2376.

1 

MG 2 1084.3 8.5 
1108.

1 

1060.

2 

MG 3 56.2 2.3 61.8 51.1 

 

 
TABLE 7. Comparison between scenarios 1 (Base Case) and 2 

(Optimal Operation) 

OF 
MG 

Number 
Average 

(optimized) 
Average 

(non-

optimized) 
Percent of 

Improvement 

Cost of 

Energy 

MG 1 6380.8 6538.1 2.4% 

MG 2 4451.3 4609.4 3.4% 

MG 3 5300.2 5458.1 2.8% 

Emission 

MG 1 522.7 524.23 0.29% 

MG 2 330.3 350.39 5.73% 

MG 3 451.7 467 3.28% 

EENS 

MG 1 2411.2 2425.2 0.58% 

MG 2 1084.3 1106.3 1.99% 

MG 3 56.2 60.4 6.95% 
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In other words, the optimization process reduces the 

emission by 0.29%, 5.73%, and 3.28% in microgrids 1, 2 

and 3, respectively and the reduction in EENS is 0.58%, 

1.99%, and 6.95% in microgrids 1, 2 and 3, respectively.  

As shown in Table 7, the effect of weighting 

coefficients, listed in Table 4, on the percentage of 

reduction of each part of OF is interesting. As an 

example, the reductions in the cost of energy, emission 

and EENS for the MG1 after applying the optimization 

process are 2.4%, 0.29%, and 0.58%, respectively. The 

interesting point is the relation between the reduction 

percent and the weighting coefficients of these three 

parts, which are 0.7, 0.2, and 0.1, respectively. As it is 

shown in Table 7, the higher value of the coefficient 

resulted in more reduction in OF optimization. This 

procedure is repeated for both microgrids 2 and 3. 

To show the effects of weighting factors on the 

results, the weighting factors of MG 1 are changed and 

the microgrid OFs are obtained. Three scenarios are 

analyzed as follows: 

1. The base case, in which 0.7, 0.2, and 0.1 are 

weighting factors for objective functions of 1, 2, and 3, 

respectively. 

2. Scenario 1, in which 0.1, 0.7, and 0.2 are 

weighting factors for objective functions of 1, 2, and 3, 

respectively. 

3. Scenario 2, in which 0.2, 0.1, and 0.7 are 

weighting factors for objective functions of 1, 2, and 3, 

respectively. 

The results listed in Table 8 show the weighting 

factors’ effects on the objective functions. The first 

column shows the number of scenarios and the second 

one shows the objective functions considered under that 

scenario. Being listed in the third column, the weighting 

factors are shown and the fourth and fifth columns show 

the average OF value considering all the random numbers 

generated by MCS, after and before the optimization 

process, respectively. The average value is selected as a 

descriptive index to show the performance of the 

optimization process. The last column shows the 

improvement percentage in the objective function value 

due to the optimization process.  

As an example, the convergence process of one of the 

1000 scenarios is shown in Figure 7.   

Figures 8 and 9 depict the effect of changing the 

weighting factors on the value of the OFs., in which the 

changes of OF 1 and 2 versus the weighting factors 

variations are drawn. It is assumed that the weighting 

factor of OF 1 is fixed to 1.0 and that of the other OFs is 

changed from 0.1 to 4.0. The changes of OF 1 and 2 are 

shown in Figures 8 and 9, respectively. Each curve in 

these figures shows a fixed amount of objective function.  
 

 

TABLE 8. Average and Standard Deviation of Energy Cost for MG1 

Scenario OF Number W Average (optimized) Average (non-optimized) Percent of Improvement 

Base Case 

OF1 0.7 6380.8 6538.1 2.40% 

OF2 0.2 522.7 524.23 0.29% 

OF3 0.1 2411.2 2425.2 0.58% 

Scenario 1 

OF1 0.1 6501.5 6538.1 0.56% 

OF2 0.7 516.52 524.23 1.47% 

OF3 0.2 2399.8 2425.2 1.05% 

Scenario 2 

OF1 0.2 6421.5 6538.1 1.78% 

OF2 0.1 523.41 524.23 0.16% 

OF3 0.7 2374.9 2425.2 2.07% 

 

 

 
Figure 7. The convergence process of optimization 

algorithm 

 
Figure 8. Changes of OF1 based on changing weighting 

factors 
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Figure 9. Changes of OF2 based on changing weighting 

factors 
 

 

5. CONCLUSION 
 

In this paper, an MMS, including three MGs with 

different operation objectives, was modeled and its 

operation was investigated. Three OFs considered for the 

microgrids are the cost of energy, greenhouse gas 

emission, and expected not-supplied energy. The number 

of EVs in each microgrid was considered by 

appropriately-shaped normal PDF and uniform density 

functions were adopted to consider the EVs traveled 

distance and their charging time. MCS was used to 

generate scenarios of uncertain parameters and the effect 

of uncertainty of EV numbers on the energy cost, EENS 

and gas emission cost was discussed. It was shown that 

the objective functions were decreased according to their 

weights, set by the MG operator. The optimal operation 

of MMS was also determined by adopting GA to the 

multi-objective MMS operation problem. Comparing 

two cases, i.e. base case and optimal operation showed 

that the optimization process led to a decrease in the cost 

of energy in MMS, enhancing the reliability index of the 

MG and greenhouse gas emission reduction. 
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Persian Abstract 

 چکیده 
زمان   ریی ولتاژ و تغ  میتوان، تنظ  تیفیازدحام، ک تیریقدرت، مانند مد ستمیجنبه از عملکرد س نیآنها بر چند رات یتأث لیقدرت به دل یها ستمیدر س یکی الکتر هینقل لیادغام وسا

ها در نظر گرفته شده   EVشده و محل اتصال    یزمان شارژ، مسافت ط  ند مان  تیعدم قطع  یمقاله پارامترها  ن یبوده است. در ا  عیتوز  ستمیس  یاپراتورها  یبرا  ی نگران  کی  ک،یپ

مجاور، که هر کدام  ییایجغرافاز نظر شبه مستقل کنترل شده  یهاMGقدرت، شامل   ستمیس  کیها مورد بحث قرار گرفته است.  زشبکه یر نه یو اثرات آنها بر عملکرد روزانه به

حداکثر استفاده از توان   ،یاز شبکه اصل دی حداقل توان خر ی عنی یاقتصاد-یاجتماع یها  OFاز  یاند. مجموعه اشده یسازمدل مقاله نی در ا ،دارند یمتفاوت  ی اتیتابع هدف عمل

شود. اثر   یم ظاهر MG یمختلف بر اساس خط مش یبا وزن ها یساز نهیبه ندیشود که در فرآ یدر نظر گرفته م MGهر  یراب نشده  نی مورد انتظار تام یسبز و حداقل انرژ

مورد بحث قرار گرفته    EV  یسازکپارچهی مختلف در برابر    ات یعمل  تیریمد  یهااستیعملکرد س  یشده و اثربخش  ی مقاله بررس  نی در ا  زین    زشبکهیچند ر  ستمیدر س  EVادغام  

 است.
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A B S T R A C T  
 

 

Over 40% of the world's energy consumption occurs in the construction sector. However, some countries 

do not address environmental criteria as design requirements in their construction codes. Accordingly, 
this research aims to provide a solution that reduces embodied energy and carbon while preserving 

historical and traditional textures of Iran. The comparison of embodied carbon and energy between new 

concrete and traditional buildings was performed by calculating the amount of construction materials. 
By examining both types of buildings, the reduction of embodied carbon and energy in a combined 

building system was evaluated. In the following, using SWOT analysis, the strategies of this combination 

were investigated. Clay building has less embodied energy and carbon than concrete one despite 
containing more mass of materials. According to SWOT analysis, the strategy of integrating clay and 

concrete systems is presented. The proposed system in compare to the concrete structure resulted in 

around 40% and 35% reduction in embodied carbon and energy, respectively. Extending this strategy 
throughout the country saves 13 million tons of embodied carbon and 130 million GJ of embodied 

energy. Finding a solution based on sustainability considerations to preserve historical texture is one of 

the basic concerns of countries where these textures form a part of their identity. The presented combined 
system, while paying attention to sustainable building and urban development, is a desirable solution to 

reduce buildings' embodied carbon and energy. 

doi: 10.5829/ije.2023.36.08b.02 
 

 

NOMENCLATURE 

𝐸𝑒  Total embodied energy cp,j Amount of emitted energy intensity for building material j 

𝐸𝑚  Embodied energy of manufacturing construction materials ep,j Amount of emitted carbon for building material j 

𝐸𝑡  Energy consumption of transporting building materials ci,j Amount of carbon emitted by producing the building materials j 

𝐸𝑝  Embodied energy related to building productions ct,l Amount of carbon emission 

𝐶𝑒  Total embodied carbon et,l Amount of energy use 

𝐶𝑚  Embodied carbon related to the manufacturing of materials dl Distance of transportation 

𝐶𝑡  Amount of carbon emission of transporting the materials k Number of building materials and elements 

𝐶𝑝  Value of embodied carbon emanated from different processes n Number of countries which material or element j is imported 

ei,j Energy required for manufacturing the materials j in country i Greek Symbols 

qi,j Amount of building materials j imported from the country i 𝜇j Replacement factor for building elements j  

Qp,j Amount of building material j 𝜆j Factor for waste materials j  

 
1. INTRODUCTION1 
 
Sustainable development is an internationally well-

known philosophy defined in “Our Common Future” 
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report published by the World Commission on 

Environment and Development (WCED), as “the 

development that meets the needs of the present 

generation without compromising the ability of future 
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generations to meet their own needs”  [1]. To achieve 

sustainable development, economic, social, 

environmental, and technological aspects are major 

factors that should be considered [2]. The significance of 

sustainable development planning causes it to be taken 

into account in different industries and various aspects of 

human life. The construction industry as one of the most 

efficient industries is not an exception to this 

consideration and sustainability is the major issue in 

which the construction industry is engaged with it [3, 4]. 

The relationship between sustainable development and 

the construction industry is undoubtedly evident [5] and 

the discourse of construction practitioners and decision-

makers worldwide has begun to appreciate and 

acknowledge the advantages of sustainable building [6]. 

Sustainable construction was proposed to make the 

construction processes, activities, and practices more 

economically, socially, and environmentally responsive 

[7]. Research shows that among the sustainability 

dimensions, the main focus is on environmental 

sustainability [8]. In this regard, the green area is 

important to balance the ecosystem [9]. To achieve green 

areas, considerations related to buildings should be taken 

into account. Buildings, as the main components of cities, 

have a special and effective role in the emergence of 

environmental problems [10]. About 40 to 50 percent of 

the emission of greenhouse gases emanates from the 

construction industry [11]. In addition, the construction 

sector is responsible for one third of the global carbon 

dioxide (CO2) emissions [12]. A significant amount of 

natural resources has been consumed by the building 

industries which is responsible for a noticeable amount 

of energy usage such that the building operations alone 

account for 30 to 40 percent of total energy use, globally 

[11, 12]. The environmental impacts of buildings need 

mitigation and adaptation strategies [13] and energy 

efficiency in the construction field needs to be seriously 

pursued, using approaches ranging from increasing 

research and development investment to maintaining 

appliance standards [14].  

In order to satisfy sustainability objectives [15], cope 

with climate change, and reduce greenhouse gas 

emissions of buildings, the optimization of building 

design and operation is needed [16]. On the other hand, 

historical and traditional textures indicate the background 

and identity of some countries like Iran and are among 

the factors affecting foreign tourists. While many of the 

existing buildings in the historical textures are 

deteriorating and destroyed. Therefore, there is a serious 

need for solutions to preserve historical textures and 

maintain their attractiveness for tourists while respecting 

the technical aspects of construction. Considering that 

very limited research supports the provision of 

appropriate solutions to preserve the historical textures 

while highlighting sustainability considerations in Iran, it 

is felt necessary to address this issue. 

In this regard, the current research, while 

emphasizing sustainable building and reviewing previous 

studies on embodied energy and carbon, will examine the 

life cycle energy assessment of buildings and the waste 

coefficient and lifespan of materials in the historical and 

traditional contexts of Iran. Finally, the importance of 

evaluating embodied carbon and energy in Iran's 

construction industry will be considered. Then, embodied 

carbon and energy evaluation has been carried out for 

both traditional clay houses and conventional concrete 

buildings. The necessity of modifying the construction 

codes with the aim of sustainable development in the 

country was investigated. By comparative studies, the 

obtained results and measuring the embodied carbon and 

energy increase after changing the constructional system 

and materials from traditional to conventional. 

According to SWOT analysis and the proposed strategies 

to preserve historical texture, to demonstrate the effect of 

substituting materials on the amount of energy and 

embodied carbon, the energy and carbon were analyzed 

considering a combined building with concrete structure, 

frame, and joist system, the adobe walls, and the 

traditional flooring. The presented combined building 

system, while paying attention to sustainable building 

with reduced embodied carbon and energy, preserves the 

structure of historical textures and its attractiveness for 

tourists. 

 

1. 1. Embodied Energy         In the building sector, the 

energy and the greenhouse emissions embodied in the 

building materials are becoming dramatically important 

[17]. Hence, in the past few years, embodied energy (EE) 

has become a prominent research field. Due to the 

growing awareness that the energy initially consumed to 

produce goods and services might prevail in determining 

the whole amount of life-cycle energy [18]. Accordingly, 

several studies have focused on reducing greenhouse gas 

emissions and energy use during a building’s life. It is 

crucial to assess energy requirements to come up with 

efficient energy-saving solutions [19]. Buildings are 

reckoned as major consumers of energy. There are 

various types of energy used during the life cycle of a 

building including embodied energy, maintenance, 

operational energies, disposal, and demolition energies. 

Embodied and operational energies account for a major 

portion in this regard. Embodied energy (EE) shows the 

whole energy consumed for the construction of a 

building, i.e., a sum of embodied energies of building 

materials, energies related to the transportation of 

materials, and building construction energy. Embodied 

energy contributes 10–20% of the lifecycle energy 

consumption of conventional buildings [20]. The 

embodied energy of building materials has a noticeable 

portion of the whole embodied energy in buildings. 

Hence, it is vital to choose suitable construction materials 

considering their embodied energy to diminish embodied 

https://www.sciencedirect.com/topics/engineering/lifecycle
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energy of buildings. High embodied energy in buildings 

is expected by using energy-intensive construction 

materials such as steel, brick, glass, and cement [21].  
Energy consumption in buildings includes two main 

components: operational and embodied energy. 

Operational energy is the energy needed for running a 

building by different operating processes such as cooling, 

heating, and lighting, whereas embodied energy of a 

building indicates the energy used by all of the processes 

associated with the production of the building from the 

mining and processing of natural resources to 

manufacturing, transportation, and product delivery. 

Embodied energy has been defined by different 

researchers, who have given various nuances to the 

concept, yet a general consensus exists emphasizing that 

embodied energy in building materials has increased its 

importance in a building’s life cycle in comparison with 

operating energy thanks to the better energy performance 

of the buildings [22]. The consumption of embodied 

energy is a physical process highly related to material 

inventory flows which have been determined at the 

design or pre-construction stage. Dixit et al. [23] 

presented The first approach to standardization of the 

embodied energy of various materials. Determining 

embodied energy is a time-consuming and complex task. 

Moreover, there is no generally accepted method to 

accurately and consistently determine the embodied 

energy; thus, wide variations in measurement figures are 

inevitable [22]. Several research studies were conducted 

in the embodied energy field are presented in Table 1. As 

the table above presents, research on embodied energy 

has been conducted since 30 years ago in several 

countries, but Iran is not among them. According to these 

research projects, a wide range of embodied energy 

values (25.2 to 27208 MJ/m2) has been mentioned, which 

relates to (1) discrepancies in the type of structural 

systems and materials, (2) differences in the amount of 

embodied energy of units of different materials in 

different countries and cities, (3) energy efficiency 

during operation, (4) building usage type and (5) mass 

construction. In general, green and wooden buildings 

possess the lowest embodied energy, while buildings 

with high energy efficiency during the operation period 

(low energy, very low energy, net-zero energy 

consumption, and passive house) have the highest 

embodied energy values. Some studies have  
 

 
 

TABLE 1. Previous studies on embodied energy 

Year Author Ref. Building Type Embodied Energy MJ/m2 
Life 

Span 

1994 Buchanan and Honey [24] Conventional Building 5530 - 

1995 Debnath et al. [60] Conventional Concrete Building 5000 - 

1995 Suzuki et al. [61] Different houses in Japan 10400,2700 - 

1997 Adalberth [54] Residential single-unit precast buildings 3014, 3487 50 

2002 Thormark [62] All three projects with Low energy consumption 7033, 4388, 4079 50 

2004 Mithraratne and Vale [63] 

Standard lighting (low energy consumption), 
Standard concrete (low energy consumption), High 

insulation (low energy consumption) 
4424, 4709, 5088 100 

2006 Casals [64] 
Average (Conventional), High Energy efficiency 

(low energy consumption) 
3679.2, 14191.2 30 

2007 Nässén, J et al. [65] Villa vision, Multi-unit buildings 6200, 5800 - 

2008 
Huberman, N. and D. 

Pearlmutter 
[66] Student Dormitory Complex 3280, 4910 - 

2009 Utama and Gheewala [67] High Rise, Residential Buildings 1666.8, 1470.8 40 

2010 Blengini and Carlo [68] Standard house (low-energy family house) 7560, 10990 70 

2010 Gustavsson and Joelsson [25] Low-energy residential buildings 3504 50 

2010 Ramesh et al. [69] Office and  residential buildings 25.2, 385.2 50 

2010 Gustavsson and Joelsson [70] Eight-story wood-framed apartment 3510 50 

2011 Leckner and Zmeureanu [71] 

Conventional, Net Zero Energy House without the 

solar systems, Net Zero Energy House (NZEH)  with 

solar combisystem 

4820.4, 6020.4, 8936.4, 

8780.4 
40 

2012 Dahlstrøm et al. [72] Passive house 7516.5, 7590, 7914.5, 7718 50 

2013 Paulsen and Sposto [73] Social houses (low energy consumption) 7200 50 

https://www.sciencedirect.com/science/article/pii/S0378778809001649#!
https://www.sciencedirect.com/science/article/pii/S0378778809001649#!
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2013 Paleari et al. [74] Zero Energy Residential Buildings 16728 100 

2013 Berggren et al. [75] Net Zero Energy Buildings 
6912, 10584, 8208, 7344, 

7344, 9504 
60 

2014 Stephan and Stephan [76] Low-rise residential buildings 27208 50 

2017 Dissanayake et al. [77] 
House with recycled expanded polystyrene (EPS) 

based foam concrete wall panels 
3460 - 

2018 Vitale et al. [78] 
Residential Prefab LSF, Residential Traditional 

concrete 
9900, 8500 50 

2019 Praseeda et al. [21] Rural dwellings 2340-2800 50 

2019 Tavares et al. [79] 
Prefabricated house with: Steel material, Concrete 

material, Timber, LSF 
5624, 2151, 2335, 2619 100 

2019 Thanu et al. [80] Conventional residential building 4060 - 

 

 

recommended the use of wood and soil to diminish 

embodied energy [24]. For example, in 2010, Gustavsson 

and Joelsson [25] investigated an 8-story wooden 

building with a lifespan of 50 years and obtained 3500 

MJ per square meter of embodied energy. Some research 

projects demonstrated the necessity of using local 

building materials to decrease embodied energy [26]. The 

traditional buildings in the desert regions of Iran are also 

made of indigenous materials such as clay and soil. These 

buildings have also roofs made of wood, and in this 

respect, they can be classified as low-carbon buildings. 

But there is a lack of studies in Iran measuring the 

embodied energy of the aforementioned buildings to 

compare the amount of energy. 

 

1. 2. Embodied Carbon         On a large scale, buildings 

account for 67% of embodied carbon emissions [27]. The 

emission of greenhouse gases like carbon dioxide 

causing climate change plays the most important role in 

sustainable development. The CO2 emissions related to 

energy consumption have risen by 66% to reach a historic 

high of 33.1 Gt in 2018 compared to 1990 level [28]. 

Carbon emissions are usually denoted as CO2 (i.e. CO2 

equivalent), which is a measurement unit according to the 

relative impact of a given gas on global warming (the so-

called global warming potential). For instance, the 100-

year global warming potential (GWP) of methane is 

equal to 25, which means that the effect of 1 kg of 

methane gas on climate change is equal to the influence 

of 25 kg of carbon dioxide on that. In other words, 1 kg 

of methane gas would count as 25 kg of CO2 equivalent. 

Table 2 displays typical sources and GWP of various 

greenhouse gases over 100 years. Through a survey on a 

building with a lifespan of 40 years in 2009, Shukla et al. 

[29] concluded that using materials with low embodied 

energy rather than high embodied energy reduces carbon 

dioxide emissions to approximately 101 tons per year. In 

2010 Ortiz-Rodríguez et al. [30] conducted a 

simultaneous study in Colombia and Spain on buildings 

with a lifespan of 50 years, showing that the energy and 

carbon of the construction period and the operational 

carbon for the building located in Colombia were, 4940 

MJ per square meter, 238 kg carbon equivalent per square 

meter, and 599 kg per square meter, respectively. For the 

building located in Spain, these values are 4180 MJ per 

square meter, 192 kg of carbon equivalent per square 

meter and 2250 kg of carbon equivalent per square meter 

[30]. An investigation carried out in Portugal for 

buildings with a lifespan of 50 years in 2011-2012 

revealed that greenhouse gas emissions are 13 kilograms 

of carbon equivalent per square meter per year [31]. 

In 2015, Atmaca and Atmaca [32] investigated the 

carbon content and embodied energy of the construction, 

operation, and demolition period of two buildings located 

in the urban and rural areas with a lifespan of 50 years. 

They obtained the percentage of operational energy as 

73% and 76%, construction energy as 24% and 27%, and 

operational carbon as 59% and 74% [32]. As shown in 

Table 3, there are some research projects have been 

conducted in the field of embodied carbon. According to 

the above table, in a 2007 study of semi-detached houses 

in Scotland, Asif estimated carbon emissions of 618 

kilograms per square meter. The results indicate that 99% 

of carbon emission is related to mortar and concrete [33]. 

In 2011, Monahan and Powell [34] investigated a 

building in which wood was the predominant material, 

but the most embodied carbon amounts were related to 

concrete, which indicates the significance of choosing 

low-carbon materials. In 2016, Luo et al. [35]  revealed 

that as the building height increase, the amount of CO2 

emissions per unit area augments significantly. Also, the 

amount of CO2 emissions per unit area of super-high-rise 

buildings is 1.5 times that of multi-story buildings; the 

CO2 emissions in the field of Civil Engineering are 

responsible for 75% of the total construction 

materialization stage; and the carbon emissions of steel, 

concrete, mortar and wall materials account for 80% of 

the Civil Engineering sector [35]. Therefore, the strategy 

of preserving the historical texture discussed in this 

survey, in which buildings have a maximum of two 
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stories, can be effective in reducing embodied carbon.  A 

study by Gan et al. [36] in 2017 demonstrates that 10 to 

20% of the reduction of embodied carbon can be fulfilled 

using cement substitutes. It is also shown that if recycled 

materials are employed, transportation will account for 

20% of embodied carbon [36]. Therefore, the strategy of 

substituting concrete with low-carbon indigenous 

materials, used in this research, can be effective in 

reducing embodied carbon. Using indigenous materials 

also reduces the embodied carbon of transportation due 

to distance reduction. Teng's research results revealed 

that a reduction of wall thickness can diminish embodied 

carbon (with a 1.9% reduction potential) [37]. This 

strategy has been employed in the current study to reduce 

embodied carbon.  

 

1. 3. Life Cycle Energy Assessment of Buildings        
The interest in Life Cycle Assessment (LCA) has 

 

increased dramatically since the 1990s, especially with 

the advent of scientific publications. LCA is a tool to 

evaluate the environmental impacts and resources 

applied during the life cycle of a building, i.e., from the 

acquisition of raw materials, through the production and 

use phases, to waste management. The methodological 

development in LCA has been strong, and it is widely 

employed in practice. LCA is an exhaustive evaluation 

considering all attributes or aspects of the natural 

environment, human health, and resources. The LCA 

methodological development has been strong over the 

past decades [38]. Although the focus of LCA can be on 

social and economic effects, the environmental impacts 

have been the main focus of LCA. Engineers and 

designers designing and developing technical systems 

and products need to be able to study and size up life 

cycle assessment data about the alternatives they are 

considering, and the environmental sustainability 
 

 
TABLE 2. Typical sources and GWP of various greenhouse gases [43] 

Greenhouse gas Chemical formula GWP Typical sources 

Carbon dioxide CO2 1 Energy combustion, biochemical reactions 

Nitrous oxide N2O 298 Fertilizers, car emissions, manufacturing 

Methane CH4 25 Decomposition 

Perfluorocarbon PFC 7,390 - 12,200 Aluminum smelting 

Hydrofluorocarbon HFC 124 - 14,800 Refrigerants, industrial gases 

Sulfur hexafluoride SF6 22,800 Switch gears, substations 

 

 
TABLE 3. Previous studies on Embodied carbon 

Life 

Span 
Embodied Carbon kg/m2 Building Type Ref. Author Year 

- 618 Semi-detached house [33] Asif et al. 2007 

100 332.70 Semi-detached house [81] Hacker et al. 2008 

40 8 kgCO2E/m2 year Residential building [82] Blengini 2009 

50 
238 

192 

Dwelling in Colombia 

Dwelling in Spain 
[30] Ortiz et al. 2010 

- 405 Semi-detached house [34] Monahan et al. 2011 

50 13 kgCO2E/m2 year Single-family house in Portugal [83] Monteiro 2012 

- 
336 

368 

Semi-prefabricated construction 

conventional construction 
[84] ChaoMao et al. 2013 

30 160 kg CO2.eq/m2 Building-integrated solar thermal collector [85] Lamnatou et al. 2014 

20 21000 Green building [86] Galua et al. 2015 

50 326.75 78 office buildings [35] Luo et al. 2016 

30 459 kg CO2-e/m2 High-rise buildings [36] Gan et al. 2017 

 _ 629.6 kg Office building [87] Kumanayake et al. 2018 

50 561 
Prefabricated high-rise public residential 

buildings 
[37] Teng et al. 2019 

50 409.2 kgCO2-eq/m2 Residential house [27] Kayaçetin et al. 2020 

https://www.sciencedirect.com/science/article/abs/pii/S0378778813004210#!


1414                               R. Taherkhani et al. / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1409-1428 

 

 

specialists among them are also required to carry out the 

LCA studies [39]. When implementing LCA, the 

design/development phase is usually excluded, since it is 

often assumed not to contribute markedly. However, it 

should be considered that all decisions made in the phase 

of development/design can greatly affect the 

environmental impacts in the other life cycle stages. The 

design of a product can highly predetermine its behavior 

in the next phases. As a result, this paper focuses on the 

design stage.  
When implementing sustainable development in the 

building sector, the focus needs to be on the long 

perspective entailing the significance of considering the 

whole life cycle of a building [8]. LCA is a strong tool to 

assess potential environmental influence from the 

extraction of materials and production, through 

construction and use or service phase to the waste 

treatment and end-of-life of the product [40]. 

Furthermore, LCA is one of the best tools to size up 

environmental impacts through all phases of the building 

according to a conclusion drawn and reported by the 

European Commission [41]. Some of the merits of using 

LCA assisting in terms of sustainability in the building 

sector are economic, social, and environmental. 

Environmental merits are followed by making a 

comparison between alternative products and providing 

information about environmental effects helping 

stakeholders to make informed decisions [42]. 

Consequently, buildings need to be assessed considering 

their whole life cycle, which entails both production and 

end-of-life stages and is not merely based on the energy 

demand throughout the use stage [17]. Most of the 

existing literature focused on the analysis of embodied 

energy of main construction materials such as steel, 

cement, and glass as the sources of embodied energy, and 

ignored other equipment inputs and materials [12]. 

In this regard, life cycle assessment concerning 

energy and carbon dioxide emission is divided into 

several categories as follows [43]: 

1) Cradle-to-gate carbon emissions: Carbon emissions 

between the confines of the ‘cradle’ (earth) up to 

the factory gate of the final processing operation. 

This consists of mining, raw materials extraction, 

processing, and manufacturing. 

2) Cradle-to-site carbon emissions: Sum of cradle-to-

gate emissions and delivery to the installation and 

construction site. 

3) Cradle-to-end of construction: Sum of cradle-to-site 

and assemblies on-site and construction.  

4) Cradle-to-grave carbon emissions: Sum of cradle-

to-end of construction and maintenance, renovation, 

demolition, disposals, and waste treatment. 

5) Cradle-to-cradle: Cradle-to-grave emissions plus, 

converting the components into new components at 

the end of their life with an equal or lower quality. 

Embodied carbon and energy are the emitted carbon 

and consumed energy measured through one of the above 

categories. Embodied carbon is usually presented in 

kilograms of CO2 per kilogram of material or product, 

and embodied energy is expressed in megajoule energy 

per kilogram of material or product. The whole life cycle 

assessment provides important information, but there are 

lots of factors introducing more complexity to LCA in the 

building industries [44]. For example, the expected 

lifetime of buildings is usually more than 50 years which 

is a long lifetime, therefore, accurate prediction of all 

lifetime behavior of the project from cradle-to-grave is 

very difficult [45, 46]. There has been much research 

conducted on the life cycle energy assessment (LCEA) of 

buildings. Some important ones are presented in Table 4. 

The life cycle energy assessment is an exhaustive task, 

and cannot be fulfilled without calculating the embodied 

energy. Hence, to complete the life cycle analysis, there 

have been several studies calculating the amount of 

embodied energy around the world, as shown in Table 1, 

but Iran is not among them. Therefore, conducting such 

studies in Iran is of special necessity. 

 

1. 4. Waste Coefficient and Lifespan of Materials      
The construction industry produces nearly 35% of waste 

in landfills across the globe [47]. One of the most 

voluminous and heaviest waste streams produced in the 

European Union (EU) is construction and demolition 

waste (C&DW). It accounts for nearly a third of the waste 

produced which is more than 850 million tons [48]. In the 

UK, 44% of waste in 2013, was due to the construction 

sectsor [49]. Also, in 2014, the amount of C&DW 

generated by the UK was equal to 58 million tons [50]. 

The rate of C&DW generation (kg per capita per day) in 

Iran is six times more than that of the USA [51]. While 

the average of C&DW generated in the United States is 

0.77 kg per capita per day, that average is equal to 4.64 

kg per capita per day in Iran, according to reported data 

by Tehran Municipality Waste Management [52].   
The definition of waste is important since the 

classification of substances as waste is the basis for the 

formulation of waste management policy and the 

application of regulatory controls to protect the 

environment as well as human health [53]. According to 

the EU Waste Framework Directive (European 

Community 1991), waste is defined as any substance or 

object that the holder discards or intends to discard or has 

to discard. The materials are considered waste under one 

of the following circumstances [53]:  

• If the objects or substances have been discarded.  

• If the objects or substances cannot be utilized anymore 

for their original design objective or elsewhere with the 

same design objectives. 

• If the objects or substances are produced more than 

required. 
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TABLE 4. Previous studies on Life Cycle Energy Assessment (LCEA) 

Year Author Ref. Building Type 
50 years Life Cycle 

Energy (GJ/m2) 
Energy Contribution 

1997 Adalberth [54] 
Residential single-unit precast 

buildings 
27.4, 31.7 

Embodied energy: 11-12%, 

Renovation energy: 4-5%, 

Operational energy: 84%, 
Destruction energy: 0.3-0.5% 

2002 Thormark [62] 20 apartments 15.24 Embodied energy: 46% 

2004 Mithraratne and Vale [63] 
Three residential concrete buildings 

with high insulation 

17.02, 16.24, 11.83 (for 

100 years) 

Operational energy: in order 74%, 

71%, 57% 

2007 Citherlet and Defaux [88] Three variants of a family house 10-29 _ 

2007 Sartori and Hestnes [89] 
Conventional and low-energy 

buildings 
 

Embodied energy: (Conventional)  
2-38% (Low-energy) 9-46 % 

2008 Utama and Gheewala [90] 
Houses made of clay bricks and 

concrete blocks 
12.56, 13.24 

Operational energy: in order 

6.7 %, 6.2% 

2009 Utama and Gheewala [67] 
Residential high-rise buildings with 

a double and single wall system 
3.33,   5.41 

Operational energy: in order 28%, 

16% 

2010 Ramesh et al. [69] Office and  residential buildings 118.8-1404 𝑘𝑊ℎ 𝑚2⁄  

Embodied energy: 7-107  

𝑘𝑊ℎ 𝑚2⁄  

Operational energy: 0-330  

𝑘𝑊ℎ 𝑚2⁄  (about 80 to 90 %) 

2010 
Gustavsson and 

Joelsson 
[70] 

Eight-story wood-framed apartment 
building 

1800-3672 𝑘𝑊ℎ 𝑚2⁄  Embodied energy: 45-60 % 

2017 Ma et al. [12] Office building 345 kWh/m2/year 
Embodied energy: 20 % 

Operational energy: 73 % 

2019 Praseeda et al. [21] Rural dwellings 0.77-4.05 
Embodied energy: 69 %, 

Operational energy: 0-2 % 

2019 Petrovic et al. [91] Wooden single-family house 30.16 (for 100 years) Operational energy: 64 % 

2019 Hernandez et al. [92] Residential block 3.85 - 

2019 Tettey et al. [93] 
Multi-story residential building with 

different materials 

4060-11700 𝑘𝑊ℎ 𝑚2⁄  

(for 80 years) 
- 

 

 

• If some of the materials and equipment remain and 

cannot be returned to the seller or sold to another 

person.  

• If the materials or equipment cannot be operated after 

construction and installation.  

• If the substances are discarded owing to rework, 

demolition during construction, low quality of the final 

product, modification of work, work changes, 

executive orders of principals, regulations, time delays, 

planning problems, budgeting and financing problems, 

productivity, and the quality of human resource and 

other such things. 

The more waste a building has, the more amount of 

embodied carbon and energy it has. In the current study, 

the waste coefficient of the most widely used materials in 

Iran is obtained from questionnaires and interviews with 

professionals and is shown in Table 5. The lifespan of 

different materials is presented in Table 6 [54, 55]. 
 

1. 5. The Importance of Investigation on 
Embodied Carbon and Energy in Iran's 

Construction Industry           There are some research 

projects conducted on embodied carbon and energy 

evaluation per unit of various materials. But for reasons 

such as different energy efficiency, export, import, 
 

 
TABLE 5. Waste coefficient of materials in Iran 

Material 
Waste 

coefficient 
Material 

Waste 

coefficient 

Concrete 0.063 Polystyrene 0.0407 

Steel 0.0645 Mosaic 0.0593 

Cement- Slurry 0.1005 Stone 0.0959 

Brick 0.0896 Cupper 0.0709 

Coating 0.119 Mortar 0.1023 

Ceramic tiles 0.0775 Aggregate 0.0468 

Aluminum 0.0208 Glass 0.0329 

Paint 0.0521 Bitumen 0.0903 

Plastic 0.0078 Asphalt 0.0806 



1416                               R. Taherkhani et al. / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1409-1428 

 

TABLE 6. The lifespan of materials  

Material 
Life 

Span 
Material 

Life 

Span 

Cement 50 Iron 50 

Concrete 50 Aluminum 30 

Concrete – Cement replacement 

with fly ash (0-30)% 
50 Bronze 30 

Concrete – Cement replacement 

with furnace slag (0-30)% 
50 Mosaic 40 

Floor carpet - nylon 50 Ceramic 14 

Vinyl flooring 50 Brick 50 

Sealants and adhesives 50 Lead 50 

Plastic - UPVC - Window 30 Copper 50 

Aggregate 50 Brass 30 

Sand 50 Wood 30 

Soil 50 Linoleum 50 

Clay 50 Isolation 50 

Lime 50 Rubber 40 

Asphalt 50 Coating 50 

Bitumen 50 Glass 30 

Facade Stone 50 Paint 10 

Steel 50   

 

 

industrial and environmental conditions; these values 

vary for different countries and even different parts of a 

country. Few studies in Iran have investigated embodied 

carbon and energy while life cycle assessment 

accomplishment is impossible without considering this 

issue. Construction codes in Iran merely consider 

operational energy standards and embodied carbon and 

energy have not been regarded yet. Statistics show an 

increase in carbon emissions from 2003 to 2014 in Iran 

which will continue if not controlled [56]. Countries with 

high CO2 emissions aim to reduce emissions by at least 

25% until 2030;  unfortunately, Iran is not among them 

[57]. Consumption of energy and waste of energy in Iran 

is higher than the world's average, and the contribution to 

air pollution is higher than expected as well. Based on 

statistics, China, the USA, India, Russia, Japan, 

Germany, South Korea, Iran, Saudi Arabia, and 

Indonesia are the top ten CO2 emitters among all 

countries in the world according to their emission trends 

throughout the 1991–2015 period [57]. 
Therefore, Iran is among the top ten countries in the 

world with high CO2 emissions. Using an annual increase 

of 5% as an assumption, the total amount of CO2 

emissions in Iran is predicted, by Mousavi et al. [56] to 

reach 985 million tons in 2025. Concerning the 

percentage change in CO2 emissions, India, Indonesia, 

and Saudi Arabia without doubt are at the top of the 

increase in carbon emissions list (the percentage growth 

of their CO2 emissions is either greater than or equal to 

100%), followed by China, Iran, and South Korea. 

Although Saudi Arabia and Iran have not been committed 

to any Intended Nationally Determined Contribution 

(INDC) goals that would bring about international 

attention and discussion in the future, the situation of 

carbon reduction is grim in these countries. An 

adjustment in the structure of energy consumption is an 

urgent and inevitable requirement to reach the win-win 

combination of economic growth and CO2 reduction, 

especially for countries such as Saudi Arabia and Iran 

which are petroleum-rich countries [57].  

Although the building industry accounts for a 

considerable amount of carbon emission and energy 

consumption and the life cycle assessment in terms of 

energy and carbon is not fulfilled without considering 

embodied energy and carbon, the studies on embodied 

energy and carbon are very limited in Iran, and 

researchers merely focus on the operational energy 

standards, and embodied energy is not considered in 

energy codes. Therefore, in this paper, embodied carbon 

and energy evaluation has been carried out for both 

traditional clay houses and conventional concrete 

buildings, and the necessity of modifying the 

construction codes with the aim of sustainable 

development in the country was investigated by 

comparing the obtained results and measuring the 

embodied carbon and energy increase after changing the 

constructional system and materials from traditional to 

conventional. Figure 1 indicates a flow chart in which the 

research process of this article is illustrated. 

 

 

2. METHODOLOGY 
 
This research project aims to study the observance of 

environmental issues in Iran's desert regions by 

comparing the amount of energy consumption and 

carbon emission of concrete and traditional buildings and 

providing energy and carbon reduction strategies. In this 

survey, the positive effects of using optimal structural 

systems and materials concerning reducing carbon 

emission and energy consumption, and the amount of this 

reduction will be dealt with. The research flowsheet is 

shown in Figure 1. To achieve the above-mentioned 

objective, first, a traditional house was selected as a case 

study, and then a concrete building with a plan similar to 

that of a traditional building was designed using ETABS 

and SAFE software keeping the spaces as it was. 

The case study is a clay house with a lime concrete 

foundation located in Yazd city, with a coordinate of 

31°54'09''N, 54°22'02''E, and an altitude of 1212 meters 

above sea level. This house with an area of 383 square 

meters relates to 200 years ago in the Qajar period and is 

registered in the name of "Ehramianpour House" in the  
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Figure 1. Research process flow chart 

 

 

Cultural Heritage Organization of Iran. The pictures, 

plans, and sections of this building are illustrated in 

Figures 2 to 4. A view of designing the concrete building 

with ETABS software is indicated in Figure 5. After 

choosing the case study and designing the concrete 

building, according to executive details, the types and 

weights of each material used were obtained. According 

to the weight amounts obtained, energy and embodied 

carbon analyses were performed. Analyzing embodied 

energy and carbon in this paper is based on a model 

presented by Chen in 2001 [55]. Embodied energy and 

carbon per mass unit of each material are also taken from 

a database (inventory of carbon & energy (ICE) Version 

2.0) prepared by the University of Bath UK [58] 

presented in a supplementary file. To calculate the 

amount of energy and embodied carbon, a program was 

created using Excel software based on the 

aforementioned model and database. The concrete 

building uses materials with a large amount of energy and 

embodied carbon per mass unit and in the traditional 

building, due to the high thickness of the clay walls which 

usually reach 50cm, much more materials have been 

utilized. Therefore, drawing a comparison of energy and 

embodied carbon between these two buildings is a 

challenging task. Thanks to the existing limitations, 

including the University of Bath database version 2, 

which published life cycle information based on the 

cradle-to-gate stage, life cycle analysis in this paper is 

bound to that stage. 

We expanded Chen's model to embodied carbon in 

which total embodied energy and carbon can be obtained 

using the following equations: 

𝐸𝑒 = 𝐸𝑚 + 𝐸𝑡 + 𝐸𝑝           (1) 

𝐶𝑒 = 𝐶𝑚 + 𝐶𝑡 + 𝐶𝑝 (2) 

where 𝐸𝑒, 𝐸𝑚, 𝐸𝑡, and 𝐸𝑝 stands for the total embodied 

energy, the embodied energy of manufacturing 

construction materials, the energy consumption of  

 

 

 
Figure 2. Clay building plan map 

 
 

 
Figure 3. Clay building section 

 

 

 
 

 
Figure 4. Clay building picture 

 

 

 
Figure 5. Designing the concrete building using ETABS 

 

Embodied Carbon & 

Energy analysis of a 

traditional clay house. 

Designing a concrete 
building with the same 

plan as the clay house. 

Embodied Carbon & 

Energy analysis of the 
concrete building. 

Calculating the embodied carbon & energy savings 

 
SWOT 

Analysis 

Designing a combined structure building with 

optimized embodied carbon & energy 
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transporting building materials from and to the 

construction site, and embodied energy related to various 

processes throughout building productions, respectively. 

Moreover, 𝐶𝑒, 𝐶𝑚, 𝐶𝑡, and 𝐶𝑝 represent the total 

embodied carbon, the value of embodied carbon related 

to the manufacturing of building materials, the amount of 

carbon emission of transporting the construction 

materials and building components, and the value of 

embodied carbon emanated from different processes, i.e. 

smoothing of soil and crane lifting, during building 

productions, respectively. Em and Cm can be calculated 

using the following equations: 

𝐸𝑚 = ∑ (1 + 𝜆𝑗)𝑘
𝑗=1 𝜇𝑗[∑ 𝑞𝑖,𝑗𝑒𝑖,𝑗

𝑛
𝑖=1 ]  (3) 

𝐶𝑚 = ∑ (1 + 𝜆𝑗)𝑘
𝑗=1 𝜇𝑗[∑ 𝑞𝑖,𝑗𝑐𝑖,𝑗

𝑛
𝑖=1 ]  (4) 

where k, ei,j, qi,j, and ci,j represent the number of building 

materials and elements, the energy required for 

manufacturing the building materials j in country i in 

MJ/kg, the amount of building materials j imported from 

the country i in kg, and the amount of carbon emitted by 

producing the building materials j in country i in MJ/kg, 

respectively. Also, n, 𝜇j, and 𝜆j denote the number of 

countries from which building material or element j is 

imported, the replacement factor for building elements j 

throughout the whole lifespan of a structure, and the 

factor for waste materials j produced during the 

implementation of the structure, respectively. It should 

be stated that 𝜇j must be higher than or equal 1, and (𝜇j-

1) stands for the factor for the recurring embodied energy 

of building material j. Some building components such 

as damaged doors and windows might be partially 

supplanted throughout the buildings’ lifespan, while 

others, such as ceilings, walls, and floor finishes, might 

be required to be completely replaced every time. The 

replacement factor can be determined as follows: 

𝜇𝑗 = 𝐿𝑏 𝑙𝑗⁄  (5) 

The difference between Equations (5) and (6) yields the 

maintenance factor. 

𝜇𝑗 = ⌈𝐿𝑏 𝑙𝑗⁄ ⌉ (6) 

where Lb, lj,  are the buildings’ lifespan, the mean value 

of lifespan of building components or materials j, and the 

mathematical operator that gives the least integer which 

is equal to or higher than a real number within. 

Et and Ct can be calculated using the following equations: 

𝐸𝑡 = ∑ (1 + 𝜆𝑗)𝜇𝑗𝑄𝑗(𝑒̅𝑡,𝑗 + 𝑒𝑑)𝑘
𝑗=1   (7) 

𝐶𝑡 = ∑ (1 + 𝜆𝑗)𝜇𝑗𝑄𝑗(𝑐𝑡̅,𝑗 + 𝑐𝑑)𝑘
𝑗=1   (8) 

where Et and Qj are the amounts of energy needed for 

transportation of the building elements and materials in 

MJ/(kg. km) and the amount of building material j in kg, 

respectively. In addition, ed and cd indicate the amount of 

energy consumed and the amount of carbon emitted 

through demolishing the buildings and transporting the 

components of demolished buildings from the building 

site to the landfill, respectively. Subscripts t, 𝑒̅, and 𝑐̅  
refer to transportation, the mean energy use and carbon 

emission for transportation of material to the building site 

in MJ/kg, which might be calculated by: 

𝑒̅𝑡,𝑗 = ∑
𝑞𝑖,𝑗

𝑄𝑗

𝑛
𝑖=1 [∑ 𝑒𝑡,𝑙𝑑𝑙

 
𝑙 ]  (9) 

𝑐𝑡̅,𝑗 = ∑
𝑞𝑖,𝑗

𝑄𝑗

𝑛
𝑖=1 [∑ 𝑐𝑡,𝑙𝑑𝑙

 
𝑙 ]  (10) 

where et,l and ct,l represent the amount of energy use and 

carbon emission related to the transportation of building 

materials by means of conveyance l in MJ/(kg·km). Also, 

dl denotes the distance of transportation by the 

conveyance l in km. The required energy and carbon 

emitted for different processes throughout demolishing 

and producing the buildings can be calculated by: 

𝐸𝑝 = ∑ 𝑄𝑝,𝑗
𝑘
𝑖=1 𝑒𝑝.𝑗  (11) 

𝐶𝑝 = ∑ 𝑄𝑝,𝑗
𝑘
𝑖=1 𝑐𝑝.𝑗  ( 21 ) 

where Qp,j indicates the amount of building material j 

dealt with in a process throughout demolishing and 

producing the building in kg, m3, or MJ/m2. cp,j, and ep,j 

stands for the amount of emitted carbon and required 

energy intensity for this process and building material j 

in MJ/kg, MJ/m3, or MJ/m2 usable floor area. In the next 

step, the traditional and concrete structural systems were 

analyzed using the SWOT analysis method, and a 

solution for optimizing embodied carbon and energy was 

provided considering the preservation of historical 

texture. Developing ideas exploring emerging 

opportunities, and guarding against threats while keeping 

the weaknesses and strengths of the organization in mind 

is the goal of this analysis [59]. Finally, by surveying the 

statistics of clay houses in the country, the effects of 

implementing the strategy of combining traditional and 

modern building systems in saving embodied energy and 

carbon were expressed. 
 

 

3. RESULTS AND DISCUSSION  
 
To obtain the amount of materials utilized in the building 

understudy, quantity surveying and estimating of this 

building was performed and the obtained results are 

presented in Table 7.  

Next, the weights, as well as weight percentages of 

the materials, are presented from the highest to the lowest 

volume of materials used in the traditional building in 

Table 8 and Figure 6. Subsequently, ten materials with 

the most energy and embodied carbon can be observed in 

Table 9. The structure of this building has been made of 

adobe and mud mortar and its lining is made of cob. The 

soil has been utilized to prepare all of them. Expectedly, 
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TABLE 7. The outcomes obtained from quantity surveying and 

estimating of the traditional building 

Material Unit Quantity 

Mud-lime mortar m3 3.59 

Wood m3 3.91 

Glass m2 9.17 

PVC water pipe m 71 

PVC Sewage Pipe m 40 

Power Cable m 1000 

Valves(brass) kg 10 

Mosaic m3 126.29 

Plaster m3 12.28 

Sun-dried brick m3 592.17 

Mud mortar m3 252.37 

Soil m3 145.82 

Plaster of clay and straw m3 88.76 

Lime mortar m3 58.22 

Brick n 59361 

Soil plaster m3 29.1 

Cement sand mortar m3 19.14 

 

 

TABLE 8. The mass and percentage of materials used in 

traditional buildings    

Material 
Density 

kg/m3 

Weight kg 

(max to min) 

Weight 

percentage 

Sun-dried brick 1920 1136966.4 47.34890893 

Mud mortar 2000 504740 21.01987208 

Soil 2000 291640 12.14533323 

Plaster of clay and straw 1600 142016 5.914249225 

Lime mortar 1850 107707 4.485452634 

Brick 1700 100913.7 4.202545995 

Soil plaster 1600 46560 1.938988874 

Cement sand mortar 2100 40194 1.673877122 

Plaster 1300 15964 0.664819982 

Mosaic 55 kg/m2 6945.95 0.289263741 

Mud-lime mortar 1300 4667 0.194356982 

Wood 650 2541.5 0.105840641 

Glass 25 kg/m2 229.25 0.009547105 

PVC plastic - 134.23 0.005590002 

Copper 0.0225 kg/m 22.5 0.000937011 

Brass - 10 0.00041645 

Sum - 2401251.53 100 

 

 

 
Figure 6. Pie chart of the weight percentage of materials 

used in traditional building 

 

 

the soil has the most energy and embodied Carbon in the 

ranking table. For the accurate comparison between the 

two types of modern and traditional buildings; the 

structure and foundation of a one-story concrete house 

were designed and modeled exactly according to the plan 

of the traditional house keeping the existing spaces by 

Etabs and Safe Software with ACI 318-14 regulations. 

 

 

TABLE 9. The rankings of the materials in terms of energy embodied carbon and equivalent carbon for the traditional building 

Rank 
Traditional building 

Material EE - MJ Material EC - kgCO2 Material EC -  kgCO2e 

1 Soil 839852.6976 Soil 42925.80454 Soil 44792.14387 

2 Brick 329863.3848 Brick 25289.52617 Brick 26389.07079 

3 Plaster 90771.2423 Lime 11955.7044 Lime 12270.3282 

4 Lime 83375.307 Cement 6468.82236 Cement 6911.892385 

5 Wood 74909.86533 Plaster 5790.903386 Plaster 6334.264981 

6 Cement 42977.79239 Wood 4915.959913 Wood 5009.597244 

7 Sand 21610.29458 Sand 1280.610049 Sand 1360.648177 

8 Mosaic 15611.18926 Mosaic 1199.238813 Mosaic 1271.193142 

9 Plastic 10784.10075 Plastic 364.5920073 Plastic 433.0403152 

10 Glass 5920.067209 Glass 339.4171866 Glass 359.150744 

Sun-dried Brick 
47%

Mud mortar…

Soil 12%

Plaster of clay 
and straw 6%

Lime mortar 5%
Brick 4%

Soil plaster 2%
Cement sand mortar 2%

Others 1%
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Then, it was analyzed concerning the amount and 

type of consumed materials. The dimensions of the cross-

section of the columns and beams in the design were 

30*30 cm and 35*30 cm, respectively. The roof type was 

selected as a joist system. The foundation of this building 

was designed as a strip footing with a width of 1 meter, 

and to control the punching shear, the depth of the 

foundation was designed to be 90 cm. Concerning the 

details obtained, the quantity surveying and estimating of 

the concrete building was carried out and the results are 

summarized in Table 10. Next, the weights and weight 

percentages of the materials are presented from the 

highest to the lowest volume of materials used in the 

concrete building in Table 11 and Figure 7. 
 
 

TABLE 10. Results obtained from the concrete building 

quantity surveying and estimating 

Material Unit Quantity 

Concrete C25 m3 206.04 

Rock m3 148.35 

Concrete C20 m3 85.44 

Cement Sand Mortar m3 61.84 

Brick m3 76.30 

Soil m3 42.39 

Cement Block n 2167.31 

Soil Plaster m3 15.39 

Deformed Bar kg 21289.56 

Granite m2 620.14 

Clinker m3 28.02 

Plaster m3 7.71 

Bituminous Felt m2 377.47 

Mosaic m2 88.48 

Ceramic m2 230 

Paint m3 0.0385 

Tile m2 110.30 

Wood m3 3.05 

Glass m2 9.17 

PVC Plastic kg 134.23 

Power Cable m 1000 

Valves (Brass) kg 10 

Nylon m2 83.15 

Ten materials with the highest amounts of energy and 

embodied carbon in the concrete building are observed in 

Table 12. 

Since the skeleton and the foundation of the building 

are made of reinforced concrete and its walls are made of 

pressed bricks, steel, concrete, and brick are at the top of 

the ranking table with the most energy and embodied 

carbon. Based on the data collected, the total equivalent 

of carbon and embodied energy, as well as the weight of 

the materials used, including the wastes, were compared 

in both traditional and concrete buildings in Table 13. As 

shown in Table 13, the weight of a concrete building is 

1480 tons and the weight of its adobe counterpart is 2488 

tons, which is about 1.7 times heavier. It is due to the high 

thickness of the adobe building walls, which sometimes 

reach 50 cm, and the use of materials with more mass in 

the adobe building as well. However, the results of 

carbon and embodied energy analysis show an increase 

of 1.73 times in the embodied energy, 2.28 times in the 

embodied carbon, and 2.33 times in the equivalent 

embodied carbon, with the change of system structure 

from traditional to concrete.  

In other words, despite the lower mass of materials 

used in concrete buildings, the amount of carbon and 

embodied energy is markedly more compared to adobe 

buildings. It is because of using materials with energy, 

embodied carbon, and more units of mass.  

As a result, establishing conventional concrete 

buildings instead of adobe buildings leads to increased 

carbon and embodied energy and a loss of historical 

context. It is also known that traditional houses such as 

ordinary rural buildings, need seismic retrofitting to 

become more resistant to earthquakes. This seismic 

retrofitting needs to be done in the context of sustainable 

development so as not to increase carbon emissions and 

energy consumption indiscriminately. Therefore, to 

choose the optimal method of strengthening these 

historical monuments, the right decision needs to be 

made, and in this regard, the SWOT technique will be 

employed. SWOT analysis is a systematic analysis 

seeking to provide a list of capabilities, weaknesses, 

opportunities, and threats, so the organizations can use 

these findings to find a strategy that fits their situation. 

From this model's viewpoint, a proper strategy 

maximizes the strengths and opportunities and minimizes 

weaknesses and threats. 

 

 

TABLE 11. The mass and percentage of materials utilized in the concrete building 
Material 

Density 

(kg/m3) 

kg (max to 

min) 
Weight percent Material 

Density 

(kg/m3) 

kg (max to 

min) 

Weight 

percent 

Concrete C25 2400 494496 35.5553378 Plaster 1300 10023 0.720675497 

Rock 1400 207690 14.93336267 Bituminous Felt 15 kg/m2 5662.05 0.407113709 

http://barsadic.com/W.aspx?eid=84849
http://barsadic.com/W.aspx?eid=84849
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Concrete C20 2390 204201.6 14.68253913 Mosaic 55 kg/m2 4866.4 0.349904743 

Cement Sand Mortar 2100 129864 9.337504021 Ceramic 21 kg/m2 4830 0.347287504 

Brick 1700 129710 9.326431086 Tile 20 kg/m2 2206 0.158616197 

Soil 2000 84780 6.095866375 Wood 650 1982.5 0.142546061 

Cement Block 13.25 kg/n 28716.8575 2.064804506 Glass 25 kg/m2 229.25 0.016483574 

Soil Plaster 1600 24624 1.770519151 Plastic - 134.23 0.009651429 

Deformed Bar 7850 21289.56 1.530765663 Paint 1310 50.43 0.003632833 

Granite 2800 17363.92 1.24850361 Copper 
0.0225 

kg/m 
22.5 0.001617799 

Clinker 550 15411 1.108084415 Brass - 10 0.000719022 

    Nylon 0.11 kg/m2 9.15 0.000657905 

    Sum - 1388172.44 100 

 
 

TABLE 12. The ranking of materials in terms of energy and embodied carbon and the equivalent carbon for concrete building  

Rank 
Concrete building 

Material EE - MJ Material EC - kgCO2 Material EC -  kgCO2e 

1 Steel 661722.1039 Concrete 64892.07616 Concrete 69523.6485 

2 Concrete 489895.8448 Steel 58693.84415 Steel 62772.95301 

3 Brick 423991.7836 Brick 32506.03674 Brick 33919.34268 

4 Ceramic 324901.8109 Cement Mortar 20900.31216 Cement Mortar 22331.84039 

5 Stone 209318.4877 Ceramic 20035.61167 Ceramic 21118.61771 

6 Bituminous Felt 180884.9125 Stone 12178.53019 Stone 13320.2674 

7 Cement Mortar 138858.2383 Bituminous Felt 9415.145287 Bituminous Felt 9980.054004 

8 Plaster 51188.74447 Plaster 3274.806625 Plaster 3579.854989 

9 Wood 48075.94458 Wood 2529.644845 Wood 3182.71135 

10 Soil 39295.53 Soil 2008.4382 Soil 2095.7616 

 

 

TABLE 13. The total equivalent of embodied energy and carbon as well as the weight of materials used, including the construction 

waste 

Comparison Criteria 
Traditional Building Concrete Building 

Total per sqm Total per sqm 

EE - MJ 1521527.328 3972.656 2634913.490 6879.670 

EC - kgCO2 100888.823 263.417 229776.491 599.939 

EC -  kgCO2e 105514.025 275.494 245546.029 641.112 

Material weight including waste (kg) 2488035.475 6496.18 1480248.721 3864.88 

 

 

Table 14 shows the SWOT analysis for concrete 

buildings with ordinary materials. Table 15 shows the 

SWOT analysis for traditional buildings with adobe 

materials. Therefore, according to the SWOT table and 

the proposed strategies to preserve historical texture and 

tourists attraction, and to show the effect of substituting 

materials on the amount of energy and embodied carbon, 

the energy and carbon were analyzed considering a 

combined building with concrete structure, frame and the 

joist system, the adobe walls, and the traditional flooring. 

Based on the analyzed information, the amount of 

embodied energy and carbon equivalent to total as well 

as the weight of materials used, including construction 

wastes in this combined building, and its difference from 

the conventional concrete building are presented in Table 

16. The case-by-case comparison of saved weights, 

energy, and embodied carbon was performed and the 

percentage of savings for each material is separately 

shown in Table 17. 

 

http://barsadic.com/W.aspx?eid=84849
http://barsadic.com/W.aspx?eid=84849
http://barsadic.com/W.aspx?eid=84849


 

 
TABLE 14. SWOT analysis for concrete structures with the common materials 

Weaknesses (W) Strengths (S)  

• High embodied energy (1.73 times higher than 

that of a traditional building according to the 

analysis) 

• A great amount of embodied carbon (2.28 

times greater than that of a traditional building 

according to the analysis) 

• A great amount of construction waste 

• Lack of originality and non-observance of the 

tradition of Islamic Iranian architecture in such 

buildings 

• High seismic retrofitting 

• High safety and security 

• High durability 

• Low maintenance costs 

SWOT analysis for concrete structures 

with the common materials 

Strategies (WO) Strategies (SO) Opportunities (O) 

• Combining the technology of concrete frame 

construction with traditional facade rather than 
stone, traditional plan, and materials by the 

native architecture of each area 

• Creating new job opportunities by investing in 

line with the development of regulations, 

embodied energy, and carbon standards and 

monitoring their compliance 

• Informing engineers and project managers 

about the issue of embodied energy and 

compliance with standards 

• Using concrete structures in dilapidated 

and historical textures to diminish 

financial as well as human losses 

• The combined use of concrete structures 

so as to maintain and renovate historical 

structures for greater durability 

• Familiarizing the executives and 

engineers with such materials, and how to 

implement them 

• The number of experts familiar with this 

structural system 

• Providing equipment for the 

implementation of such structures 

• Possessing a bylaw to match design issues 

Strategies (WT) Strategies (ST) Threats (T) 

• Labeling all building materials in terms of 

energy and embodied carbon in factories for 

designer use 

• Replacing the common materials with the 

indigenous ones with less energy and carbon 

per unit of mass and easier recycling capability 

• Raising the awareness of the community, 

bringing the culture and a sense of trust 

in meeting energy and embodied carbon 

standards, and preserving the 

environment 

• Providing government funding, 

attracting private investment, and 
allocating funds to implement energy 

and carbon regulations 

• Development and the attraction of 

tourists by combining modern and 

traditional structures with Iranian 
architecture and preserving the historical 

texture in line with sustainable urban 

development 

• Not using indigenous materials 

• Non-compliance with environmental 

issues as well as the sustainable 

development model 

• Lack of attraction for tourists 

• The difficulty of construction waste 

recycling these materials 

 

 
TABLE 15. SWOT table for traditional structures with adobe materials 

Weaknesses (W) Strengths (S)  

• Low seismic retrofitting, high casualties 

during the natural catastrophe, and low 

safety Foundation 

• heavy roof 

• Lack of dry walls, lack of integrity, long 

and uncontrolled lengths, and long walls 

• Low embodied energy (according to the analysis 

performed) 

• Low embodied carbon (according to the analysis 

performed) 

• Low construction waste and adaptation to climate 

• Possessing the originality and observance of the 

tradition of Iranian Islamic architecture in such 

buildings 

SWOT analysis for traditional 

structures with adobe materials 

Strategies (WO) Strategies (SO) Opportunities (O) 

• Fixing major weaknesses in the structural 

system by combining concrete frame 

• Preserving historical and traditional textures and 

restoring them to preserve the originality of 

Iranian architecture and attract tourists 

• Inexpensive and available 

indigenous materials Attract 

tourists 
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construction technology with traditional 

adobe and finishing 

• Reduced construction waste in the 

construction sector using traditional 

architecture and materials in line with 

sustainable development 

• Using indigenous materials due to the ease of 

access and coordination with the rural economy 

• Materials are easily recycled 

• The necessity of considering 

environmental issues, following the 

model of sustainable development, 

and high executive potential 

Strategies (WT) Strategies (ST) Threats (T) 

• Encouraging engineers and allocating funds 

for research on seismic retrofitting of adobe 

buildings and improving the quality of rural 

life 

• Making regulations and implementing a 

plan to improve traditional buildings and 

reduce casualties due to natural catastrophes 

due to the impossibility of removing this 

system in rural areas that are far from 

facilities 

• Culturalization of preserving the originality of 

Iranian architecture and creating a sense of trust in 

this style of architecture by using modern 

technologies and standards 

• Training experts to use materials compatible with 

the climate of each region to create thermal and 

cooling insulation to save energy 

• Lack of skilled experts familiar 

with this structural system 

• Modernism and forgetting the 

originality of architecture 

• No regulations to match the design 

issues of these structures 

• Ignorance from officials and the 

media regarding the culture of 

sustainable energy development 

and environmental issues 

 

 
TABLE 16. Energy and embodied carbon equivalent to total and the weight of materials used in the combined building compared to 

the conventional concrete building  

Comparison Criteria 
Combined Building Combined building savings compare to concrete building 

Total per sqm Total per sqm percentage 

EE - MJ 1705856.092 4453.932 929057.398 2425.7  35.26% 

EC - kgCO2 139289.164 363.679 90487.327 236.3  39.38% 

Material weight including waste (kg) 2133260.538 5569.87 -653011.817 -1705.0  -44.12% 

 

 

 
TABLE 17. Saved weight, energy, and embodied carbon in materials  

Material 

The amount of savings The percentage of savings 

Weight 

(kg) 

Embodied Energy 

(MJ) 

Embodied Carbon 

(kgCO2) 
Weight 

Embodied 

Energy 

Embodied 

Carbon 

Concrete 63083.2 39742.4 5299.0 8.16% 8.11% 8.17% 

Steel 1055.1 285767.3 30389.2 4.66% 43.19% 51.78% 

Brick 133439.79 400319.37 30691.15 94.42% 94.42% 94.42% 

Coating 13731.8 14456.4 887.8 35.42% 28.24% 27.11% 

Ceramics and Tiles 6367.82 272906.44 16829.23 84.00% 84.00% 84.00% 

Paint 53.06 18570.50 642.009 100.00% 100.00% 100.00% 

Mosaic -8262.49 -14459.4 -1218.7 0.00% 0.00% 0.00% 

Stone 19028.95 209318.49 12178.53 100.00% 100.00% 100.00% 

Mortar 112642.57 109263.29 16445.82 78.69% 78.69% 78.69% 

 

 

 

Correspondingly, if the project is divided into three 

sections: skeleton frame, framework, and finishing, the 

skeleton frame includes concrete, steel, polystyrene, and 

aggregate; the framework includes pressed and clay 

brick, lining, plastics other than polystyrene, mortar 

except for slurry and bitumen, and the finishing includes  

cement-slurry, ceramic and tile, aluminum, paint, 

mosaic, stone, glass, and asphalt. Energy percentage and 

the embodied carbon and the weight of the materials in 

each of the work sections in the concrete building and the 

amount of savings in each section are presented in Table 

18 and the diagrams in Figures 8 to 10. 



 

 
TABLE 18. Saved weight, energy, and embodied carbon for each work section separately 

Work sections 

Concrete Building The amount of savings 
Percentage 

of weight 

saved  
Weight 

1000ton 

Embodied Energy 

1000GJ 

Embodied Carbon 

1000 ton CO2 

Weight 

1000 ton 

Embodied Energy 

1000 GJ 

Embodied Carbon 

1000ton CO2 

Skeleton frame 0.96 1.18 0.125 0.06 0.33 0.04 6.71% 

Framework 0.29 0.62 0.057 0.26 0.52 0.05 88.30% 

Finishing 0.03 0.56 0.033 0.02 0.49 0.03 69.64% 

 

 

  
Figure 8. The embodied energy and its saving amount for each work section separately 

 

 

  
Figure 9. The embodied carbon and its saving amount for each work section separately 

 

 

  
Figure 10. Material weight and its saved mount for each work section separately 

 

 

4. CONCLUSION 
 
Over time, the structural system of buildings has 

changed. This change caused an increase in energy and 

carbon dioxide. However, research in Iran has focused 

less on the necessity and importance of reforming this 

process. In this respect, a Microsoft Excel program was 

provided to determine embodied energy and carbon for 

all types of buildings, the results of which were validated 

in the selected case sample by manual calculations. 
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According to the strategy explained for historical and 

derelict buildings in Yazd and after SWOT analysis, the 

skeleton frame and roof of the concrete structure were 

combined with a framework and finishing to achieve the 

goals of reducing embodied energy and carbon (by 

removing and replacing materials such as bricks). 

Preserving the texture of the area is in line with 

sustainable urban development and maintaining the 

attractiveness of this texture for tourists. Because the 

frames of this combined structure are made of concrete, 

there is no need to implement thick load-bearing walls, 

moreover, the wall thickness is reduced to a minimum of 

25 cm (a row of adobe considering the thickness of 

finishing with plaster of clay and straw).  

According to Table 16, the weight of materials 

employed in the combined building has finally decreased 

by 14% compared to the traditional building. Observing 

the results of embodied energy and carbon analysis for 

the modified building indicates 39.38% savings in carbon 

and 35.26% in embodied energy. Consistent with the 

latest census of the Statistics Center of Iran in 2016, the 

number of residential units in which adobe is used is 

10.54% of the total rural houses. It reveals that about 

53.73 million square meters go to adobe houses. 

Considering the amount of energy and carbon saved in 

the combined plan, it is possible to reduce 13.66 million 

tons of carbon equivalent to 1.96 million tons of energy 

and store 130.34 million gigajoules of energy by 

developing this plan for the adobe texture in the country.  

To show the effect of implementing the results of the 

current research project, it can be pointed out that the 

amount of energy saved in the proposed strategy is 

equivalent to the production of electric energy from Iran's 

largest power plant ‘Damavand Power Plant’ (Pakdasht 

Martyrs) with a capacity of 2868 MW in 2 years and 4 

months. To develop the present study, the following 

suggestions are presented to researchers who intend to 

conduct additional research in this field: 

• Investigating the effect of increasing the lifespan of 

building and durability of materials to reduce the 

replacement coefficient to save embodied energy and 

carbon. 

• Calculate the amount of embodied carbon and energy 

of wooden houses and examine the possibility of 

replacing this structural system with current systems 

according to the climate. 

• Investigating the role of advanced technologies in 

embodied energy and carbon optimization. 

Comparison of steel and concrete structures concerning 

embodied energy and carbon. 
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Persian Abstract 

 چکیده 
در    یرا به عنوان الزامات طراح  یطیمح  ستیز  یارهایاز کشورها مع   یحال، برخ  نی . با اگردد  یم  مصروف جهان در بخش ساخت و ساز    یمصرف  یدرصد انرژ  40از    شیب

را کاهش    نهفته   و کربن   ی انرژ  ران،یا  یو سنت  یخیتار   یهااست که با حفظ بافت  یارائه راهکار  قی تحق  ن یاساس، هدف ا  نی. بر ارندیگ   یساخت و ساز خود در نظر نم  یکدها

هر دو نوع ساختمان،   ی بررس  ضمنانجام شد.    یمصالح ساختمان  زان یبا محاسبه م  یسنت   یو ساختمان ها  دیجد  یبتنهای  ساختمان  نی ب  نهفته  یکربن و انرژ  سهیمقالذا  دهد.  

نتی  شد. ساختمان س  ی بررس بی ترک ن یا ی راهبردها SWOT ل ی. در ادامه با استفاده از تحلقرار گرفت ی ابیارزمورد  ی بیساختمان ترک  ستمیس  کیدر نهفته  ی کاهش کربن و انرژ

ساختمانی    یها  ستمیس  یساز  کپارچهی  ی ، استراتژSWOT  لیدارد. با توجه به تحل  ی نسبت به ساختمان بتن  یکمترنهفته  و کربن    یمواد، انرژ  شتریداشتن جرم ب  رغمیعل  گِلی

در   یاستراتژ ن ی. گسترش اکندیم جادیا  ی با سازه بتن سهیدر مقا ا رنهفته  ی % کاهش کربن و انرژ35% و 40حدود  ب یبه ترت یشنهادیپ ستم یارائه شد. س یبتنجدید و سنتی گِلی 

  ی ک ی   یخیحفظ بافت تار  یبرا  یداریبر ملاحظات پا  ی مبتن  ی راه حل افتنیشود.    یم  نهفته  ی انرژ  گیگاژول  ونیل یم  130تن کربن و   ونیلیم   13  یی سراسر کشور باعث صرفه جو

و    داریارائه شده، ضمن توجه به ساختمان پا  یب یترک  ستمیسدر همین راستا  دهند.    یم   لیآنها را تشک  تیاز هو  یخشبافت ها ب  نیاست که ا  ییکشورها  یاساس  یاز دغدغه ها

   ساختمان است. نهفته  یکاهش کربن و انرژ یمطلوب برا یراه حل ،یتوسعه شهر
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A B S T R A C T  
 

 

Many problems do not have one or more variables that determine quality characteristics. In these 
situations, as a solution method, a profile is descibed by linking independent variables to the response 

variable. One of the common assumptions in most monitoring schemes is the assumption of independent 

residuals. Contravention of this assumption can lead to misleading results of the control chart. On the 
other hand, when the data are contaminated, the classical methods of estimating the parameters do not 

perform well. Such situations require robust estimation methods. Hence, this paper proposes a robust 

method to estimate the process parameters for Phase I monitoring autocorrelated multiple linear profiles. 
The developed control chart is appraised in the absence and presence of contaminated data through 

comprehensive simulation studies. The results showed that the robust estimator decreases the impact of 

contaminated data on the performance of the proposed control chart for all outlier percentages and shift 
magnitudes. Generally, in all three scenarios, including outliers in the model parameters and error 

variance, the robust approach performs better than the comparative method. 

doi: 10.5829/ije.2023.36.08b.03 
 

 
1. INTRODUCTION1 
 
Control charts are an essential tool for quality 

practitioners to improve industrial and service processes. 

For example, Sogandi and Vakilian [1] used control chart 

to estimate a step change in Gamma regression profiles. 

Sometimes, the quality characteristic of a product or 

process can be described by a relationship between 

response and predictor variable(s) typically known as a 

profile. Profiles can be categorized based on their 

functional forms into polynomial profiles, simple linear 

profiles, multiple linear profiles, generalized linear 

model profiles and so on. As the first review papers on 

profile monitoring, Woodall et al. [2] and Woodall [3] 

provided a comprehensive introduction and research gaps 

on profile monitoring. In this respect, Saghaei et al. [4] 

surveyed different types of profiles, and introduced the 

definition and applications of profile monitoring. In real 

applications, John and Vaibha [5] also demonstrated the 

application of the control chart for monitoring the quality 
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characteristics exhibiting a nonlinear profile during time. 

Sogandi and Vakilian [1] and Khedmati et al. [6] 

surveyed AR(1) autocorrelated structure to estimate a 

change point in simple linear and polynomial profile, 

respectively. Niaki et al. [7] also provided a control chart 

based on the generalized linear test to monitor 

coefficients of the simple linear profiles. More recently, 

Abbasi et al. [8] presented a new monitoring scheme for 

non-parametric profiles using an adaptive Exponentially 

Weighted Moving Average (EWMA) control chart. This 

control chart, EWMA is developed under a type II 

censoring life test by mohammadipour et al. [9]. For the 

sake of brevity, other related research about profile 

monitoring is referred to Maleki et al. [10], in which an 

overview is performed on research published during the 

period 2008–2018.  

In the aforementioned studies, the profile parameters 

are often estimated by methods, which perform 

appropriately without outliers. However, in many real 

cases, there may exist some contamination on the 
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samples due to many reasons, such as the worker's fault. 

Applying the classical methods of parameter estimation 

in the presence of outliers would lead to inaccurate 

estimations and as a result, the erroneous performance of 

the monitoring scheme. To deal with these challenges, 

robust estimations are better properties than classical 

estimations. As one of the pioneering robust works, Khoo 

[11] suggested two time-weighted robust monitoring 

schemes for the process variance that the interquartile 

sample range for the control limits. In the profile 

monitoring field, Xuemin et al. [12] suggested a robust 

distribution-free approach to monitor linear profiles 

using rank-based regression to monitor nonparametric 

profiles. For simple linear profiles, Ebadi and Shahriari 

[13] used two robust methods, including the M-estimator 

and Huber estimator, in Phase I data with contamination. 

Similarly, Shahriari et al. [14] applied two methods for 

robust estimation of complex profiles using a 

nonparametric method for Phase I monitoring. After that, 

Shahriari and Ahmadi [15] proposed a robust estimation 

of complicated profiles. Also, Hakimi et al. [16] 

employed robust approaches using the M-estimator and 

the redescending M-estimator for Phase I monitoring of 

the logistic regression profile to reduce the impact of 

contaminated data. Furthermore, Ahmadi et al. [17] 

proposed a robust wavelet-based profile monitoring in 

Phase II in a two-stage process. For a simple linear 

profile, Hassanvand et al. [18] used two robust M‐

estimators for the parameter estimation to eliminate the 

detrimental impact of outliers in Phase I monitoring. 

After that, Kordestani et al. [19] suggested a monitoring 

scheme for monitoring multivariate simple linear profiles 

based on a robust estimation method. Moheghi et al. [20] 

considered robust estimation to monitor model 

parameters in GLM-based profiles with contaminated 

data. In recent years, Khedmati and Niaki [21] considered 

simple linear profiles based on robust parameter 

estimation in multistage processes in Phase-I. They 

proposed two robust methods, namely the MM-estimator 

and Huber’s M-estimator with outliers in historical data. 

Despite of the many studies in profile monitoring, there 

are few works for robust profile monitoring with 

autocorrelation within profile data.  

The critical assumption in many profile monitoring 

procedures is that the observations within or between 

profiles are independent. However, there are many cases 

in the real world where this assumption is violated. So 

far, some work has shown correlations within or between 

profiles. In Phase I monitoring, Jensen et al. [22] 

suggested a mixed model to describe the autocorrelation 

structure within each profile. Moreover, Jensen and Birch 

[23] used nonlinear hybrid models to extend a monitoring 

scheme for autocorrelated nonlinear profiles. Afterward, 

Soleimani et al. [24] suggested a transformation to 

remove the autocorrelation structure between 

observations within simple linear profiles. In a similar 

method, Soleimani and Noorossana [25] studied the 

impact of autocorrelation in Phase II monitoring in 

multivariate simple linear profiles. Another research in 

this scope is Narvand et al. [26] in which they extended 

a Phase II monitoring scheme for auto-correlated linear 

profiles. In this paper, they used Hotelling’s T2, 

multivariate cumulative sum, and multivariate EWMA 

control charts to monitor the process. In Phase II 

monitoring, Soleimani and Noorossana [27] developed a 

control chart for the multivariate simple linear profiles 

considering autocorrelation between observations for 

each profile. In the same type of autocorrelation, Yang et 

al. [28] suggested two Shewhart multivariate control 

charts to monitor a linear profile as well. To eliminate the 

effects of autocorrelation, Soleimani et al. [29] proposed 

three methods based on time series models for 

monitoring multivariate simple linear profiles with 

autocorrelation between profiles. Also, they 

demonstrated that the presence of outliers has a 

deleterious effect on the control chart performance. 

Among a few works concentrating on robust methods 

for profile monitoring, only Kamranrad and Amiri [30] 

developed a robust control chart for auto-correlated 

simple linear profiles. Ahmadi et al. [31] suggested a 

control chart for Phase II monitoring of multiple linear 

profiles in which two robust estimate methods, the M-

estimator, and fast-τ-estimator, were used. They showed 

their robust control chart based on M-estimator performs 

better than the fast-τ-estimator under high contamination 

data. To the best of the authors' knowledge, there is no 

more research on robust estimation for autocorrelated 

profiles monitoring. Hence, in this research, we 

considereed the robust monitoring of autocorrelated 

multiple linear profiles in Phase I. On this subject, the 

robust estimation approach will be appraised using the 

control signal probabilities. Besides, we survey the 

benefits of using the proposed approach against the 

classical estimation method with and without outliers. 

The structure of this paper is as follows: The second 

section provides the statistical model and corresponding 

assumptions of the considered process. Then, the 

classical and robust estimators were reviewed for the 

model parameters of autocorrelated multiple linear 

profiles. Section 3 proposed robust control chart for 

monitoring autocorrelated multiple linear profiles. 

Section 4 related to the performance evaluation by some 

simulation results to validate the proposed robust control 

chart. Finally, our concluding remarks and future studies 

provided in section 5. 

 

 

2. STATISTICAL MODEL AND ASSUMPTION 
 

In this section, we model the problem and describe the 

corresponding assumptions. Let m samples of 

observations be available, and n fixed values of the 
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predictor variable in each sample. We define the 

autocorrelated multiple linear profile model for the jth 

sample profile in which (xi, yij) is the observation vector

1,2( ).j m= ,...,  Assume that the process is in a state of 

statistical control, the autocorrelation within the profile 

can be modeled using Equation (1): 

0 1 1 2 2

( )

... ,

,

= + + + + +

= +

ij i i p pi ij

ij i-1 j ija

y β β x β x β x ε

ε φε
 (1) 

where 
ijy  is ith observation in jth sample profile

1,2( ).i n= ,...,  Let 
ipx  the pth value of the independent 

variable for ith observation which is fixed from sample to 

sample. Also, 1,2( 0 )k pβ k = , ,...,  are the parameters of 

the regression model in the autocorrelated multiple linear 

profile. 
ij ’s are the autocorrelated error terms and

ija

’s are independent identically normal distributed with 

mean zero and variance 2. We assume that there is 

autocorrelation within a multiple linear profile and the 

autocorrelation structure is a first-order autoregressive 

(AR(1)) model. In the following subsection, we will 

show how to eliminate the autocorrelation structure 

between observations within multiple linear profile. 

 

2. 1. Autocorrelation Elimination Method       The 

autocorrelation structure among error terms leads to 

autocorrelation between data in each profile. Hence, a 

transformation method should be used to remove the 

impact of autocorrelation. In this regard, each 

observation is transformed using Equation (2): 

'

1= −ij ij (i- )jy y φy  (2) 

According to Equations (1) and (2) can be easily written 

for (i-1)th observation in the jth profile.  

( 1`) 0 1 ( 1`)1 2 ( 1`)2 ( 1`) ( 1)... ,= + + + + +i- j i- i- p i- p i- jβ β β βy x x x ε  (3) 

By replacing Equations (1) and (3) into Equation (2), and 

simplification it, for each observation, we will obtain 

Equation (4):  

'

0 1 1 1( 1`)(1 ) ) ...= − + − +ij i i-β βy φ (x φx

( 1`) ( 1)) ( ),+ − + −p pi p i- ij i- jβ (x φx ε φε  
(4) 

leading to Equation (5):  

' ' ' ' ' ' ' '

0 1 1 1 2 ... ,= + + + + +ij i i p pi ijy β β x β x β x a  (5) 

In which '

0 0 (1 )= −ββ φ , and 
ija ’s are independent 

random variables with mean zero and variance 2.  

Moreover, ' =k kβ β , 
'

( 1`)= −ki ki k i-x x φx , for each 

explanatory variable 1,2( ),k = ..., p . As it is clear 

Equation (5) is a multiple linear profile with independent 

error terms. In the next section, the proposed methods of 

parameter estimation are given. 

 

2. 2. Robust Estimation of Model Parameters    
Usually, for uncontaminated cases, the ordinary least-

square estimation (LSE) method is utilized to estimate 

the model parameters. For each sample, the least-square 

estimator for 
0 1( , ,..., )=β pβ β β  is achieved using 

minimizing the sum of squared errors ( ) ( ) ,− −
T

y xβ y xβ

and it is given by Equation (6). 

( )
1

ˆ .
−

= T T
β x x x y  (6) 

Equation (6) should be derived using all samples, even 

out-of-control profiles. This effect is known as the 

masking effect and leads to changing the value of 

statistics. The signicant outliers intensify this impact. To 

deal with this challenge, a robust estimation method 

should be used. If few contaminated data exist in a 

random sample, there are two methods to cope with this 

sample, including eliminating it and keeping it in which 

some information may be eliminated, or inaccurate 

estimates may be achieved. Hence, applying robust 

estimations is rational because they give unbiased 

estimations, under both contaminated data and outlier 

free. On this subject, researchers have applied robust 

regression with slighter sensitivity to outliers using 

appropriate weighting method. Many robust estimators 

have been suggested so far. Among these methods, M‐

estimator is the most introduced method introduced by 

Huber [32] because it has higher efficiency. On the other 

hand, Ahmadi et al. [32] showed the M-estimator is better 

than the fast-τ-estimator in high contamination for Phase 

II monitoring of multiple linear profiles. Hence, we 

estimate the parameters of autocorrelated multiple linear 

profile using the M-estimator, which are a generalization 

of maximum likelihood estimation.  

Usually, s is the median absolute deviation, a robust 

estimator, defined as follows by Abu-Shawiesh [33] 

according to Equation [7]: 

( )

0.6745
.

i i
med e - med e

s =  (7) 

Considering s as a robust scale estimate, M-estimator 

could be calculated using minimizing a function (.)ρ  of 

regression residuals according to Equation (8): 

1

min ,
=

 
 
 


n

i

i

e
ρ

s

 
(8) 

in which ρ is a function of Huber or bisquare weight 

function. The bisquare function, as one of the main 

weighting functions is used here. Theψ( )x  is the 

derivative of (.)ρ and the other functions, from a family 

of bisquare function given by Shahriari et al. [34]  
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according to Equations (9) and (10):  

( )

3
2

1 1    
,

  1                           

    − −     =    



x
x k

ρ x k

x > k

 

(9) 

( )

2
2

1         
,

  0                                

    −     =    




x
x k

w x k

x k

 

(10) 

where k value should be chosen so that the resultant 

estimate would have a suitable asymptotic 2σ .  Shahriari 

et al. [34] proved that these functions apply well with 

k=4.68. 

 

2. 3. Proposed Robust Monitoring Scheme for 
Autocorrelated Multiple Linear Profiles           We 

use 2

IT  which is based on intra-profile pooling and 

sample average in Phase I monitoring. Consider β̂ j
 can 

be shown by 
0 1 2

ˆ ˆ ˆ ˆ( , , ,..., )j j j pjβ β β β  vector for each profile. 

Note that estimation of ˆvar( )β j
 is equal to Equation (11). 

For more details see Yeh et al. [35]. 

( )
1

ˆˆvar( ) .
−

= T

jβ X WXj
 (11) 

Hence, an estimate of variance-covariance matrix could 

be obtained by taking the average of values of ˆˆvar( )β j
 

according to the 

1

1 ˆˆvar( )
=

= S β
m

I j

jm

. In a similar way, the 

estimation of average parameters is equal to the 1

ˆ

ˆ ==

i

β

β

m

j

m

 

across all m samples. Therefore, 2

IT control chart is 

obtained by Equation (12) to monitor the regression 

model parameters in autocorrelated multiple linear 

profiles. 

( ) ( )2 1ˆ ˆ ˆ ˆ .−= − −
T

β β S β βI, j j I jT  (12) 

The proposed 2

IT  control chart trigger a statistical alarm 

when 2

I, jT >UCL  in which Upper Control Limit (UCL) is 

obtained by 
11 .p+1,m(n- p- ),αUCL = (p+ )F  In this regard, 

Figure 1 depicts a general graphical scheme about the 

robust control chart for Phase I monitoring of 

autocorrelated multiple linear profiles. 
 

 

3. SIMULATION STUDY AND PERFORMANCE 
EVALUATION 
 

In this section, taking into account contaminated data, 

some simulation studies are provided to evaluate the 

performance of the proposed monitoring scheme in Phase 
 

 
Figure 1. Flowchart of proposed robust monitoring scheme 

 
 

I. The number of runs in Monte-Carlo simulation is 

10000 in R software. On this subject, to apply classical 

and robust estimators, a simulation example of an 

autocorrelated multiple linear regression model is 

utilized to generate the data by Equation (13): 

1 2

( )

3 1.2 1.3

0.8

,

,

= + + +

= +

ij i i ij

ij i-1 j ija

y x x ε

ε ε
 (13) 

In which 
ija  is the independent random variable, and 

follow a Normal distribution with mean 0 and 2 1.=σ  Let 

explanatory variables equal to 
0 1,1,...,1( ),=x

1 0.2,0.4,0.6,..., 4( )=x  and 
2 0.1,0.3,0.5,..., 2( ).=x  Consider 

that 10 observations are generated for each level of 

number=number+1 

j<m 
Ye

s 

Start 

Generate m data from the autocorrelated multiple linear 

profiles 

Generate outlier data by simulation and imposing the 

shift 

Converting to the multiple linear profile with independent 
error terms 

Estimate parameters by classic estimator and M-estimator 

 mfor  Use the control chart by computing the statistic 

No 

Ye

s 

No 

Power =number/ m 

Signal probability = Sum(Power)/N 

Repeat this process N 

times 

En
d 

https://www.powerthesaurus.org/for_more_details_see/synonyms
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explanatory variables. Hence, the total number of 

observations in each profile is 200. To appraise the 

estimation of the model parameters, 30 random samples 

are generated under different shifts and given 

contamination percentages. After that, a percentage of 

the simulated data is contaminated by shifting the model 

parameters of the autocorrelated multiple linear profile as

0 1 2,  ,+ + +β β βλ λ λ. 

In this regard, different contamination percentages 

are considered using global outliers to evaluate the robust 

and classical estimates. Then, the mean and standard 

deviation of estimates in autocorrelated multiple linear 

profile are calculated under global outlying conditions. In 

the global contamination, a given percent of observations 

in all profiles should be replaced with contaminated data. 

For this aim, (c) percent of the data  of each profile 

include outliers, and (100-c) percent of them are 

simulated by the pre-specified autocorrelated multiple 

linear profile. In other words, 10 levels were randomly 

selected from all the profiles, and in this regard, even 

levels are considered. According to the conducted 

simulation study, Table 1 shows the accuracy and 

standard deviation of both estimators in the presence of 

outliers in which λ  ( 0.3,0.6,0.9,1.2,1.5λ= ) is the shift 

magnitude in the intercept.  

Based on the simulation results provided in Table 1, 

in the absence of contamination, robust and classical 

estimators are almost identical. Also, it can be inferred 

that the proposed robust estimation method outperforms 

the classical estimation method in the presence of 

contamination. That is, the robust estimator gives more 

accurate estimates of 𝛽0 compared to the estimator 

obtained by the LSE method regardless of outlier 

percentages and shift magnitudes. The conventional 

criterion used in Phase I monitoring for performance 

comparison of control charts is the probability of signal. 

Hence, we calculate signal probability of T2 control chart 

after estimation of the regression coefficients. When 

there are no outliers in the process, the upper control limit 

of the T2 control chart is set equal to 10.83 considering 

α=0.005. In this regard, Table 2 gives simulation results 

for different shifts with contamination in the intercept 

parameter. 

 
 
TABLE 1. Performance evaluation of classical and robust 

estimations under contamination in 𝛽0 

Method Classic Robust 

c 
Shift 

(λ) 

Parameter 

estimation 

Standard 

deviation 

Parameter 

estimation 

Standard 

deviation 

5 

0 2.911 1.142 2.999 0.940 

0.3 3.104 1.147 3.007 0.941 

0.6 3.155 1.175 3.025 0.943 

0.9 3.221 1.189 3.031 0.944 

1.2 3.284 1.200 3.080 0.955 

1.5 3.419 1.208 3.137 0.966 

10 

0 3.006 1.164 2.974 0.939 

0.3 3.247 1.170 3.006 0.940 

0.6 3.303 1.178 3.038 0.945 

0.9 3.382 1.183 3.127 0.952 

1.2 3.558 1.193 3.206 0.972 

1.5 3.576 1.231 3.267 0.988 

15 

0 3.040 1.142 2.962 0.936 

0.3 3.255 1.156 3.054 0.946 

0.6 3.370 1.163 3.172 0.954 

0.9 3.414 1.181 3.231 0.982 

1.2 3.777 1.191 3.279 0.984 

1.5 3.945 1.284 3.428 1.002 

20 

0 3.054 1.181 2.976 0.949 

0.3 3.243 1.182 3.031 0.956 

0.6 3.472 1.191 3.193 0.960 

0.9 3.738 1.201 3.330 0.976 

1.2 3.834 1.206 3.578 0.981 

1.5 4.125 1.246 3.761 0.986 

25 

0 773.0  8121.  270.3  950.9  

0.3 4333.  2901.  1113.  660.9  

0.6 823.4  1131.  3273.  070.9  

0.9 3883.  3221.  063.3  680.9  

1.2 9353.  6331.  7773.  190.9  

 1.5 2044.  4631.  1853.  920.9  

 

 

TABLE 2. Performance of T2 control chart for shifts of various 

magnitudes in the presence of contamination in  𝛽0 

Method Classic Robust 

c Shift (λ) Signal probability Signal probability 

5 

0 0.005 0.005 

0.3 0.328 0.616 

0.6 0.461 0.679 

0.9 0.563 0.741 

1.2 0.667 0.771 

1.5 0.754 0.809 

10 

0 0.005 0.005 

0.3 0.444 0.733 

0.6 0.643 0.834 

0.9 0.820 0.916 

1.2 0.889 0.961 

1.5 0.960 0.987 
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15 

0 0.005 0.005 

0.3 0.566 0.787 

0.6 0.802 0.925 

0.9 0.931 0.981 

1.2 0.982 0.977 

1.5 0.992 0.998 

20 

0 0.005 0.005 

0.3 0.629 0.856 

0.6 0.871 0.957 

0.9 0.969 0.996 

1.2 0.985 0.999 

1.5 0.999 0.999 

25 

0 0.005 0.005 

0.3 6580.  6870.  

0.6 820.8  660.9  

0.9 730.9  80.99  

1.2 60.98  0.999 

1.5 0.999 0.999 

 
 

According to Table 2, when there is contamination in 

the intercept parameter, the robust control chart will 

show considerably better performance than classical 

control chart. Moreover, it shows that the presence of 

outliers in the clean observations causes to increase the 

signal probabilities. Also, whatever the magnitude of 

shifts increases, the signal probability values will be 

larger in both estimators. Similar to the previous tables, 

when there is contamination in 𝛽1, Tables 3 and 4 

summarize the estimators and signal probability of T2 

control chart, respectively. 
 

 

TABLE 3. Performance evaluation of classical and robust 

estimations under contamination in  𝛽1 

Method Classic Robust 

c 
Shift 

(λ) 

Parameter 

estimation 

Standard 

deviation 

Parameter 

estimation 

Standard 

deviation 

5 

0 1.055 1.124 1.154 0.923 

0.3 1.244 1.165 1.186 0.941 

0.6 1.487 1.171 1.234 0.950 

0.9 1.625 1.185 1.493 0.957 

1.2 1.989 1.158 1.711 0.929 

1.5 2.226 1.164 2.024 0.969 

10 

0 1.045 1.170 1.182 0.964 

0.3 1.300 1.208 1.259 0.967 

0.6 1.519 1.167 1.381 0.951 

0.9 1.736 1.180 1.464 0.952 

1.2 2.044 1.185 1.988 0.973 

1.5 2.299 1.197 2.074 0.988 

15 

0 1.002 1.148 1.173 0.948 

0.3 1.359 1.152 1.229 0.944 

0.6 1.617 1.159 1.267 0.957 

0.9 1.805 1.167 1.427 0.974 

1.2 2.010 1.160 1.551 0.979 

1.5 2.358 1.186 2.035 0.982 

20 

0 1.013 1.168 1.208 0.933 

0.3 1.367 1.204 1.276 0.935 

0.6 1.606 1.152 1.426 0.949 

0.9 1.853 1.156 1.848 0.950 

1.2 2.002 1.166 2.015 0.974 

1.5 2.393 1.226 2.054 0.991 

 
 

TABLE 4. Performance of T2 control chart for shifts of various 

magnitudes in the presence of contamination in  𝛽1 

Method Classic Robust 

c Shift (λ) Signal probability Signal probability 

5 

0 0.005 0.005 

0.3 0.262 0.569 

0.6 0.274 0.591 

0.9 0.292 0.638 

1.2 0.314 0.655 

1.5 0.349 0.752 

10 

0 0.005 0.005 

0.3 0.285 0.605 

0.6 0.382 0.668 

0.9 0.427 0.724 

1.2 0.508 0.764 

1.5 0.566 0.815 

15 

0 0.005 0.005 

0.3 0.336 0.634 

0.6 0.466 0.761 

0.9 0.577 0.837 

1.2 0.675 0.895 

1.5 0.799 0.943 

20 

0 0.005 0.005 

0.3 0.405 0.742 

0.6 0.593 0.833 

0.9 0.749 0.940 

1.2 0.837 0.966 

1.5 0.922 0.994 
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The obtained results from simulation runs show both 

classical and robust estimation methods are almost 

similar under the clean data. However, robust estimator 

decreases the effect of outliers on the mean of estimated 

parameters with outliers. In other words, robust estimator 

values are closer to the in-control 𝛽1 than the classical 

estimator under different shifts and outlier observations. 

Moreover, comparing the standard deviation of them 

demonstrates that the robust estimation method is better 

than the least-square estimation method in the presence 

of outliers. Note that the classical estimation method of 

standard deviation performs roughly better than the 

robust estimation method without contamination. 

Afterward, outliers are generated with shift in 𝛽2 and the 

corresponding mean and standard deviation values are 

given in Table 5. Also, simulation results of signal 

probability of the proposed control chart are given in 

Table 6. 

 

 
TABLE 5. Performance evaluation of classical and robust 

estimations under contamination in  𝛽2 

Method Classic Robust 

c 
Shift 

(λ) 

Parameter 

estimation 

Standard 

deviation 

Parameter 

estimation 

Standard 

deviation 

5 

0 1.024 1.147 1.301 0.936 

0.3 1.382 1.167 1.342 0.941 

0.6 1.482 1.170 1.404 0.953 

0.9 1.715 1.181 1.615 0.961 

1.2 2.001 1.185 1.935 0.979 

1.5 2.206 1.198 2.055 0.999 

10 

0 1.052 1.129 1.328 0.914 

0.3 1.452 1.114 1.378 0.933 

0.6 1.771 1.114 1.562 0.934 

0.9 1.839 1.117 1.781 0.937 

1.2 2.116 1.149 2.027 0.935 

1.5 2.220 1.157 2.129 0.936 

15 

0 1.041 1.140 1.306 0.916 

0.3 1.440 1.145 1.310 0.925 

0.6 1.592 1.147 1.415 0.932 

0.9 1.877 1.149 1.762 0.961 

1.2 1.994 1.163 1.896 0.968 

1.5 2.307 1.185 2.220 0.980 

20 

0 1.051 1.177 1.321 0.901 

0.3 1.176 1.197 1.354 0.913 

0.6 1.527 1.148 1.452 0.947 

0.9 1.740 1.176 1.671 0.955 

1.2 1.992 1.180 1.987 0.942 

1.5 2.136 1.197 2.096 0.960 

 

 

TABLE 6. Performance of T2 control chart for shifts of various 

magnitudes in the presence of contamination in  𝛽2 

Estimation method Classic Robust 

c Shift (λ) Signal probability Signal probability 

5 

0 0.005 0.005 

0.3 0.246 0.575 

0.6 0.252 0.576 

0.9 0.257 0.579 

1.2 0.273 0.586 

1.5 0.372 0.599 

10 

0 0.005 0.005 

0.3 0.286 0.608 

0.6 0.299 0.644 

0.9 0.342 0.666 

1.2 0.407 0.677 

1.5 0.443 0.743 

15 

0 0.005 0.005 

0.3 0.325 0.654 

0.6 0.428 0.731 

0.9 0.510 0.788 

1.2 0.593 0.828 

1.5 0.671 0.887 

20 

0 0.005 0.005 

0.3 0.371 0.686 

0.6 0.525 0.824 

0.9 0.623 0.906 

1.2 0.734 0.955 

1.5 0.844 0.988 

 
 

Similarly, Table 5 demonstrates satisfactory 

performance for robust estimator under global outliers, as 

the proposed robust estimator reduces their impact. The 

robust estimator with no outliers has 0.936 standard 

deviation, which is lower than the classical estimator 

(1.147). A close match between the robust estimator and 

the corresponding actual value is shown in Table 5. Also, 

Table 6 shows that the developed T2 chart by a robust 

estimator is a more efficient scheme than the T2 chart 

based on the classical estimator in Phase I monitoring. 

To take account into the impact of contminations on 

the variance of error terms, let (1-c) percent of εij‘s 
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independently follow a Normal distribution as with N(0, 

σ2). Besides, let c percent of the residuals generate an 

another Normal distribution. In other words, a model (say 

uncontaminated case) in which all observation are from 

N(0,1). A model for symmetric variance disturbances in 

which each observation has (1-c)% probability of being 

drawn from N(0,1) distribution and a c% probability of 

being drawn from N(0,9).The Mean Squared Error 

(MSE) criterion is applied to appraise the capability of 

error terms variance estimators. A smaller MSE value 

indicates a more accurate estimation of the parameter. 

Figure 2 shows the MSE of σ2 estimations if there is 

contamination in the variance of the error terms. 

Figure 2 illustrates when shift magnitudes and outlier 

percentages increase, robust approach performs better 

than classical approach. Furthermore, low contamination 

in variance of the εij‘s does not significantly affect 

classical estimation of parameters. While, by increasing 

the contaminated error terms variance, the classical 

estimator of εij‘s variance becomes significantly different 

from the actual value. Despite the satisfactory 

performance of the classical estimator for some low 

values of σ and c, with moderate and large contamination 

rates, it has worse performance than the robust estimation 

method. In these simulation studies, the maximum 

estimates for variance of the εij‘s  based on the classical 

estimator was 11.32. However, this value is 1.58 for the 

robust estimator. Moreover, as shown in Figure 3, the 

robust scheme increases the contamination percent. 

Besides, we taken into account other simulations with 

different σ and c values. For the brevity, these simulation 

studies, not given here, support the results shown in these 

figures.  

 

 

4. A REAL CASE 
 

To show the practicality and effectiveness of the 

proposed robust control chart, we present a real case 

derived from the automotive industry given by Amiri et 

al. [36]. Specifically, when evaluating an automobile 
 

 

 
Figure 2. The comparison of MSE of variance estimations 

for c% contamination in error terms distribution and 

different shifts 

 
Figure 3. Performance of T2 control chart for c% 

contamination in error terms distribution and different shifts 
 

 

engine's performance, a crucial quality characteristic is 

how torque production relates to engine speed stated in 

revolutions per minute. We have 26 engines available for 

the initial phase of analysis pertaining to the engine data. 

Within each engine, we establish a set of speed values, 

including 1500, 2000, 2500, 2660, 2800, 2940, 3500, 

4000, 4500, 5000, 5225, 5500, 5775, and 6000 RPM, and 

collect corresponding torque measurements. 

Consequently, we obtain a profile of interest consisting 

of 14 data points per engine. They showed for this data 

set that a quadratic polynomial works well according to 

Equation (14). In is worth mentioning that polynomial 

profiles is a special case of multiple linear profiles. 

2

0 1 2 ,j j j jy x x   = + + +  (14) 

In which 
jy denotes torque values, and 

jx  show RPM 

values in which .jx x=  The model parameters are 

estimated for each profile by high values of the adjusted 

coefficient of determination. Figure 4 depicts a 

scatterplot showcasing the data for one specific engine, 

identified as Engine number 1791. The figure serves as 

an example to demonstrate that the speed values have 

been adjusted for mean correction in order to mitigate the 

impact of multicollinearity. The variance inflation factors 

showed that there is no multi-collinearity between 

explanatory variables. They used a run chart to check 

independence of residuals over time assumption and 

showed that the clustering and trend hypothesis tests are 

significant and as a result it can be concluded that the 

residuals are correlated. In other words, the process of 

evaluating model adequacy revealed that we are dealing 

with a situation where there is a correlation between the 

residuals and therefore between the observations in each 

profile. Hence, the data set can be modeled by 

autocorrelated multiple linear profiles. 

Amiri et al. [36] showed an AR(1) error structure 

using Draftman’s display for the data set. Besides, the 

estimate of the mean vector and the covariance matrix 

under the classical and robust methods are reported in 

Table 7. 



F. Sogandi and A. Amiri / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1429-1439                            1437 

 

 
Figure 4. A second-order multiple linear profile fit for 

engine number 1791 
 

 
TABLE 7. The parameter estimates of the real case obtained by 

the classical and the robust estimator 

Estimates Sample mean 
Sample standard 

deviation 

Outlier 

percentages 
Classic Robust Classic Robust 

0
 

β0 111.2589 111.2586 1.5299 1.529876 

β1 −0.005985 −0.005775 0.000496 0.000489 

β2 −0.0000049 −0.0000051 0.0000031 0.00000309  

2
0
 

β0 114.577 111.4313 1.69988 1.52969 

β1 −0.007798 −0.005784 0.005096 0.000477 

β2 −0.0000041 −0.00000508 0.00004 0.0000032  

 

 

The classical and robust estimates indicate that the 

process mean as well as the process standard deviation 

are influenced by outliers. To examine the stability of the 

process and identify any unusual profiles among the 26, 

we can establish UCL equal to 0.7089 at 95% confidence 

level for Phase II of the control chart. Then, we can 

employ 2

I, jT  based on classic and robust approach. Hence, 

we use the T2 control chart to monitor the process mean. 

The control chart statistics are also determined for the 

sample data points using Equation (12) with the classic 

and robust estimators and plotted Figure 5. From Figure 

5, it is clear that robust control charts gave a quick out of 

control signal by last two data points whereas classical 

estimator-based control chart did not signal any alarm. 

 

 
5. CONCLUSION AND FURTHER STUDIES 

 

An assumption commonly used in profile monitoring 

schemes is that residuals will be independent. The control 

chart can be misled if this assumption is violated. From 

another standpoint, when the data are contaminated, the 

 
Figure 5. Plots of sample data for T2 control chart with 

classical (A), and robust (B), estimators 
 

 

classical estimation methods do not perform well. 

Hence,this paper proposed a robust approach for Phase I 

monitoring of autocorrelated multiple linear profiles.  

The proposed control chart was appraised in the 

absence and presence of contaminated data through 

extensive simulation studies. The simulation results 

showed that without outliers, the classical and robust 

method performed partly the same in parameter 

estimation of the model. Considering these results, when 

the outlier magnitude increased, the estimations achieved 

by the classical estimator deviated considerably from 

their actual values. While, the estimates computed based 

on the robust estimator were close to the reference values. 

We showed the LSE method was affected by the outlier 

data, however, the M-estimator decreased their effect. 

Generally, in all scenarios including contaminations in 

the model coefficients and error variance, the robust 

approach performed better than the classical method. 

Besides, the performance of the T2 control chart with the 

classical and the robust estimates was appraised by 

extensive comparison under different shift magnitudes 

with and without outliers. When the regression 

parameters were estimated using the robust method, the 

capability of the proposed T2 control chart enhanced 

under different shifts in the parameters of regression 

model.  

Considering the proposed robust approaches for 

multistage processes can be a fruitful subject for future 

research. Also, investigating the performance of the 

proposed robust estimator under autocorrelation between 

profiles and contamination data can be considered as a 

further research. 

y = -5E-06x2 - 0.0071x + 111.97

R² = 0.9872

0

20

40

60

80

100

120

140

-3000-2000-10000100020003000

T
o

r
q

u
e

RPM-mean corrected



1438                        F. Sogandi and A. Amiri / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1429-1439 

 

6. REFERENCES 
 

1. Sogandi, F. and Vakilian, F., "Isotonic change point estimation in 

the ar (1) autocorrelated simple linear profiles", International 

Journal of Engineering, Transactions A: Basics,  Vol. 28, No. 

7, (2015), 1059-1067. doi: 10.5829/idosi.ije.2015.28.07a.12.  

2. Woodall, W.H., Spitzner, D.J., Montgomery, D.C. and Gupta, S., 

"Using control charts to monitor process and product quality 
profiles", Journal of Quality Technology,  Vol. 36, No. 3, (2004), 

309-320. doi: 10.1080/00224065.2004.11980276.  

3. Woodall, W.H., "Current research on profile monitoring", 
Production,  Vol. 17, (2007), 420-425. doi: 

10.1080/07408170600998769.  

4. Saghaei, A., Noorossana, R. and Amiri, A., "Statistical analysis 

of profile monitoring, Wiley Online Library,  (2013). 

5. John, B. and Agarwal, V., "A regression spline control chart for 

monitoring characteristics exhibiting nonlinear profile over time", 
The TQM Journal,  Vol. 31, No. 3, (2019), 507-522. doi: 

10.1108/TQM-11-2018-0183.  

6. Khedmati, M., Soleymanian, M.E., Keramatpour, M. and Niaki, 
S., "Monitoring and change point estimation of ar (1) 

autocorrelated polynomial profiles", International Journal of 

Engineering, Transactions A: Basics,  Vol. 26, No. 9, (2013), 

933-942. doi: 10.5829/idosi.ije.2013.26.09a.11.  

7. Niaki S.T.A., Abbasi, B. and Arkat, J., "A generalized linear 

statistical model approach to monitor profiles", International 

Journal of Engineering, Transactions A: Basics,,  Vol. 20, No. 

3, (2007). doi: 10.5829/idosi.ije.2007.20.03.006.  

8. Abbasi, S.A., Yeganeh, A. and Shongwe, S.C., "Monitoring non-
parametric profiles using adaptive ewma control chart", Scientific 

Reports,  Vol. 12, No. 1, (2022), 14336. doi: 10.1038/s41598-

022-39011-0.  

9. Mohammadipour, P., Farughi, H., Rasay, H. and Arkat, J., 

"Designing exponentially weighted moving average control 

charts under failure censoring reliability tests", International 

Journal of Engineering,Transactions B: Applications,  Vol. 34, 

No. 11, (2021), 2398-2407. doi: 10.5829/ije.2021.34.11b.03.  

10. Maleki, M.R., Amiri, A. and Castagliola, P., "An overview on 
recent profile monitoring papers (2008–2018) based on 

conceptual classification scheme", Computers & Industrial 

Engineering,  Vol. 126, (2018), 705-728. doi: 

10.1016/j.cie.2018.08.030.  

11. Khoo, M.B., "Robust time weighted control charts for the process 
variance", International Journal of Reliability, Quality and 

Safety Engineering,  Vol. 12, No. 05, (2005), 439-458. doi: 

10.1142/S0218539305001977.  

12. Zi, X., Zou, C. and Tsung, F., "A distribution-free robust method 

for monitoring linear profiles using rank-based regression", IIE 

Transactions,  Vol. 44, No. 11, (2012), 949-963. doi: 

10.1080/0740817X.2011.605559.  

13. Ebadi, M. and Shahriari, H., "Robust estimation of parameters in 

simple linear profiles using m-estimators", Communications in 

Statistics-Theory and Methods,  Vol. 43, No. 20, (2014), 4308-

4323. https://doi.org/10.1080/03610926.2012.721914 

14. Shahriari, H., Ahmadi, O. and Samimi, Y., "Estimation of 
complicated profiles in phase i, clustering and s‐estimation 

approaches", Quality and Reliability Engineering International,  

Vol. 32, No. 7, (2016), 2455-2469. doi: 10.1002/qre.2049.  

15. Shahriari, H. and Ahmadi, O., "Robust estimation of complicated 

profiles using wavelets", Communications in Statistics-Theory 

and Methods,  Vol. 46, No. 4, (2017), 1573-1593. doi: 

10.1080/03610926.2015.1114893.  

16. Hakimi, A., Amiri, A. and Kamranrad, R., "Robust approaches 

for monitoring logistic regression profiles under outliers", 

International Journal of Quality & Reliability Management,  

(2017). doi: 10.1108/IJQRM-02-2015-0024.  

17. Ahmadi, O., Shahriari, H. and Samimi, Y., "A robust wavelet 

based profile monitoring and change point detection using s-
estimator and clustering", Journal of Industrial and Systems 

Engineering,  Vol. 11, No. 3, (2018), 167-189. doi: 

10.1080/24725854.2018.1565149.  

18. Hassanvand, F., Samimi, Y. and Shahriari, H., "A robust control 

chart for simple linear profiles in two‐stage processes", Quality 

and Reliability Engineering International,  Vol. 35, No. 8, 

(2019), 2749-2773. doi: 10.1002/qre.2543.  

19. Kordestani, M., Hassanvand, F., Samimi, Y. and Shahriari, H., 
"Monitoring multivariate simple linear profiles using robust 

estimators", Communications in Statistics-Theory and Methods,  

Vol. 49, No. 12, (2020), 2964-2989. doi: 

10.1080/03610926.2018.1568453.  

20. Moheghi, H.R., Noorossana, R. and Ahmadi, O., "Glm profile 

monitoring using robust estimators", Quality and Reliability 

Engineering International,  Vol. 37, No. 2, (2021), 664-680. doi: 

10.1002/qre.2689.  

21. Khedmati, M. and Niaki, S.T.A., "Phase-i robust parameter 
estimation of simple linear profiles in multistage processes", 

Communications in Statistics-Simulation and Computation,  

Vol. 51, No. 2, (2022), 460-485. 

https://doi.org/10.1080/03610918.2019.1653916 

22. Jensen, W.A., Birch, J.B. and Woodall, W.H., "Monitoring 

correlation within linear profiles using mixed models", Journal 

of Quality Technology,  Vol. 40, No. 2, (2008), 167-183. doi: 

10.1080/00224065.2008.11918540.  

23. Jensen, W.A. and Birch, J.B., "Profile monitoring via nonlinear 

mixed models", Journal of Quality Technology,  Vol. 41, No. 1, 

(2009), 18-34. doi: 10.1080/00224065.2009.11917898.  

24. Soleimani, P., Noorossana, R. and Amiri, A., "Simple linear 
profiles monitoring in the presence of within profile 

autocorrelation", Computers & Industrial Engineering,  Vol. 57, 

No. 3, (2009), 1015-1021. doi: 10.1016/j.cie.2009.06.019.  

25. Soleimani, P. and Noorossana, R., "Investigating effect of 

autocorrelation on monitoring multivariate linear profiles", 

International Journal of Industrial Engineering & Production 

Research, ,  Vol. 23, No. 3, (2012), 187-193. doi: 

10.22059/ijiepr.2012.30681.  

26. Narvand, A., Soleimani, P. and Raissi, S., "Phase ii monitoring of 
auto-correlated linear profiles using linear mixed model", 

Journal of Industrial Engineering International,  Vol. 9, 

(2013), 1-9. doi: 10.1186/2251-712X-9-22.  

27. Soleimani, P. and Noorossana, R., "Monitoring multivariate 

simple linear profiles in the presence of between profile 

autocorrelation", Communications in Statistics-Theory and 

Methods,  Vol. 43, No. 3, (2014), 530-546. 

https://doi.org/10.1080/03610926.2012.665554 

28. Zhang, Y., He, Z., Zhang, C. and Woodall, W.H., "Control charts 
for monitoring linear profiles with within‐profile correlation 

using gaussian process models", Quality and Reliability 

Engineering International,  Vol. 30, No. 4, (2014), 487-501. doi: 

10.1002/qre.1589.  

29. Soleimani, P., Noorossana, R. and Niaki, S., "Monitoring 

autocorrelated multivariate simple linear profiles", The 

International Journal of Advanced Manufacturing Technology,  

Vol. 67, No. 5-8, (2013), 1857-1865. doi: 10.1007/s00170-012-

4648-4.  

30. Kamranrad, R. and Amiri, A., "Robust holt-winter based control 

chart for monitoring autocorrelated simple linear profiles with 

contaminated data", Scientia Iranica,  Vol. 23, No. 3, (2016), 

1345-1354. doi: 10.24200/sci.2016.2142.  

https://doi.org/10.1080/03610926.2012.721914
https://doi.org/10.1080/03610918.2019.1653916
https://doi.org/10.1080/03610926.2012.665554


F. Sogandi and A. Amiri / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1429-1439                            1439 

 

31. Ahmadi, M.M., Shahriari, H. and Samimi, Y., "A novel robust 
control chart for monitoring multiple linear profiles in phase ii", 

Communications in Statistics-Simulation and Computation,  

Vol. 51, No. 11, (2022), 6257-6268. 

https://doi.org/10.1080/03610918.2020.1799228 

32. Huber, P.J., "Robust regression: Asymptotics, conjectures and 

monte carlo", The Annals of Statistics,  (1973), 799-821. doi: 

10.1214/aos/1176342503.  

33. Abu-Shawiesh, M.O., "A simple robust control chart based on 

mad", Journal of Mathematics and Statistics,  Vol. 4, No. 2, 

(2008), 102. doi: 10.3844/jmssp.2008.102.107.  

34. Shahriari, H., Ahmadi, O. and Shokouhi, A.H., "A two-step 
robust estimation of the process mean using m-estimator", 

Journal of Applied Statistics,  Vol. 38, No. 6, (2011), 1289-1301. 

https://doi.org/10.1080/02664763.2010.498502 

35. Yeh, A.B., Huwang, L. and Li, Y.-M., "Profile monitoring for a 

binary response", IIE Transactions,  Vol. 41, No. 11, (2009), 

931-941. https://doi.org/10.1080/07408170902735400 

36. Amiri, A., Jensen, W.A. and Kazemzadeh, R.B., "A case study on 

monitoring polynomial profiles in the automotive industry", 

Quality and Reliability Engineering International,  Vol. 26, No. 

5, (2010), 509-520. doi: 10.1002/qre.1127.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

COPYRIGHTS 
©2023  The author(s). This is an open access article distributed under the terms of the Creative Commons 

Attribution (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, as 

long as the original authors and source are cited. No permission is required from the authors or the publishers . 
 

 

 
 

Persian Abstract 

 چکیده 
  یرهایدادن متغ  یوندبا پ یلپروفا به عنوان یک راه حل، یک، در این مواقعکنند.  یینرا تع  یفیتک یمشخصه هابتوانند که  یستندن یرچند متغ یا یک یدارا سائل صرفاًاز م یاریبس

گمراه    یجنتا  هتواند منجر ب  یفرض م  یناست. نقض ا  هایماندهباقبودن  فرض مستقل    رویه های کنترلی،در اکثر    یجاز مفروضات را  یکی.  شودمعرفی میپاسخ    یرمستقل به متغ 

  ی روش ها  یازمندن   یطیشرا  ینندارند. چن  یعملکرد خوب یپارامترها  ینتخم  یککلاس  یکه داده ها آلوده هستند، روش ها  یزمان  یگر،د  ی کننده در نمودار کنترل شود. از سو

. کند یم  یشنهادپ I فاز  برایهمبسته  خود  چندگانه    یخط  هایروفایل پنظارت بر نم  یبرا   یندفرآ  یپارامترها  ینتخم  یبرا  یروش قو  یکمقاله    ینرو، ا  یناست. از ا  یبرآورد قو

  یر تأث ینشان داد که برآوردگر قو های گسترده،یج شبیه سازی. نتاشودی م  یابیجامع ارز سازییه مطالعات شب یقآلوده از طر یهاو حضور داده یاب در غ  یافتهنمودار کنترل توسعه

از جمله نقاط پرت    یو،هر سه سنار  در  ی،. به طور کل دهدی کاهش م  ییرات تغ   مقادیر مختلف دورافتاده و    صدهایهمه در  یبرا  یشنهادیآلوده را بر عملکرد نمودار کنترل پ  یهاداده

 .کند یعمل م کلاسیکبهتر از روش  یقو  یکردخطا، رو یانسمدل و وار یدر پارامترها
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A B S T R A C T  
 

 

The utilization of artificial intelligence and computer vision has been extensively explored in the context 
of human activity and behavior recognition. Numerous researchers have investigated and suggested 

various techniques for human action recognition (HAR) to accurately identify actions from real-time 

videos. Among these techniques, convolutional neural networks (CNNs) have emerged as the most 
effective and widely used for activity recognition. This work primarily focuses on the significance of 

spatial information in activity/action classification. To identify human actions and behaviors from large 

video datasets, this paper proposes a two-stream spatial CNN approach. One stream, based on RGB data, 
is fed with the spatial information from unprocessed RGB frames. The second stream is powered by 

graph-based visual saliency maps generated by GBVS (Graph-Based Visual Saliency) method. The 
outputs of the two spatial streams were combined using sum, max, average, and product feature fusion 

techniques. The proposed method is evaluated on well-known benchmark human action datasets, such 

as KTH, UCF101, HMDB51, NTU RGB-D, and G3D, to assess its performance Promising recognition 

rates were observed on all datasets.  

doi: 10.5829/ije.2023.36.08b.04 
 

 
1. INTRODUCTION1 
 

Human action recognition from 2D RGB videos has been 

an active area of research, and various solutions have 

been proposed, ranging from feature-based approaches to 

machine learning-based models [1]. However, most of 

these solutions have primarily focused on basic human 

movements like walking, jumping, and crawling, and the 

datasets used have been limited to molecular images, 2D 

videos (offline and/or online), and 3D depth videos. 

While the 3D depth and 3D mocap data are popular. They 

are not practical for real-time use, which raises concerns 

about their feasibility. Consequently, our research is 

focused on using 2D videos from lab-captured and online 

action datasets, and we are exploring the use of feature 

extraction from 2D videos for identifying human actions. 

Classifiers such as Support Vector Machine (SVM), 

graph matching (GM) [2], adaptive graph matching 

(AGM) [3], adaptive kernel matching (AKM) [4], 

artificial neural networks (ANNs), Hidden Markov 
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models (HMM), and Convolutional neural networks 

(CNN) have been employed for modelling spatial, 

temporal and concatenation of both in RGB videos. 

However, the impact of CNN's and their derivatives on 

action recognition models utilizing 2D video data has 

been significant [5]. Abaei Kashan et al. [6] investigated 

the strengths of two descriptors, namely local binary 

pattern (LBP) and Histogram of Oriented Gradient 

(HOG), to extract local characteristics. The considered 

descriptors are widely used in computer vision 

applications. Azimi et al. [7] proposd method for fully 

automated image segmentation, which involves layer 

segmentation and the use of a fully convolutional 

network (FCN) for task-specific segmentation. CNNs are 

not only capable of recognizing efficiently but also have 

ability of extracting a set of actions from an input video 

sequence when provided with the ideal filter length on 

every convolution layer [8]. Trained human beings are 

capable of performing highly complex action sequences, 

which poses a challenge for extracting a multitude of 
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variations in such videos captured during live 

performances. To accurately interpret complex poses, it 

has become essential to extract spatial and temporal data 

with precision. In this work the human action recognition 

from video sequences are identified by the spatial 

information.Conv-Nets are a powerful tool to recognize 

human actions from 2D video sequences [9]. Numerous 

neural networks have been proposed for this task, many 

of which are regarded as state-of-the-art in terms of 

performance [10]. However, some of these networks 

suffer from drawbacks such as overfitting, inadequate 

data representation, and suboptimal selection of network 

architecture [11]. The other challenges include the 

selection of video frames per class, which in this case, 

changes depending on the actor performance and the 

unconstraint nature of videos captured using different 

imaging sensors. 

We propose a multi stream CNN architecture with 

two streams to address the above challenges effectively. 

The two streams extract spatial information for 

classification. The first spatial stream is fed with RGB 

video frames and the other with graph based visual 

saliency maps of the action sequences. 

Organization of manuscript is as follows: section 1 

introduces human recongntion models with the necessity 

for 3D and 2D video sequences and section 2 deals about 

the layers on CNN. Whereas the dual stream CNN 

architecture was illustrated in the section 3 which follows 

the network architecture and training. Section 5 deals 

with the results and discussion followed by conclusion 

and future scope section. 

 

1. 1. Literature Survey             Convolution parameters 

optimization for CNNs, referred as CPOCNN which 

assigns adaptive upper-bounds of convolution 

parameters depends on data dimension in current layer 

and number of remained layers to reach the output layer 

is propsed by Chegeni et al. [12]. Several fusion methods 

have been proposed to combine the features extracted 

from the spatial and temporal streams. The most common 

methods are early fusion, late fusion, and hybrid fusion. 

Early fusion combines the features from the two streams 

at the input level. Late fusion, on the other hand, 

combines the scores obtained from the two streams at the 

output level [13]. Hybrid fusion combines both early and 

late fusion methods to combine the features from the two 

streams. Recently, several studies have proposed novel 

methods to improve the performance of the two-stream 

CNN approach [14]. Scherer et al. [13] proposed a Spatial 

Temporal Inception module that combines the spatial and 

temporal streams at different levels of the network. This 

method has shown to improve the performance of the 

two-stream CNN approach on the UCF101 [15] and 

HMDB51 [9] datasets. Liu et al. [16] proposed a Multi-

Scale Temporal Attention module that learns the 

importance of different temporal scales of the video. This 

method has shown to improve the performance of the 

two-stream CNN approach on the UCF101, HMDB51, 

and Kinetics datasets. 
Spatio-Temporal ConvNet is a deep learning 

architecture that processes both spatial and temporal 

information to classify the action. This architecture 

consists of 3D convolutional layers that capture the 

temporal dynamics of the video [17]. Two-Stream 

ConvNet is an architecture that processes spatial and 

temporal information separately. The spatial stream 

processes the raw frames of the video and extracts spatial 

features. The temporal stream processes the optical flow, 

which represents the motion information between 

consecutive frames, to extract temporal features [18]. 

The two streams are then fused to classify the action. 

Two-Stream ConvNet has shown to improve the 

performance of action recognition compared to using 

only one stream. Long-Term Temporal Convolutions is a 

technique that improves the performance of action 

recognition by capturing long-term temporal 

information. This technique consists of 1D convolutional 

layers that operate on the temporal dimension of the 

video [14].  

Transfer Learning is a research problem in machine 

learning that retainsknowledge obtained from the 

solution of a problem (source domain) to be applied to 

different but relatively similar problems (target domain). 

TL has been the mostpopular approach in CNN models 

in recent years [19]. The 1D convolutional layers have a 

larger kernel size than the typical 3x3 kernel used in 

spatio-temporal convolutions, which allows them to 

capture longer temporal information [20]. Long-Term 

Temporal Convolutions have shown to improve the 

performance of action recognition on datasets that 

involve long-term action [21]. Temporal Segment 

Networks (TSN) that aggregates features from multiple 

segments of the video. TSN uses a multi-scale 

architecture that processes the video at different temporal 

scales to capture both short-term and long-term temporal 

information. TSN has shown to achieve state-of-the-art 

performance on the Kinetics dataset [22]. 

 

 

2. LAYERS OF CNN 
 

The popularity of CNN has increased due to its ability to 

process large amounts of data. The convolutional layer is 

the most crucial component of CNN, where the input is 

convolved using convolution kernels. These kernels act 

as filters and are followed by a non-linear activation, as 

defined in Equation (1). This enables CNN to identify 

distinct representations in speech or image data: 

𝑎𝑐𝑡𝑖,𝑗 = 𝑓(∑ ∑ 𝑤𝑘,𝑙
𝐿
𝑙=1

𝐾
𝑘=1 . 𝑥𝑖+𝑘,𝑗+𝑙 + 𝑏)  (1) 

where, act(i,j) is the respective activation, the weight 

matrix of the kernel is denoted with w (k,l) of size k×l. 
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A small bias value b is added and it passed through a 

non-linear activation f [23]. 

Rectified linear units (ReLUs) nonlinear function is  

shown in Equation (2) and is utilized in the 

convolutional layers to generate the feature maps. 

σ(x) = maximum (0,x) (2) 

In general, more hidden features in the input samples 

can be extracted as the more convolution kernels are 

included. In contrast to the regular CNN, the model 

discussed in this paper substituted a global average 

pooling (GAP) layer for the fully-connected layer that 

was previously placed behind the convolutional layer. 

CNN typically ends with single or multiple fully-

connected layers that may transform multi-dimensional 

feature maps into one-dimensional feature vectors. Since 

each node present in the fully connected layer is linked 

to a node in the top layer, the fully connected layer's 

weight parameters may take up the greatest space. The 

GAP layer implements a global averaging pooling 

operation on every feature map, in contrast to the fully-

connected layer. The GAP layer has no parameters that 

can be optimized. 

During the training process of a neural network, the 

weight parameters in the top layer continuously change, 

leading to a continuous shift in the input data distribution 

for each layer. This dynamic change in distribution poses 

a challenge for network training and can impede 

convergence. To address this issue, a batch normalization 

layer (BN) is introduced after the Global Average 

Pooling (GAP) layer. The purpose of the BN layer is to 

adaptively modify the weight parameters to 

accommodate the evolving data distribution, thereby 

aiding in the faster convergence of the model. 

The BN layer normalizes and reconstructs the input 

data on each batch of training samples in order to ensure 

the stability of the output from the previous layer and to 

improve the speed and accuracy of training. 

A Softmax layer as a classifier plus a fully connected 

layer make up a output layer of CNN [24]. The fully-

connected layer should be added at the end of the model 

because it has a significant advantage. Each node of the 

fully connected layer is linked to the nodes of the top 

layer in order to integrate the features that were extracted 

from the upper layer. In this way, it compensates for the 

GAP layer's drawbacks. 

The Softmax sits underneath the fully connected layer 

and it transforms the output of the top layer into a 

probability vector whose value indicates the max 

likelihood that the current sample belongs to each class. 

The output of Softmax is given Equation (3). 

𝑆𝑜𝑓𝑡𝑖 =
𝑒𝑦𝑖

∑ 𝑒𝑦𝑐𝐶
𝑐=1

   (3) 

where, y is the fully connected layer output, C is the 

number of classes considered. 

 
 
3. DUAL – STREAM CNN ARCHITECTURE 
 

An action video sequence comprises both spatial and 

temporal variations observed across a collection of video 

frames. The spatial component represents the discrete 

appearances of objects within the frames, while the 

temporal component captures the movements exhibited 

by these objects over time. In this work, the action 

recognition Convolutional Neural Network (CNN) is 

designed with two spatial streams, as depicted in Figure 

1. These streams are constructed using Conv-Nets with 

SoftMax layers, and late fusion models are employed to 

calculate similarity scores. Four late fusion models, 

namely averaging, maximum, product, and sum, are 

considered in this study. 

The architecture comprises of two streams, each 

containing 8 convolutional layers, two dense layers, and 

a SoftMax layer. In order to combine the outputs from the 

SoftMax layers of both streams, a score fusion model 

utilizing multiple fusion models has been proposed. The 

proposed architecture is faster and accurate in identifying 

complex human actions from videos. The model is 

investigated on multiple action datasets for checking its 

persistence to multiple types of input video sequences. 

Robustness of the proposed model is contemplated 

against various other CNN architectures to ascertain its 

usefulness in detecting complex actions.  

 

 

 
Figure 1. Proposed dual stream architecture 
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Previous CNN models use RGB sequence as a spatial 

stream. The main shortcoming is observed that the RGB 

data in the video sequence poorly represented due to low 

light indoor environment during a real action 

performance. To outplay the above shortcoming, we 

propose to add one more stream which is insensitive to 

color brightness components in a video sequence.  

However, the spatial stream gets graph based visual 

saliency (GBVS) representing spatial distribution of the 

action. For the purpose of human action recognition, one 

of the stream is fed with the GBVS feature maps. The 

RGB spatial information is totally inconsistent in action 

sequences captured during a real time performance. The 

inconsistency appears due to poor lighting and 

indistinguishable background. To balance this effect, 

spatial saliency maps are added as an additional stream 

for the existing RGB stream [23].  

To demonstrate the merits of the 2-stream type coding 

by training a CNN, later the trained CNN is tested to 

analyze the performance, view invariance and check 

robustness. We utilized five diverse publicly accessed 

datasets, KTH , UCF101 [15], HMDB51 [9], G3D [24] 

and NTU RGB-D [25] for examining the proposed 

model. The next section briefly enlightens the proposed 

work and its performance in recognizing human actions 

from video sequences by performing experiments as an 

individual streams and 2-streams. 

 

3. 1. Spatial stream-1: RGB stream Conv-Net        The 

proposed architecture incorporates two spatial streams. 

In the first spatial stream, the RGB frames of an action 

video sequence are directly utilized. These action 

sequences are sourced from online datasets, which 

encompass videos captured under diverse conditions, 

including complex and simple backgrounds, variations in 

lighting conditions, and instances of object occlusions. 
Figure 2 shows a set of action video frames captured 

in the wild, which is part of online available datasets. 

The frames show a multitude of variations in the 

action poses with uncontrollable effects from lighting, 
 

 

 
Figure 2. Real time action performances from online 

datasets 

erratic movements, object occlusion and background 

variations. The color plays a vital component in 

identifying a dancer from the background. The first 

spatial stream is a set of frames in each action class to 

identify the static pose based on color, texture and shape 

of the action. Due to large distractions in the data, we 

propose to double the spatial information model by 

inducing a second spatial stream based on feature maps 

extracted from saliency maps. 

 

3. 2. Spatial stream-2 : GBVS stream Conv-Net       
Graph based visual saliency algorithm is applied to 

extract the saliency maps from the RGB video frames 

using graph cut based model. The algorithm was used by 

Kishore et al. [26] generated the visual saliency maps of 

video objects. Figure 3 shows the saliency maps created 

for the sample action video frames from the online 

datasets. 

The saliency maps describe the spatial distribution of 

the action in the video frame. The second CNN stream 

takes the video frames shown in Figure 3. This stream of 

spatial contents is immune to variations such as lighting, 

color, and background as a reinforcement to the RGB 

spatial stream. These are a set of low-level features 

describing the action in an abstract manner.  

Incorporating model based spatial representation 

using GBVS, greatly improves the end-to-end 

convolution based deep learning methods. When these 

streams are operated at a time, it also solves the problem 

of overfitting in the first stream with the weight vectors 

from the second stream. 

 

 

4. CNN NETWORK ARCHITECTURE AND TRAINING 
 

The proposed Convolution Neural Network is influenced 

from the VGG network developed by Simonyan and 

Zisserman [23] which is extremely deep CNN model that 

accomplished the state-of-the-art accuracy on Large 

Scale Visual Recognition Challenge, 2014 classification 

and localization tasks. VGG net is a densely layered CNN 

consisting of 16 to 19 weighted layers and a small 

window of 3×3 aligned along the entire convolution 

 

 

 
Figure 3. GBVS based saliency maps for action frames of 

Figure 2 
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layers. The proposed CNN model is more similar to the 

indigenous architectures by Ciresan et al. [27] and Dean  

et al. [28]. Although, the presented Conv-Net 

architecture is developed from the motivation of VGG 

net, the depth of weight layers is constrained to 8 and 

fully connected layers are bounded to 2. Python aided 

with Keras and TensorFlow libraries are utilized for the 

construction of this architecture. 
The VGG is the origin of every individual stream in 

the Convnet architecture but limited to the 10 layers. 

After performing multiple tests using diverse network 

models such as VGG, Res-Net, Alex-Net and Inception 

it resulted into the 8 convolution layers preceded by 2 

fully connected layers. These are built from the scratch 

and the overall development of model is done with Keras 

and TensorFlow in Python 3.6 platform. Additionally, for 

image classification tasks we trained few pre-trained 

networks. 

 

4. 1. Dual-stream Conv-Net Training        During 

experiments, the filter configuration of the designated 

layers varied linearly from 3×3 for initial two layers, 5×5 

for the next two, 7×7 and 9×9 for the remaining 4 layers 

for all sets of training batches. The training algorithm is 

incepted from Dean et al. [28]. The multinomial logistic 

regression objective is optimized by training and with the 

aid of the mini-batch gradient descent when supplied 

with momentum of 0.9. To normalize the weight decay 

for 128 frame size at training period, the penalization 

multiplier is fixed to a range of 2 to 0.0002. Bicubic 

interpolation is utilized to resize all input frames and they 

been numbered according to the sequence in each class. 

For the initial 8 layers the drop out regularization is set 

to 0.5. When validation accuracy stabilized at a certain 

constant, the initial learning rate is positioned to 0.02 and 

declined by a factor of 10. The learning rate plummeted 

for three times as result it altered from 0.02 to 0.005 to 

0.001 and the training has been paused after 10000 

epochs i.e., 311.25k iterations and for every 1480 epochs 

i.e., 150k iterations the learning rate got plunging down. 

Whereas, when trained with alternate datasets consisting 

of 500 input size the training terminated at 4800 epochs 

i.e., 100.125k iterations and learning rate dropped down 

for every 1220 epochs (10.517k iterations).  

The nets required less epochs due to medium scale 

frame size. In addition, the frame size was raised to the 

224×224 in the anticipated labels with negligible or no 

advancement. In every layer the weights are assigned 

arbitrarily and the gaussian distribution function and 

variance are set to zero mean and 0.01 respectively for 

every layer. The filter outputs from 8 convolutional 

layers in both the streams are conceptualized in Figure 4. 

 

4. 2. Training Batch Index           In order to validate 

the proposed CNN architecture, we conducted 

experiments using several 2D action datasets, including  

 
Figure 4. Feature maps visualization of various 

Convolutional layers 
 

 

KTH, UCF101, HMDB51, G3D, and NTU RGB-D. Each 

dataset consisted of 20 different classes with 50 diverse 

actions, providing a comprehensive evaluation of the 

developed model. For each dataset, we performed 

individual training to generate a specific model. 

Subsequently, the trained model was employed to test the 

actions within the respective dataset. In order to assess 

cross-data authentication, we also conducted training 

with one dataset and testing with another dataset. 

However, it was ensured that the actions being tested 

were common across all datasets. HMDB51 and NTU 

RGB-D datasets were particularly chosen due to their 

extensive collection of data in various views and diverse 

subjects. These datasets allowed us to produce 

comprehensive results and gain a clearer understanding 

of the proposed method. Throughout this study, the 

majority of the results were obtained from experiments 

conducted on these popular datasets, HMDB51 and NTU 

RGB-D, to provide a detailed analysis of the proposed 

approach. 

 

4. 3. Testing the Proposed Dual-stream Conv-Net         

Once the CNN model is trained, it can be used for testing 

by inputting a batch of 20 action videos. The testing 

process involves classifying the actions in the videos and 

assigning corresponding labels. In all the datasets, the 2D 

video samples have frame sizes of 128x128 pixels. The 

output of the SoftMax layer is a class score vector, where 

each element represents the likelihood of the input video 

belonging to a particular class. Since the proposed Conv-

Net consists of two spatial streams, separate class scores 

are obtained for each stream. To combine the class scores 

from the two streams, a late fusion approach is applied. 

This fusion involves using four popular fusion models: 

maximum, average, sum, and product. Each fusion model 

generates a single score for each class based on the class 

scores from the two streams. The network is then tested 

using multiple experiments focused on human actions. 

Additionally, pre-trained networks can be utilized for 

testing by retraining them using available action videos 

from online datasets. This approach leverages the pre-

trained weights and further fine-tunes the network on the 

specific action videos to improve performance and adapt 

to the task at hand. 
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5. EXPERIMENTATION RESULTS AND DISCUSSION 
 

The execution is done with the aid of Keras and 

TensorFlow toolboxes which can be accessed in python 

3.6 substantial adjustments during testing and training. 

The proposed method is tested on 20 classes of actions 

from KTH, UCF101, HMDB51, G3D and NTU RGB-D 

action datasets. Five training models had been produced 

for the five 5 datasets separately. Performance of each 

Conv-Net is for a particular dataset is validated with 

respect to percentage of identification on the complete 

testing dataset. 

 

5. 1. Evaluation of the Proposed Conv-Net on 2D 
Action Datasets              In this section, the performance 

of the proposed Dual-stream architecture is evaluated 

using five publicly available 2D action datasets. Twenty 

classes with 50 action sequences from the KTH, 

UCF101, HMDB51, G3D, and NTU RGB-D datasets are 

selected and labeled appropriately. The CNN architecture 

remains consistent for each video in the datasets.Each 

video is segmented into 656 frames, with each frame 

having a size of 128x128 pixels. Cross-subject testing is 

conducted on the proposed CNN architecture using 20 

test videos from each of the databases. The results of the 

testing are summarized in the form of a confusion matrix, 

which shows the classification accuracy and 

misclassifications for the five test classes. Figure 5 

illustrates the confusion matrix, providing a visual 

representation of the performance of the proposed CNN 

architecture across the five datasets. 

Table 1 gives recognition of the proposed CNN 

architectures as individual spatial stream and mixed dual-

streams across view and subjects. The simulation shows 

that the proposed architecture utilizes the advantage of 

both spatial features. 

The average fused scores in Table 1, point to the 

advantage of using multi stream networks compared to 

single stream. The dual-stream CNN model showed 

highest recognition rates compared to single stream 

models. This proves the universal fact in machine 

 

 

 
Figure 5. Confusion matrices obtained for few test samples 

from each dataset on the proposed 2 stream CNN 

learning that wider heterogeneous trainings provide 

higher recognition. 

To visualize the effects of fusion on multi stream 

CNN architectures, four different score fusion models 

such as average, maximum, sum and product were tested. 

Table 2 summarizes the results of the experiment. 

Product fusion model has proved to produce good score 

fusions compared to sum, average and max score fusions. 

 

5. 2. Evaluation of the Proposed Conv-Net against 
other Deep-Nets           The dataset is applied on various 

Conv-Nets such as VGG 16 [23], Alex-Net [29], 

ImageNet [30], RNN [31], LSTM [32]. At this stage, we 

study the influence of network model and pre-training on 

the performance of the task. For this, three cases are 

formulated: pretrained, pretrained + retrained and 

training from scratch. The results show training from 

scratch networks perform better compared to pretrained 

and pre + retrained. However, training from scratch is 

computationally intensive due to large data samples fed 

into the system.  

The other model we tested is retraining the pretrained 

model with new data. Results are summarized in Table 3. 

Recognition rates obtained from the state-of-the-art 

deep nets are compared against the proposed dual-stream 

architecture on action datasets. The results are averaged 

over the different testing instances including cross 

subject, cross view and cross datasets.  The recognition 

rates are tabulated in Table 4. 
 

 

TABLE 1. Comparison of recognition rates obtained in 

different individual streams and multi streams of proposed 

CNN 

Dataset 

Recognition Rates (%) 

Spatial Stream Dual-stream 

RGB GBVS RGB + GBVS 

KTH 85.37 83.47 92.99 

UCF101 89.51 88.25 91.35 

HMDB51 66.55 60.18 90.85 

G3D 87.43 83.41 92.87 

NTU RGB-D 90.29 85.51 94.81 

 
 

TABLE 2. Testing the score fusion models in 2 Stream 

networks 

Dataset 
Score Fusion Method 

Sum Max Average Product 

KTH 92.43 88.57 90.91 92.89 

UCF101 95.02 90.12 92.46 91.35 

HMDB51 75.63 68.25 70.59 90.45 

G3D 89.26 87.58 88.92 92.87 

NTU RGB-D 94.59 88.92 91.26 93.81 
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TABLE 3. Gives the recognition on human action datasets with various Deep Nets 

Training Type Architecture 
Action Data 

HMDB51 NTU RGB-D KTH UCF101 G3D 

Pretrained 

VGG 16 83.74 84.45 83.39 83.91 83.73 

AlexNet 77.91 81.75 81.05 79.73 81.08 

ImageNet 79.29 80.78 80.91 80.07 79.56 

Pretrained + Retrained 

VGG 16 87.13 88.01 87.17 86.93 86.92 

AlexNet 81.52 85.31 84.23 82.56 84.29 

ImageNet 82.85 84.34 82.91 83.49 81.75 

Training from Scratch 

RNN 85.25 86.29 86.04 85.72 85.82 

LSTM 85.81 87.21 86.29 85.97 86.01 

Ours 90.45 93.81 92.89 91.35 92.87 

 

 

All architectures are realized with Keras and 

Tensorflow. The proposed CNN architecture gives 

highest recognition on both the action datasets, which is 

due to inclusion of multiple spatial streams for decision 

making. The above presented results show that the 

proposed dual-stream CNN gives consistent performance 

for each of the action with cross view and cross subject 

variations compared to single stream nets. 

 

5. 3. Evaluation of the Proposed Conv-Net against 
other Multi Stream Deep-Nets          Finally, human 

action video data is inputted to various multi stream 

architectures and the average recognition rates were 

calculated with different late fusion rules.  

Table 5 reports the results, showing the proposed multi 

stream architectures provide better recognition compared 

other deepNets in literature. The average recognition of 

our nets touched 94%. 
 

 

TABLE 4. Comparison of recognition rates for action datasets with different deep learning architectures 

Architecture 
Action Datasets 

HMDB51 NTU RGB-D KTH UCF101 G3D 

VGG-VD16 [24] 84.73 89.72 87.46 85.36 87.16 

AlexNet [27] 79.99 84.51 83.29 80.99 82.62 

ImageNet [28] 80.52 82.96 81.17 81.05 80.94 

CNN [9] 85.59 88.95 90.74 86.46 91.25 

Proposed 90.45 93.81 92.89 91.35 92.87 

  

 
TABLE 5. Performance of multi-stream nets on NTU RGB-D data 

Technique Feature sets Recognition Rate (%) 

Two-stream CNN (fusion-SVM) [9] Opticalflow + RGB 88.30 

Two-stream CNN (fusion-Averaging) [9] Opticalflow + RGB 86.70 

Spatio-temporal ConvNet (Slow Fusion) [17] High resolution + Low resolution   RGBs 89.60 

Two-stream ConvNet + LSTM [18] Opticalflow + Raw RGB frames 88.80 

Long-term temporal convolutions (LTC) [21] MPEG flow + RGB 91.60 

DSSCA-SSLM [32] Depth Maps + RGB 74.56 

c-ConvNet [22] Depth Maps + RGB 89.09 

Proposed (Spatial Stream-1) RGB 85.06 

Proposed (Spatial Stream-2) GBVS 86.13 

Proposed (Spatial dual-Stream) RGB + GBVS 94.81 
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This is due to the unique architecture having multiple 

streams in spatial features. Each stream identifies a set of 

features which are locally crafted by the uniqueness of 

that algorithm. RGB frame gives static distribution of 

color brightness in the spatial domain which is 

supplemented with object action distribution in space to 

enhance the effect of filters to identify a complex human 

action correctly. 

 

 

6. CONCLUSIONS AND FUTURE SCOPE 
 

This work proposed and presented a dual-stream 

architecture for recognizing complex human actions 

from 2D videos sequences. The proposed two-stream 

ConvNets separate spatial information in videos with two 

streams for each of the spatial data. The two spatial 

streams are RGB action frames and GVBS based spatial 

saliency maps. The outputs of 2 SoftMax layers are score 

fused to generate similarity score. The results showed 

that the proposed multi streams can recognize human 

actions accurately and are robust to changing 

backgrounds in unconstraint videos. Extensive testing 

proves that the proposed two-stream ConvNets can 

handle a variety of 2D video data with ease producing 

consistent outcomes. The average recognition rate on the 

entire datasets for the proposed two-stream ConvNet is 

around 94.81%.The dual-stream architecture for human 

activity recognition has the potential to be further 

developed and improved to recognize more complex 

activities. Incorporating additional modalities, attention 

mechanisms, multi-task learning, and transfer learning 

can all help to improve the performance of the model for 

recognizing complex human activities. 
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Persian Abstract 

 چکیده 
یاری از محققان تکنیک های  استفاده از هوش مصنوعی و بینایی کامپیوتری به طور گسترده در زمینه فعالیت های انسانی و تشخیص رفتار مورد بررسی قرار گرفته است. بس

های عصبی  ها، شبکهده اند. در میان این تکنیکبرای شناسایی دقیق اقدامات از ویدیوهای بلادرنگ بررسی و پیشنهاد کر (HAR)مختلفی را برای تشخیص اقدامات انسانی  

اند. این کار در درجه اول بر اهمیت اطلاعات مکانی در طبقه بندی  های عصبی برای تشخیص فعالیت ظاهر شدهبه عنوان مؤثرترین و پرکاربردترین شبکه (CNN)کانولوشنال 

کند. دو جریانی را پیشنهاد می   CNNهای ویدیویی بزرگ، این مقاله یک رویکرد فضایی  از مجموعه دادهفعالیت/عمل متمرکز است. برای شناسایی اعمال و رفتارهای انسانی  

پردازش نشده تغذیه می شود. جریان دوم توسط نقشه های برجستگی بصری مبتنی بر نمودار   RGB، با اطلاعات مکانی از فریم های  RGBیک جریان، بر اساس داده های  

های مجموع، حداکثر، میانگین و  های دو جریان فضایی با استفاده از تکنیک برجستگی بصری مبتنی بر نمودار( طراحی شده است. خروجی( GBVSایجاد شده توسط روش  

-KTH ،UCF101 ،HMDB51 ،NTU RGBهای عملکرد انسانی معیار شناخته شده، مانند ترکیب ویژگی محصول ترکیب شدند. روش پیشنهادی بر روی مجموعه داده

D و ،G3D های داده مشاهده شد. ای در همه مجموعههای تشخیص امیدوارکنندهشود تا عملکرد آن ارزیابی شود نرخ ارزیابی می 
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A B S T R A C T  
 

 

In the strut-and-tie (STM) method of design, the internal mechanism of flow of forces is represented by 

hypothetical truss in which the behavior of the beam is controlled by the strut connecting load and 

support points. The strength of such strut is correlated to the shear capacity of the deep beam through a 
factor called the strut efficiency factor. Different efficiency factor models have been recommended by 

various internationally accepted codes. However, none of the codes takes into account the effect of 

recycled aggregates in concrete. Although some codes yield conservative results, these predictions are 
not sensitive enough to the recycled aggregate content.  Therefore, an efficiency factor model sensitive 

to recycled aggregate concrete and easy to operate is much desired. In this work, published results of 

laboratory tests on deep beam specimens made of concrete consisting of recycled aggregates were 
considered for the analysis, employing a suitable strut-and-tie model. All these deep beams were 

originally designed by sectional or empirical method. Based on regression analysis of the outcomes of 

the STM analysis, an efficiency factor model has been proposed which takes into account the effect of 
recycled aggregates in concrete. Subsequently, scaled deep beam specimens containing recycled 

aggregate concrete were cast and tested in the laboratory in order to calibrate the proposed strut efficiency 

factor model. The yield of proposed efficiency factor model was compared with the predictions of the 
selected internationally accepted code provisions. It is found that the predictions of proposed efficiency 

factor model give consistent and comparable results.  

doi: 10.5829/ije.2023.36.08b.05 
 

 
1. INTRODUCTION1 
 
A strut-and-tie model (STM) is a method used in 

structural engineering to analyze and design reinforced 

concrete structures, especially for structural members 

containing D-regions such as corbels, beam-column 

joints, deep beams, pile caps, etc. [1-4]. Theoretically, 

STM is a lower bound method in which the mechanism 

of load transfer is represented by a set of struts and ties 

attached with node under the condition of plane stress. 

The capacity of the elements, such as struts and ties, of 

STM is then calculated, taking into account equilibrium 

and constitutive relations. The strut connecting load point 

and support point, hereafter called the bottle-shaped strut, 

plays a key role in the failure mechanism of deep beams. 

While transferring the load, due to direct compression 

between load and support point indirect tension is 
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generated which reduces the strength of such strut. To 

represent this reduction in strength, the coefficient, or 

factor, ‘βs’ is applied to the strut. Various codes name this 

factor as follows: ACI 318-14 [5] defines it as strut 

coefficient, Eurocode 2 [6] describes it as strength 

reduction factor, JSCE [7] guidelines simply name it 

reduction factor, and AS-3600 [8] expresses it as strut 

efficiency factor. Although different codes assign 

different nomenclature to this factor, in this work it is 

termed the strut efficiency factor and used in the 

forthcoming description. In general, the crushing strength 

of a concrete strut is referred to as its effective strength 

and is given by the following formula (Equation (1)): 

𝑓𝑐𝑢 = 𝛽𝑠𝑓𝑐
′  (1) 

where, βs is an efficiency factor having a value between 

0 to 1, fcu is the effective concrete compressive strength 
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in the strut (as per ACI 318-14 [5]), and f’c is the cylinder 

compressive strength of concrete. Various sources in the 

literature recommend differing values of strut efficiency 

factors, with perhaps the simplest recommendations 

being those of ACI 318-14, wherein the nominal 

compressive strength of concrete in the strut is pre-

multiplied by an efficiency factor varying between 0.6 

and 1. Limiting concrete compressive stresses in struts 

specified by selected design codes is presented in Table 

1. 

For suitability and adaptability with respect to the 

changing environment, industrial wastes including 

construction and demolition (C&D) waste have been 

recognized as a possible source to substitute various 

ingredients of conventional cement concrete. For 

example, GGBFS, fly ash (FA) and other ashes [9] and 

silica fume to partly replace an OPC, GGBFS to replace 

FA and extracts of C&D to replace aggregates in new 

concrete [10, 11]. Utilizing recycled concrete aggregate 

(RCA) extracted from waste concrete for producing new 

concrete has some economic and environmental benefits, 

as the aggregates occupy 60 to 75% volume of the 

concrete mixture. Even with these advantages, it hasn’t 

been extensively adopted by the construction industry, 

 
 
TABLE 1. Comparison of code provisions on recommended 

strut efficiency factors 

Code Name βs,code 
Required Transverse or 

Web Reinforcement 

ACI 318-14 

[5] 

Unreinforced bottle-

shaped strut: 0.60 
-- 

Reinforced bottle-

shaped strut: 0.75 

• ρT = 0.003 

(For f’c ≤ 6000 psi) 

• ∑ (
𝐴𝑠𝑖

𝑏𝑠𝑠𝑖
sin 𝛼𝑖) ≥

0.003 

(For f’c > 6000) 

AASHTO 

[20] 

1

(0.8+170 𝜀1)
≤ 0.85  

Orthogonal grid of 
reinforcement bars near 

each face, i.e., ρH ≥ 0.003 

or ρV ≥ 0.003 

Eurocode 2 

[6] 
0.6 (1 −

𝑓𝑐𝑘

250
)  

• Partial discontinuity 

𝑇 =
1

4
(

𝑏−𝑎

𝑏
) 𝐹  

• Full discontinuity 

𝑇 =
1

4
(1 − 0.7

𝑎

ℎ
) 𝐹  

• T = Fsc Ast 

AS-3600 [8] 
1

1.0+0.66 cot2 𝛼𝑠
  

Transverse reinforcement 

required to resist design 

bursting force in 
accordance with Clause 

7.2.4 of AS-3600 

Present Study (
𝑓𝑡

12+0.002𝑅
)  -- 

especially for structural applications. The literature 

review reveals that the majority of the investigations 

concentrated on the processing, characterization, 

rheology of RAC [12, 13] along with NAC [14] or on the 

physical and mechanical properties of concrete made 

with such aggregates [15]. The focus on structural 

application of this concrete has been more recent [16, 17]. 

Even the structural performance of RCA concrete under 

various actions has not been comprehensively 

investigated. Most of the reported studies focused on 

flexural behaviour with a few on the behaviour of shear-

critical elements like corbels, beam-column joints, deep 

beams, pile caps, etc. Structural action in such members 

is governed by shear, and the internal forces can be 

conveniently represented by strut-and-tie models. As 

discussed in the preceding paragraph, struts are the 

compression members in STM, and the literature review 

indicates that bottle-shaped struts are particularly 

susceptible to splitting failure [18, 19]. The use of such 

relatively soft and porous recycled concrete aggregates in 

concrete is likely to raise concerns about safety and 

serviceability. Code provisions to design such critical 

struts are either empirical or not robust enough. The 

efficiency factor is a critical parameter for the design of 

bottle-shaped struts, and most of the available efficiency 

factor models in the literature are limited in scope and 

account for the effects of a very narrow range of 

parameters. None of the recommendations in the 

literature for strut-and-tie modelling is calibrated for 

application to recycled aggregate concrete. 

It is thus obvious that, the use of the efficiency factor 

in the design equations of STM is a simplified approach 

and doesn’t take into account all the factors affecting the 

strut capacity. More specifically, it does not consider the 

effect of modified properties of the concrete when 

alternate materials such as recycled aggregates, are used 

in place of conventional ingredient since the provisions 

for βs are originally made for NA-concrete. Therefore, 

concerns have been raised about the applicability of 

current code provisions (such as ACI 318-14 [5], 

AASHTO [20], Eurocode 2 [6], and AS-3600 [8]) for 

RCA-concrete [21]. In the present investigation, a 

mathematical model for βs is developed by performing 

regression analysis on a database of 123 RCA-concrete 

deep beam specimens extracted from the literature. This 

proposed model is a function of compressive stress, ‘f’c’, 

replacement percentage of NA with RCA, ‘R’, and is 

capable of estimating the shear capacity of RCA-concrete 

specimens in general and the capacity of critical struts 

like the bottle-shaped strut in specific. Further, the 

modified form of the model in terms of tensile strength 

‘fct’ is also discussed. Besides the validation of the test 

results of the beam specimens reported in the literature, 

the proposed efficiency factor model is calibrated by 

testing deep beams containing recycled aggregate 

concrete. 
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2. STM ANALYSIS OF SELECTED BEAM SPECIMENS 
 
The specimens satisfying the deep beam criteria of ACI 

318-14 [5] were considered for this investigation. All the 

selected deep beam specimens which were originally 

designed using empirical equations or by the sectional 

method are reanalyzed by applying STM. A suitable 

strut-and-tie model was superimposed on the geometry of 

selected beam specimens in order to carry out STM 

analysis. Further, the capacity of the critical strut was 

calculated, which was subsequently used to estimate the 

shear capacity of the beams. A total of 123 beam 

specimens were filtered out from the database. The 

selection of 123 beams was made on the basis of the 

qualifying condition that the beam specimens should be 

composed of concrete containing aggregates partly or 

fully replaced by recycled aggregates. The beam 

specimens tested and reported by Choi et al. [22],  Han 

and Chung [23], Singh et al. [24], Fathifazl et al. [25], 

Kim et al. [26], Etman et al. [27], Aly et al. [28], Al-

Zahraa et al. [29], Lian et al. [30], Arabiyat et al. [31] and 

Li et al. [32] have considered for this study. All the 

specimens have the limits of shear span to depth ratio of 

0.54 to 2.50, a compressive stress from 16.7 to 58.60, and 

a replacement level ranging from 0% to 100%. 

A typical beam (RAC30-H1.5) tested by Choi et al. 

[22] under a four-point bending test is considered to 

illustrate the STM analysis procedure. The beam 

specimen was 1840 mm long, 400 mm deep, and 200 mm 

wide, with an effective span of 1440 mm, as shown in 

Figure 1. To carry out analysis, the suitable STM is 

superimposed on the geometry of selected beam 

specimens.  

Once the strut-and-tie model to describe the flow of 

forces in a beam was assigned, the required dimensions 

were easily determined. The node dimensions were 

assigned to find out strut width at the strut and the node 

interfaces at both ends, and the minimum value of the two 

was considered as the width of the bottle-shaped strut, ws. 

Next, the effective transverse reinforcement ratio was 

determined from the provided web reinforcement in the  

 

 

 
Figure 1. STM superimposed over the specimen tested by 

Choi et al. [22] 

Beam Dimension: 𝐷, 𝑏, 𝑑, 𝑎𝑣 

Material Properties: 𝑓′𝑐, 𝑓𝑦, 𝑓′𝑦, 𝑓𝑦𝑣, 𝑓𝑦ℎ 

Reinforcement Details: 𝐴𝑠𝑡, 𝐴𝑠𝑐 , 𝐴𝑠ℎ , 𝐴𝑠𝑣 

Bearing Plate Dimensions: 𝑙𝑏 

 

Fix the depth of tie (tw) and depth of top node or depth of 

prismatic strut (sw) 

𝑡𝑤 = 2 (𝐷 − 𝑑) and 𝑠𝑤 = (
𝐴𝑠𝑡 𝑓𝑦 − 𝐴𝑠𝑐 𝑓′

𝑦

𝑓′
𝑐 𝑏𝑠

) 

 

Determine the lever arm (jd) and inclination of strut (αs) 

𝑗𝑑 = 𝐷 − (
𝑡𝑤 + 𝑠𝑤

2
) and 𝛼𝑠 = tan−1 (

𝑗𝑑

𝑎𝑣
) 

 

Calculate the width of strut (ws) 

𝑤𝑠 = 𝑙𝑏 sin 𝛼𝑠 + 𝑡𝑤 cos 𝛼𝑠 

𝑤𝑠 = 𝑘 𝑙𝑏 sin 𝛼𝑠 + 𝑠𝑤 cos 𝛼𝑠 

 

Calculate the theoretical capacity of strut (CTh) 

𝐶𝑇ℎ = 𝛽𝑠,𝑐𝑜𝑑𝑒 . 𝑏. 𝑤𝑠,𝑚𝑖𝑛 . 𝑓′𝑐 

 

Calculate measured capacity of strut (Cexpt) 

𝐶𝑒𝑥𝑝𝑡 = 𝐹. sin 𝛼𝑠  

 

Measured efficiency factor by equating theoretical 

capacity and the measured capacity (βs,measured) 

𝛽𝑠,𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = 𝐶𝑒𝑥𝑝𝑡/𝑏. 𝑤𝑠,𝑚𝑖𝑛 . 𝑓𝑐
′ 

 

Compare the code strut efficiency factor (βs,code) with 

measured strut efficiency factor (βs,measured) 
 

Figure 2. Flowchart to demonstrate STM analysis procedure 
 

 

form of either stirrups or an orthogonal grid. With the use 

of equilibrium equations, support reactions are found as 

usual. The theoretical capacity of the strut is estimated as 

CTh = βs.b.ws,min.f’c. Thereafter, the truss model was 

solved by applying conditions of equilibrium to 

determine compressive force (Cexpt) in the critical strut 

using the relation   𝐶𝑒𝑥𝑝𝑡 = 𝐹/ 𝑠𝑖𝑛 𝛼𝑠. Where, F is the 

magnitude of the nearest associated support reaction. It 

should be noted that in the case of a four-point or 

symmetric three-point bending test, the support reaction 

is equal to half of the total applied load, whereas in the 

case of an eccentric three-point bending test, the reaction 

is equal to the fraction of the applied load. Finally, the 

efficiency factor was measured by equating the 

theoretical capacity and the measured capacity of the 

critical bottle-shaped strut as follows [Equation (2)]: 

𝛽𝑠,𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = 𝐶𝑒𝑥𝑝𝑡/𝑏. 𝑤𝑠,𝑚𝑖𝑛 . 𝑓𝑐
′  (2) 
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3. DEVELOPMENT OF PROPOSED EFFICIENCY 
FACTOR MODEL 
 

In deep beams, load is primarily transferred through strut 

action, in which direct compression generates indirect 

transverse tension. It leads to a reduction in the capacity 

of bottle-shaped struts. Considering this fact, the 

following mathematical relationship for βs is derived by 

regression analysis of the outcomes of STM analysis of 

selected specimens.  

𝛽𝑠 = (
0.56√𝑓𝑐

′

12+0.002𝑅
)  (3) 

The numerator of Equation (3) represents the root of 

concrete compressive stress, and the denominator 

contains the relation that is the function of replacement 

level in percentage, R. Unlike flexural member design 

procedures, concrete tensile strength cannot be neglected 

in the design philosophy of shear critical members such 

as deep beams, especially those containing recycled 

aggregate concrete. Because, in the case of deep beams, 

usually the failure occurs due to splitting instead of 

crushing of concrete. Therefore, the proposed form of the 

equation can be more effective if the effect of split tensile 

strength is accommodated in the model. The value of the 

numerator in Equation (3) matches with the equation for 

the tensile strength of concrete recommended by ACI 

318-14, ft = 0.56√𝑓𝑐
′. Thus, the direct value of split 

tensile strength (ft) can be used in place of 0.56√𝑓𝑐
′. It 

should be noted that, this relationship of concrete tensile 

and compressive strength is for NAC; however, it can be 

used for RAC as the effect of RCA replacement can be 

mitigated by the reduced compressive strength of RAC. 

The revised Equation (3) will take the following form 

[Equation (4)]: 

𝛽𝑠 = (
𝑓𝑡

12+0.002𝑅
)  (4) 

The comparison of βs,code recommended by various codes 

along with the proposed model is compiled in Table 1. 

As deliberated in the introduction, the strength of a 

strut is dependent on the effective compressive stress of 

the concrete mass that occupies the strut. It may be noted 

that the effective compressive stress in a bottle-shaped 

strut is affected by transverse stresses within the strut. 

Therefore, once f’c is established, fcu can be obtained by 

multiplying the value of βs with the minimal of the cross-

sectional areas at the two ends of the strut. Figures 3(a) 

and 3(b) reveal the comparison of the measured shear 

capacities of the selected beam specimens with and 

without the application of the βs. The plot shows 

measured shear capacity on the ordinate and thermotical 

shear capacity on the abscissa. A line of 450 inclination 

is drawn to indicate the conservatism. The values of 

measured shear capacity lying above this line imply 

conservative results, whereas the values below this line 

indicate unsafe results. It has been observed that without 

the application of any efficiency factor, only 8% of the 

results were conservative (Figure 3(a)), on the contrary 

after the application of the proposed efficiency factor, 

around 95% of the results became conservative (Figure 

3(b)). Thus, the exercise highlights the importance of the 

application of the strut efficiency factor in STM design 

procedures. The efficiency factor in any form takes care 

of known and unknown limitations of the STM 

procedures. 

 
 
4. EXPERIMENTAL PROGRAM 
 

The purpose of the beam tests was to calibrate the 

effectiveness of the proposed strut efficiency factor 

model against recycled aggregate content in concrete.  

The deep beam specimen was so configured that the 

applied load was transferred to the nearest support 

through a strut action. The dimensions of the beam 

specimens were kept constant for each replacement level 

of natural aggregates, as typically depicted in Figure 4 

and in Table 2. The beam is proposed to be tested in 3-

point bending by applying a concentrated load on the top 
 

 

 
(a) Measured versus predicted shear capacity (Without use 

of efficiency factor) 

 
(b) Measured versus predicted shear capacity (With use of 

efficiency factor) 

Figure 3. Role of strut efficiency factor in STM Design 

Procedure 
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face of the beam at distances of 625 mm from both the 

supports (Figure 4). The distances were selected in such 

a way that the load transmitted through the bottle-shaped 

strut became exactly equal to the load carrying capacity 

of the deep beam. Therefore, the strut inclination with the 

adjacent tie becomes 30°. The internal force system in the 

deep beam could be represented using the truss models 

shown in Figure 4.  

It can be seen that the inclined strut between nodes 3 

and 4 transfers a major fraction of the applied load, P, to 

the support. Since sufficient space is available in the web 

of the beam for the dispersion of the compressive stress 

trajectories in this strut, it can be designated as a bottle-

shaped strut. It is this strut which has been targeted for 

validation of the proposed efficiency factor model in 

particular and for a study of the behavior of RCA 

concrete bottle-shaped struts in general. It may be noted 

in Figure 4 that the strut inclination of 30° is close to the 

lower-bound strut inclination angle specified by the ACI 

318-14 [5]. The design details of the deep beam 

specimens with concrete mix proportion are summarized 

in Table 2. 

The control concrete mixture containing natural 

coarse aggregates was designed by the absolute volume 

method as per the provisions of IS 10262 [33] and the 

RCA concrete was prepared by the direct replacement of 

natural aggregates by weights as per a predefined 

 

 

 
Figure 4. Truss models for the deep beam specimens 

(Concentrated load applied at 625 mm from nearest support) 

 

 
TABLE 2. Details of deep beam specimens and concrete 

mixture 

Specimen 

ID 
R 

ws 

(mm) 

jd 

(mm) 

Ast 

(mm2) 

Steel 

Provided 

DB-R-0 0% 103 345 628 2-12Ø +2-16Ø 

DB-R-50 50% 103 345 628 2-12Ø +2-16Ø 

DB-R-100 100% 103 345 628 2-12Ø +2-16Ø 

Concrete mix proportion (quantities in kg/m3): 

W/C Ratio Cement Fine Aggregate Coarse Aggregate 

0.45 370 720 1140 

*All beams are 1600 mm long, 450 mm deep, and 100 mm thick 

percentage. Control concretes are identified in this 

investigation by the generic name of NCA-concrete 

whereas the concretes containing various fractions of 

recycled aggregates are identified by the generic name 

RCA-concrete. The nomenclature for the test specimens 

is defined in Table 3. Except for the substitution of the 

NCA fractions with the RCA, the other ingredients in 

these two concrete types were nominally the same. It 

should be noted that all the concrete ingredients 

conformed to the relevant Indian standards. 

Thermo-Mechanically Treated (TMT) deformed steel 

bars of nominal diameters of 8 mm, 12 mm, and 16 mm 

were used to create the reinforcement cage as depicted in 

Figure 5. For obtaining the mechanical properties, all the 

steel bars were tested in a 1000 kN capacity tensile 

testing machine as per the procedure recommended in 

IS:1608. The longitudinal tension reinforcement in the 

deep beams was determined on the basis of the calculated 

tie forces near the beam soffits. Since the focus of this 

investigation was to study the effect of concrete strength 

and the replacement level of NA, the bottle-shaped strut 

region was kept free from transverse reinforcement. For 

the remaining region, nominal transverse reinforcement 

in the form of an orthogonal grid was provided. 

Depending upon the detailing of the reinforcement, steel 

cages were assembled in the laboratory, and a selection 

of these cages is shown in Figure 5. The reinforcement 

cages were placed inside steel formwork at the 

appropriate cover depth using concrete cover blocks, and 

casting was done in the laboratory. 
 

 

TABLE 3. Summary of test results 

Specimen 

ID 

f'c 

(MPa) 

Pcr 

(kN) 

Pu 

(kN) 

wcr 

(mm) 

βs 

,Measured 
βs,Predicted 

DB-R-0 40.00 141 308 0.12 0.77 0.29 

DB-R-50 37.50 128 294 0.12 0.76 0.28 

DB-R-100 37.00 120 263 0.16 0.68 0.27 

Key to specimen ID: The first two places in the nomenclature are 
the short form of deep beam, the third place-holder implies 

replacement of NA, and the last two digits indicate percentage 

replacement. For example, the specimen ID DB-R-50 stands for a 

deep beam with 50% replacement. 

 

 

 
Figure 5. Detailing of reinforcement in the beams with the 

transversely unreinforced bottle-shaped struts 
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After 28 days, the beams were ready for testing. All 

beam specimens were subjected to 3-point bending over 

a simply supported span of 1250 mm. The load was 

applied by a 1000 kN capacity hydraulic jack, and the 

applied load was recorded with the help of a 1000 kN 

load cell. At the load point, a mild steel bearing plate of 

size 100 mm × 100 mm × 40 mm was used to transfer the 

applied load to the beam, whereas two plates of the same 

dimensions were used to simulate supports. A typical test 

setup for a deep beam test is presented in Figure 6. The 

loading rate was so configured that failure would occur 

in about 20 to 25 loading steps. The failure invariably 

occurred due to longitudinal splitting in the targeted 

bottle-shaped strut. 

 

 

5. RESULTS AND DISCUSSION 
 
In order to examine the behavior of RCA-concrete bottle-

shaped strut, a series of deep beam tests were conducted. 

All the deep beam specimens were tested under the 

symmetric three-point bending test. The response of the 

tested specimens in terms of load at first crack (Pcr) and 

ultimate load (Pu) was recorded. Load-deformation 

characteristics and crack patterns were also assessed. The 

crack width (wcr) at service load was measured. All the 

relevant test results are summarized in Table 3.  

 

5. 1. Load-deformation Characteristics        Figure 7 

illustrates the load-deflection relationships of the selected 

transversely unreinforced deep beam specimens for 

varying degrees of RCA replacement. Three replacement 

levels of NA 0%, 50%, and 100%, respectively, have 

been considered. The overall stiffness measured in terms 

of the slope of the load-deflection relationship decreased 

with an increase in the RCA replacement level. 
To evaluate the serviceability behaviour of the bottle-

shaped struts, the cracking behaviour, particularly the 

maximum crack widths, was monitored at every load 

increment. None of the service load crack width values 

was greater than the limiting values of 0.3 mm and 0.41 
 

 

 
Figure 6. Typical test setup for a deep beam test 

 
Figure 7. Load deformation relationship 

 

 

mm recommended in IS-456 [34] and ACI 318-14 [5], 

respectively. 

Attention is drawn to the service load crack widths in 

the specimens, in all of which the targeted bottle-shaped 

strut is transversely unreinforced but the measured crack 

widths are all less than the limiting value of 0.3 mm. Of 

these three specimens, the beam DB-R-00 is made of 

natural aggregate concrete, whereas the specimens DB-

R-50 and DB-R-100 are made of recycled aggregate 

concrete. One of the objectives of providing transverse 

reinforcement is to control cracking in the bottle-shaped 

struts.  

The above results suggest that even in the absence of 

transverse reinforcement, the aim of crack control is still 

met. This observation may be read in the context that ACI 

318-14 allows the use of transversely unreinforced 

bottle-shaped struts. It is emphasized here that besides 

controlling cracking behaviour, transverse reinforcement 

sustains structural capacity after splitting and imparts 

ductility. Hence, in line with the recommendations of 

Brown and Bayrak [35] transversely unreinforced RCA 

concrete bottle-shaped struts should not be used in 

practice. In Figure 8, cracking patterns of recycled 

concrete beams and a control beam are shown. The 
 

 

 

 

 
Figure 8. Comparison of crack patterns 
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natural concrete beam has only one prominent crack 

leading to failure, while the recycled concrete beam has 

at least two prominent cracks, indicating that recycled 

aggregate concrete has a relatively higher crack density. 

 

5. 2. Appraisal of the Proposed Model          The 

objective of the present work is to develop a simple, 

robust, and sensitive strut efficiency model for the 

concretes containing substitute materials like recycled 

aggregates. Another objective is to check the fit of the 

existing models recommended by various codes for 

recycled aggregate concrete. In order to meet these 

objectives, measured strut efficiency factors of the 

selected deep beam specimens are compared with the 

predictions of various selected models, along with the 

predictions of the proposed model. It is convenient to 

incorporate the results of deep beam tests carried out in 

our laboratory with the results of beam tests reported in 

the literature to avoid separate and repeated description. 

Factually, there are two sets of measured β values: a) The 

β values measured by processing the results of beam tests 

collected from the literature, and b) The experimentally 

investigated β values. The plots of the measured and 

predicted strut efficiency factors are presented in Figures 

9 through 13. To differentiate outsourced and 

experimentally investigated values of strut efficiency 

factors, the experimentally measured values are indicated 

by squares, whereas the processed values β (of the 

outsourced specimens from the literature) are represented 

by circles. 
Figure 9 depicts the comparison of measured-to-

predicted efficiency factors by ACI 318-14 [5]. As can be 

seen in Figure 9, the ACI 318-14 gives either 0.6 or 0.75 

based on the concentration of effective transverse 

reinforcement. Therefore, two straight vertical clusters of 

predicted values appear in the plot, which is practically 

not desired. Because, ideally, if the predictions of any 

model are reasonably accurate, then the scatter of the 

values is expected to lie above but along a 45° inclined 

line. Moreover, it is observed that ACI 318-14 

recommendations generate a good number of 

unconservative results. This is mainly due to the fact that 

ACI 318-14 recommended efficiency factors are 

arbitrary values which depend on strut type. The mean 

and coefficient of variance (CoV) for the measured to 

predicted capacity were 0.95 and 0.42, respectively. The 

degree of conservatism, the ratio of measured to 

predicted strut efficiency factor, is observed to be 

significantly lower, i.e., 35.77 %. It should be noted that 

to maintain uniformity in the comparison, the reduction 

factors assigned for the quality of workmanship are not 

assigned. Application of this ‘Ø’ factor improves the 

degree of conservatism; however, sometimes it leads to 

overly conservative estimations. 

Figure 10 depicts the measured-to-predicted shear 

strength by AASHTO [20]. It has been observed that, the  

 
Figure 9. Comparison of measured strut efficiency factors 

with predictions of ACI 318-14 
 
 

 
Figure 10. Comparison of measured strut efficiency factors 

with predictions of AASHTO 

 

 

AASHTO recommendations not only have a good degree 

of conservatism but also a scatter that is comparatively 

more realistic. The only disadvantage is that AASHTO 

predicts overly conservative values and, also like other 

code provisions, is not sensitive to RCA content in the 

concrete. This might be a result of the overestimated 

value of ‘ε1’. As the AASHTO suggested model is based 

on the MCFT. The mean and CoV are 2.25 and 0.42, 

respectively. 

The Eurocode 2 [6] predictions are also 

comparatively less conservative, and the predicted values 

are found concentrated in one vertical cluster (Figure 11). 

This might be due to the fact that, the Eurocode 2 model 

is a single parameter model and is the function of 

concrete compressive strength alone. The average value 

of the conservatism is greater than unity, and the 

calculated degree of conservatism is 52.85% and CoV is 

0.40. 

A comparison of measured-to-predicted strut 

efficiency factors by AS-3600 [8] is presented in Figure 

12. Like AASHTO [20], AS-3600 [8] predictions have a 

reasonably acceptable degree of conservatism, is 

calculated at 93.50%. The predictions are overly 

conservative and insensitive to the type of concrete. The 

Efficiency Factor Model adopted by AS-3600 is a  
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Figure 11. Comparison of measured strut efficiency factors 

with predictions from Eurocode 2 

 

 

 
Figure 12. Comparison of measured strut efficiency factors 

with predictions of AS-3600 

 

 

modified version of Collins and Mitchell [36] 

relationship. The mean value measured-to-predicted ratio 

was 2.33 and CoV was 0.42, respectively. 

The proposed strut efficiency factor model takes into 

account the effect of the replacement level of RCAs, R 

and f’c. Therefore, it becomes sensitive to the recycled 

aggregate contents besides the strength of the concrete. 

This results in comparable predictions as those of the 

international code provisions. With an average value of 

2.35 and a CoV of 0.44, proposed model predictions are 

more consistent in comparison with the predictions of 

selected models (Figure 13). The degree of conservatism 

of the proposed model is about 95%, which is relatively 

higher than that of ACI 318-14 [5] (35.77%) and 

Eurocode 2 [6] (52.85%), slightly lower than that of 

AASHTO [20] (95.93%), and slightly greater than AS-

3600 [8] (93.50%). Besides comparable predictions, the 

trend of the prediction is in agreement with the trend of 

measured efficiency factors. 

An important point is to be noted that, in this 

analysis, neither any additional safety factors for the load 

or materials were applied nor factors like Ø factor for the 

quality of workmanship. This is done in order to achieve 

uniformity in the analysis of predictions. However, the  

 
Figure 13. Comparison of measured strut efficiency factors 

with predictions of the proposed model 

 

 

application of suitable safety factors and reduction 

factors would result in a higher level of conservatism and 

more economical designs. Hence, the above predictions 

of various codes which seem unconservative may result 

in conservative predictions on application of partial 

safety factors and load factors.   

 

 

6. CONCLUSIONS 
 

• The strut efficiency factor models recommended by 

various codes produce either unconservative results 

or overly conservative results. These models are not 

sensitive to the concrete containing substitute 

materials like recycled aggregates. 

• The STM analysis reveals that the efficiency factor 

decreased with increased content of recycled 

aggregates in the concrete. Similar findings have 

been reported by previous studies. 

• A strut efficiency factor model has been developed 

through regression analysis of reported test data. 

The proposed model accommodates the effect of 

concrete compressive strength and the replacement 

level of natural aggregates. However, 

accommodating the tensile strength of concrete in 

the proposed model makes it more rational. In the 

absence of measured concrete tensile strength, the 

relationship between compressive strength and 

tensile strength recommended by ACI 318-14 may 

be utilized. 

• The proposed strut efficiency factor model has been 

evaluated by comparing its predictions with the 

measured values in the deep beam tests. Unlike the 

overly conservative predictions of other models, the 

proposed model yields moderately conservative 

predictions.  

• The proposed model is sensitive to RCA content in 

the concrete. Therefore, the trends of forecasts from 

the proposed model are noticeably similar to the 

trends of measured values. On the contrary, other 
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models do not consider the influence of recycled 

aggregates on βs. Hence, they do not exhibit similar 

trends, although the predictions may be 

conservative. 

• To calibrate the efficacy of the proposed model, a 

series of deep beam tests were carried out. All the 

beam specimens were designed by STM and made 

up of concrete containing partly or fully replaced 

natural aggregates with recycled coarse aggregates. 

Predictions of the βs,proposed for bottle-shaped struts 

in deep beams made either of two concrete types 

were also conservative and relatively more 

accurate.  

• The degree of conservatism of the proposed model 

is about 95%, which is comparable to the 

predictions of internationally accepted codes.  
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Persian Abstract 

 چکیده 
شود. استحکام  گاه کنترل می شود که در آن رفتار تیر توسط بار و نقاط تکیه ، مکانیسم داخلی جریان نیروها با خرپا فرضی نشان داده می(STM)در روش طراحی پایه و گره  

للی پذیرفته شده مختلف ین المچنین پایه با ظرفیت برشی تیر عمیق از طریق عاملی به نام ضریب راندمان پایه در ارتباط است. مدل های مختلف ضریب کارایی توسط کدهای ب

فظه کارانه ای به همراه دارند، اما این  توصیه شده است. با این حال، هیچ یک از کدها تأثیر سنگدانه های بازیافتی در بتن را در نظر نمی گیرند. اگرچه برخی از کدها نتایج محا

یک مدل ضریب کارایی حساس به بتن سنگدانه بازیافتی و کارکرد آسان بسیار مطلوب است. در    پیش بینی ها به اندازه کافی به محتوای بازیافت شده حساس نیستند. بنابراین،

های بازیافتی، با استفاده از یک مدل پایه و اتصال های تیر عمیق ساخته شده از بتن متشکل از سنگدانههای آزمایشگاهی بر روی نمونه این کار، نتایج منتشر شده از آزمایش 

، یک مدل STMتجزیه و تحلیل رگرسیون از نتایج یز در نظر گرفته شد. تمامی این تیرهای عمیق در ابتدا با روش مقطعی یا تجربی طراحی شده اند. بر اساس  مناسب برای آنال

گری های بازیافتی ریخته شده حاوی بتن سنگدانههای تیر عمیق مقیاس عامل کارایی پیشنهاد شده است که اثر سنگدانه های بازیافتی در بتن را در نظر می گیرد. متعاقباً، نمونه

بینی مفاد کد منتخب پذیرفته  گری شدند. بازده مدل ضریب کارایی پیشنهادی با پیش وری استرات پیشنهادی ریختهشدند و در آزمایشگاه به منظور کالیبره کردن مدل فاکتور بهره

 . آمده است  ی مدل عامل کارایی پیشنهادی نتایج منسجم و قابل مقایسه ای به دستهابینی المللی مقایسه شد. مشخص شده است که پیششده بین
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A B S T R A C T  
 

 

Automatic waveform recognition has become an important task in radar systems and spread spectrum 

communications. Identifying the modulation of received signals helps to recognize different invader 
transmitters. In this paper, a noise aware model is proposed to recognize the modulation type based on 

time-frequency characteristics. To this end, Choi-Williams representation is used to obtain spatial 2D 

pattern of received signal. After that, a deep model is constructed to make signal clear from noise and 
extract robust and discriminative features from time-frequency pattern, based on auto-encoder and 

Convolutional Neural Networks (CNN). In order to reduce the effect of noise and adversarial disorders, 

a new database of different modulation patterns with different AWGN noises and fading Rayleigh 
channel is created which helps model to avoid the effects of noise on modulation recognition. Our 

database contains radar modulations such as Barker, LFM, Costas and Frank code which are known as 
frequently used modulations on wireless communication. Infact, the main novelty of this work is 

designing this database and proposing noise-aware model. Experimental results demonstrate that the 

proposed model achieves superior performance for automatic classification recognition with 99.24% of 
accuracy in noisy medium with minimum SNR of -5dB while the accuracy is 97.90% in SNR of -5dB 

and f=15 Hz of Doppler frequency. Our model outperforms 5.54% in negative and 0.4% in positive 

SNRs (even though with less SNR). 

doi: 10.5829/ije.2023.36.08b.06 
 

 
1. INTRODUCTION1 
 
Nowadays, digital communication plays a critical role in 

human life. By growing the number of transmitters in 

industrial mediums, i.e., Internet of Things (IoT), and 

with the limitation in telecommunication channels, using 

Cognitive Radio (CR) communications has been grown 

up. One of the necessary tasks for receivers is to identify 

the parameters of receiving unknown signals, such as 

kind of modulation. Therefore, Automatic Modulation 

Classification (AMC) can play a significant role in 

cognitive radio and Electronic Intelligence (ElInt).  AMC 

is important for communication monitoring, spectrum 

awareness and adaptive communication [1] . AMC is 

necessary for both civilian and military services. One of 

the important applications of AMC can be sensed in 

Electronic Warfare (EW) in which receiver should be 

able to detect the modulation of unknown and adversarial 

 

*Corresponding Author Email: a.sezavar@birjand.ac.ir (A. Sezavar) 

signals. Beside cognitive radio, AMC is critical for radar 

radar receivers since waveform of modern signals can be 

changed in every pulses [2]. 

Researches in AMC have denoted two main 

categories, using Likelihood for blind classification and 

using feature extraction for detecting the kind of 

modulation. Since likelihood-based methods are time 

consuming with high computational complexity, feature 

based methods are more popular. In this way, blind 

modulation detection is done by extracting features from 

received signals and based on them, determine which 

modulation is used. Although there are different methods 

for feature extraction such as extracting hand-crafted 

features and extracting features based on machine 

learning, there still are some important challenges for 

AMC  such as noisy mediums, adversarial attacks, 

multipath fading, and time varying and frequency 
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selective channels which lead us to implement more 

robust and reliable systems. 

In this paper, a noise-aware model is defined based on 

Choi-Williams transform and hybrid deep learning 

networks. To this end, received signal is converted to 2-

D image which illustrates frequency features versus time 

and hybrid deep models learn to remove noises and 

extract robust features and classify the type of 

modulation. Also, a database of some important 

modulation with different amounts of noise is created to 

help models overcoming on noise effect. Block diagram 

of AMC by converting signal to images is illustrated in 

Figure 1. The novelty of the proposed method is 

designing arbitrary database in order for train and 

evaluate AMC systems. Also, a new combined noise-

aware medoel is designed by combining auto-encoders 

and CNN which is able to overcome noise challenges.  

The rest of this paper is constructed as follows. Literature 

review of recent works on AMC is on section 2. In 

section 3, a brief introduction of Choi-Williams method 

and Convolutional Neural Networks (CNNs) are denoted 

following by detailed of the proposed method. 

Experimental results and implementation setups are 

shown in section 4 in which, and section 5 concludes the 

paper. 

 

 

2. RELATED WORKS 
 
As mentioned before, because of complexity of 

likelihood-based methods, feature-based models are 

more popular. Classical approached of feature extraction 

have used hand-crafted methods. Aslam et al. [2] used a 

combination of KNN and genetic algorithms for 

modulation detection of four different types of digital 

modulations. They have used comulants hand-crafted 

features in order to classify by KNN. Abdelmutalab et al. 

[3] used high order comulants features of received signal 

in order to determine the modulation by defining 

hierarchical polynomial classifier. Their system has 

achieved accurate results on two types of modulations, 

M-PSK and M-QAM. Saharia et al. [4] used different 

strong features from time, frequency and statistics 

domain of received signals to determine the kind of 

modulation. After extracting features, a Random Forest 

(RF) classifier was trained to identifying the modulation.  

Most of recent researches on AMC have used 

machine learning methods especially deep learning. 

Several researches have used deep CNNs for extracting 

features from radio signals and classified them [5-9]. 

Since we want to use 2D inputs as images for CNNs, 

some resent works which converts received signals into 

2D inputs are presented. Yar et al [10] used Short Time 

Fourier Transform (STFT) to convert raw signals to 

images. Before using CNN to classify input images, 

Hough transform was used to illustrate pulses as a single 

line in each image. Choi-Williams transform has been 

used in [11] to obtain 2D time-frequency images of 

modulated signals. After that, Zhang et al. [11] used CNN 

to classify time-frequency images and determine the kind 

of modulation. Although reviewed works and some other 

researches have achieved good results, they are limited 

on few number of modulations and in normal noisy 

channels [12]. Therefore, we need model to work in 

different arbitrary noise and attacks more reliable.  
 

 

3. METHODOLOGY 
 
Since we are using Choi-Williams 2D transform to obtain 

time-frequency images, it is needed to briefly review it 

and find find more about it. Also, CNNs as a powerful 

tool of deep learning models should be introduced. So, 

before going on to the proposed method, 2D transform 

and CNN are briefly introduced.  

 

3. 1. Time-frequency Distribution            In order to 

obtain 2D images from raw signal, plotting time-

frequency distribution can be useful. Although there exist 

some transforms which produce time-frequency analysis, 

Choi-Williams transform is preferred because of its 

advantages in removing cross-term interference. Giving 

raw signal as 𝑢(𝑡), Choi-Williams distribution can be 

obtained as follows [11, 13]:  

𝐶𝑊(𝑓, 𝑡) = ∭ 𝑢(𝑠 + 𝜏
2⁄ ). 𝑢∗(𝑠 −

+∞

−∞
𝜏
2⁄ )𝑘(𝜆, 𝜏)𝑒𝑗2𝜋𝜆(𝑠−𝑡)𝑒−𝑗2𝜋𝑓𝑑𝜆𝑑𝑠𝑑𝜏  

(1) 

𝑘(𝜆, 𝜏) = exp⁡ (
(𝜋𝜆𝜏)2

2𝜎
⁄ )  (2) 

In which, 𝐶𝑊(𝑓, 𝑡) denotes the time-frequency 

distribution and 𝑘(𝜆, 𝜏) is a low-pass filter which helps to 

refuse cross-term interference and 𝜎 controls the 

bandwidth of the filter. By plotting 𝐶𝑊(𝑓, 𝑡), image can 

be obtained and can be processed.  
 

 

 
Figure 1. Block diagram of AMC using 2D transforms 
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3. 2. Deep Learning               Deep learning is a new 

machine learning approach in which high-level features 

are extracted from input data using hierarchical layers 

[14]. Deep learning has demonstrated excellent data 

processing performance by achieving excellent accuracy 

in image [15-18], video[19], natural language processing 

[20], time series [21] and audio processing [22]. 

Convolutional Neural Networks (CNNs) are among the 

deep learning algorithms that are suitable for image 

processing [23, 24]. Guo et al. [14] have specifically 

designed CNNs for two-dimensional (2D) data such as 

image and video, and they also have superior image 

processing accuracy. 
Deep learning differs from previous processing 

methods in that data is fed directly to the system in order 

to extract features, whereas in traditional processing, 

hand-crafted features were fed to algorithms for 

processing or classifying, such as artificial neural 

networks and other classifiers. In CNN, data is fed to the 

network which consists of some convolutional, pooling 

and fully-connected layers. During the training process, 

weights of convolutional kernels learn to extract 

meaningful features and fully-connected layers learn to 

classify  these features to related category. Thus, the input 

image goes throw these hierarchical layers to extract 

feature and determine in which class the input belongs.   

 

3. 3. Auto-encoder            An auto-encoder is a multilayer 

neural network that employs encoder and decoder layers 

to reconstruct input [25]. In the encoder, an input image 

(or signal) is sent to a network where features are 

extracted and a tiny vector is created by downsampling. 

The decoder then uses supervised learning to attempt to 

rebuild the input by feeding it the encoded feature vector. 

Auto-encoders have been utilized for a variety of 

applications, including feature extraction and denoising 

in image processing [26-28]. 
 

3. 4. Implemented Method          As any supervised 

learning model, the implemented method consists of train 

and test phase. To create the database, four different 

kinds of modulation, Barker, LFM, Costas and Frank 

code, are randomly created. Then, arbitrary AWGN 

noises with different SNRs are added to them in order to 

create input signal, 𝑥(𝑡) by:  

𝑥(𝑡) = 𝑟(𝑡)𝑚𝑖(𝑡) + 𝑛(𝑡, 𝑠) (3) 

where mi(t) denotes the modulated signal and 𝑖 ∈ 

(Barker, LFM, Costas and Frank code), 𝑟(𝑡) indicates 

Rayleigh fading channel described in Equation (4) and 

𝑛(𝑡, 𝑠) refers to AWGN noise and 𝑠 is parameters to 

control SNR. 

𝑟(𝑡) = 𝐾𝑒𝑗(2𝜋𝑓+𝜃) (4) 

where 𝐾⁡is the gain of Rayleigh fading channel, 𝑓 denotes 

Doppler frequency shift and 𝜃 is phase of path.  

In order to make system noise aware and be able to 

overcome noises and fading effects, Artificial Distributed 

Signals (ADS) are created. These signals are used then to 

train auto-encoder to create clear transforms of signals. 

By adding random noises in different amounts of Doppler 

frequency shifts, the ADS is created in the form of 

Equation (3). By using Equation (1), 2D transform of 

each input signal is created and stored as a RGB color 

image. If we show the decoder and encoder performances 

by D(. ) and E(. ) respectively, the loss function for 

training auto-encoder is defined as follows: 

𝐿 = ∑ ∑ √(𝐷(𝐸(𝑐𝑤′(𝑖, 𝑗)) − 𝑐𝑤(𝑖, 𝑗))2𝑗𝑖   (5) 

In which, 𝑐𝑤′(𝑖, 𝑗) is the 2D transformed of ADS and 

𝑐𝑤(𝑖, 𝑗) is the 2D transform of mi(t). the training concept 

of auto-encoder is illustrated in Figure 2. 

In training step, the train batch images are fed to CNN 

and during the training, until the loss function is 

minimum, kernel weights are updated in order to extract 

best features. Output of each convolution layer is 

calculated as follows: 

𝐶 = 𝑀𝑎𝑥(0⁡⁡, ∑ ∑ 𝑝(𝑖, 𝑗) × ℎ(𝑖, 𝑗)𝐾
𝑗=1

𝐾
𝑖=1 )   (6) 

 

 

 

 
Figure 2. Training concept of auto-encoder for reconstructing main signal from ADS 
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In which, 𝑝⁡is the value of pixel and ℎ⁡denotes the weight 

of filter and in order to model nonlinearity, maximum of 

convolution and 0 is calculated (ReLU function) and 

kernel size of each filter is⁡𝐾 × 𝐾. In the pooling layer, 

among 𝑁 × 𝑁⁡pixels, the maximum value is selected and 

rests of them are ignored. After some convolution and 

pooling, the model is followed by some fully-connected 

layers in which, neurons calculate a linear combination 

of all data in feature vector and activation function also 

is used to model nonlinearity. Output of each neuron is 

as follows: 

𝑓 = 𝑀𝑎𝑥(0⁡⁡, ∑ 𝑤𝑖 × 𝑛𝑖
𝐾
𝑗=1 )   (7) 

where 𝑛𝑖 ⁡ denotes a feature of is previous layer and 𝑤𝑖  is 

the relevant weight to it. After training, the model is 

learned to extract robust features and classify them in 

order to distinguish type of the modulation of input 

signal. The structure of the implemented method is 

illustrated in Figure 3 and the algorithm of the proposed 

method is demonstrated in Algorithm 1.  

 

 
Algorithm 1: proposed noise-aware deep model for 

modulation classification 

Train 

for 𝑖 in {Barker, Frank, Costas and LFM} do: 

 

Create random 𝑚𝑖(𝑡) 
Compute 𝐶𝑊 using Eq.2 and Eq.3 

Initialize 𝐾, 𝑓 , 𝜃 and 𝑠 

r(t) = Kej(2πf+θ) 
𝑥(𝑡)⃪𝑟(𝑡)𝑚𝑖(𝑡) + 𝑛(𝑡, 𝑠) 
Compute 𝐶𝑊′ using Eq.2 and Eq.3 

Train auto-encoder 

Initialize 𝑤𝑖 for layers and 𝐿 

While 𝐿 < ℰ: 

 

 

 

 

𝐿𝑡+1⃪∑ ∑ √(𝐷𝑡(𝐸𝑡(𝑐𝑤′(𝑖, 𝑗)) − 𝑐𝑤(𝑖, 𝑗))2𝑗𝑖   

𝐷𝑡+1⃪𝐷𝑡 

𝐸𝑡+1⃪𝐸𝑡 

 

Train CNN 

Initialize 𝑤𝑖  

While max_itteration is not reached: 

 For all filters and neurons in all layers do: 

 𝐶𝑡 = 𝑀𝑎𝑥(0⁡⁡, ∑ ∑ 𝑝𝑡(𝑖, 𝑗) × ℎ𝑡(𝑖, 𝑗)𝐾
𝑗=1

𝐾
𝑖=1 )  

𝑓𝑡 = 𝑀𝑎𝑥(0⁡⁡, ∑ 𝑤𝑖
𝑡 × 𝑛𝑖

𝑡𝐾
𝑗=1 )  

𝑡 ← 𝑡 + 1 

End 

End 

Test 

Compute 𝐶𝑊 of input signal using Eq.2 and Eq.3 

Compute (𝐷(𝐸(𝐶𝑊))) 

Feed to trained  CNN 

Find argmax(labels) 

 

 

4. RESULTS  

 

In this section, before going to details of implementation 

and results, the dataset which is created for this paper is 

illustrated in subsection 4.1. 

 

4. 1. Dataset            In order to prepare data for training 

CNN, four different kinds of modulation are considered, 

Barker, Costas, Frank code and LFM. For each kind of 

modulation, 120 random and different signals are created 

for training, with different amounts of AWGN noises 

with different SNR from -5dB to 5dB and 36 signals for 

test. Thus, we create totally 624 random noisy signals and 

transferred them to 624 RGB images. Some samples of 

created images for LFM modulation are shown in Figure 

4.  

 

 

 
Figure 3. Diagram of the proposed method in train and test steps 
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Figure 4. Samples of created images for a random LFM signal with different SNR 

 

 

4. 2. Simulation Details            To go to the details of 

implementation, it is noticed that codes are written using 

python language using necessary libraries such as 

Tensorflow and Keras1. For computing 2D images, 

Matlab is also used. The simulation was done on 8 GB of 

RAM and core i-5 Intel CPU.  For training auto-encoder 

and CNN, best hyper-parameters are obtained by tuning 

different amounts. The loss functions for auto-encoder 

and CNN was Binary and Categorical Cross-entropy, 

respectively; minimizing by Adam optimizer with 

Learning-rate of 0.005. For training, data is randomly 

divided to training (80%) and validation (20%) set. 

Because the model performs the same in training and 

validation data, it is understood that it can be used 

generally for new data with high performance. Also, by 

looking loss function curves of auto-encoder, it is found 

that the auto-encoder is trained well and is able to 

reconstruct input image clearly.  
 

4. 3. Numerical Results          In order to show the 

performance of auto-encoder, some input noisy signals 

and output examples of the trained auto-encoder is 

illustrated in Figure 5 in which, four different samples of 

created ADS are shown. The first one is Barker signal 

with SNR=-4db in Rayleigh fading channel with Doppler 

frequency of 5 Hz. After using the auto-encoder, the 

pattern is clearly reconstructed and most parts of noises 

are removed as well as in other samples. It can be seen 

from this figure than Costas signal even with -5dB of 

SNR and 10 Hz of Doppler frequency is reconstructed 

well and clear. Results of implementing the proposed 

method with different SNR from 1 dB to -5 dB are 

illustrated under the Rayleigh fading channel with four 

different Doppler frequencies, 0, 5, 10 and 15 Hz. For 

each Doppler frequency, one diagram is considered 

 
1 Https://keras.Io/ 

which compares the accuracies of detection under 

different SNRs of white Gaussian noises.  
From Figure 6, it can be found that in f=0HZ, 

accuracies for LFM code are upper than other and 

decreases from 100% to 98.6% in SNR -5dB. It can be 

understood that reducing 5 dB  of SNR decreases just 

1.4% of performance and it means that noise-aware part 

of model prevent noises to lack performance very much. 

Also, by increasing frequency to 15 Hz (which means the 

worthy of fading channel), accuracy of LFM falls to 

98.41%. Therefore, it can be understood that the 

proposed model performs well even with an increase in 

the effect of fading Rayleigh channel. The lowest 

accuracy belongs to Costas modulation which is 97% in 

-5 dB and f=0 Hz and decreases to 96.94 in -5dB and f=15 

Hz. As an ablation study, separate performance with 

different amount of noises and Doppler frequencies of 

fading channel for the proposed method, the proposed 

without auto-encoder and two other famous deep CNNs, 

are illustrated in Table 1. Based on Table 1, it can be 

found that although by using well-known CNNs such as 

VGGNet [29] and ResNet50 [24] and transfer learning, 

good performance can be achieved, but it will decease 

meaningful by decreasing SNR and increasing Doppler 

frequency in Rayleigh fading channel. Using the 

proposed method, the performance is more stable against 

different sittuations. In order to compare the results with 

the related works of AMC, accuracy of the proposed 

method and some related and new researches are shown 

in Table 2. To compare, the performance is computed in 

AWGN channel without fading.   

As can be seen in Table 2, model proposed by Zhang 

et al. [11] achieved 93.7% of accuracy by combining 

CNN and image processing technique such as denoising 

and binarization on 8 different kinds of modulation.  

SNR=-5dB 

SNR=-3dB 

SNR=+1dB 

https://keras.io/


1464                               M. Aslinezhad et al. / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1459-1467 

 

 

 
Figure 5. Samples of different ADS (first row) and their relative cleared pattern after the proposed auto-encoder (second row) 

 

 

 
           (a)                                                                      (b) 

 
         (c)                                                                       (d) 

Figure 6. Comparison the accuracies of detection different modulations under different SNRs of white Gaussian noises with four 

Doppler frequencies, 0, 5, 10 and 15 Hz shown in part (a), (b), (c) and (d), respectively 

Signal: Barker 

SNR= -4dB 

Doppler f= 5Hz 

  

  

Signal: Costas 

SNR= -5dB 

Doppler f= 10Hz 

  

  

Signal: LFM 

SNR= -3dB 

Doppler f= 5Hz 

  

  

Signal: Frank 

SNR= 1 dB 

Doppler f= 10Hz 

  

  

Sample 2D patterns of ADS 

  

Reconstructed for noise removal 
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TABLE 1. Numerical results and ablation for different methods under AWGN noises with SNR=0dB and -5 dB and Doppler 

frequencies of Rayleigh fading channel with f=5Hz, 10Hz and 15Hz 
 Doppler f=5 Hz Doppler f=10 Hz Doppler f=15 Hz 

Model modulation SNR=0dB SNR=-5dB SNR=0dB SNR=-5dB SNR=0dB SNR=-5dB 

VGGNet 

Barker 98.15% 90.91% 93.20% 89.80% 90.13% 81.70% 

Costas 96.73% 88.23% 91.99% 84.20% 86.07% 78.16% 

LFM 99.03% 97.03% 97.70% 88.37% 89.43% 82.84% 

Frank 98.08% 94.05% 93.86% 85.92% 88.03% 79.01% 

ResNet50 

Barker 99.01% 92.70% 94.56% 91.17% 92.47% 89.21% 

Costas 95.03% 90.42% 92.51% 88.49% 88.82% 81.40% 

LFM 98.99% 96.86% 97.51% 93.13% 92.24% 89.42% 

Frank 97.04% 92.17% 94.46% 89.18% 90.11% 84.51% 

CNN (without 

transfer 

learning) 

Barker 98.30% 91.48% 94.32% 90.06% 91.82% 87.63% 

Costas 96.23% 89.70% 91.09% 86.41% 87.19% 82.96% 

LFM 99.30% 97.72% 98.03% 94.93% 95.14% 93.02% 

Frank 98.21% 95.42% 96.06% 91.73% 93.51% 89.86% 

CNN+AE (the 

proposed) 

Barker 100% 98.27% 100% 98.25% 99.86% 98.22% 

Costas 100% 96.91% 99.94% 96.92% 99.95% 96.94% 

LFM 100% 98.56% 99.97% 98.49% 99.93% 98.41% 

Frank 99.93% 98.16% 99.91%% 98.25% 99.90% 98.04% 

 

 

TABLE 2. Comparison between the proposed method and 

some state-of-the-art models for AMC in AWGN noises 

Method SNR Description Accuracy 

CNNBD 

[11] 
-2dB 

CNN+binarization

+denoising 
93.7% 

SCNN [10] -10dB, 10dB STFT+CNN  68.27%, 93.7% 

SVMCNN 

[32] 
2dB, +20dB SVM+CNN 82.27%-98.52% 

FCNN [33] -10dB, +20dB Fusuion CNN 0.09%-99.96% 

3DCNN [5] 8dB, 25dB 3D CNN 98.1%, 99.6% 

The 

proposed 
-5dB, 0dB 

CNN+nosie-

aware training 
99.24%, 100% 

 
 

Combining CNN with different feature representation 

such as Short Term Fourier Transform (SIFT) and 

Support Vector Machine (SVM) leads to maximum 

accuracy of 93.73% and 98.52% in +10dB and +20 dB 

noises [10, 30]. However, between state-of-the-art 

models, fusion CNN [31] has achieved 99.96% of 

accuracy in +20dB noise and variation between 

accuracies are 98.1% and 99.6% in 3DCNN [5]. The 

proposed model achieves 100% accuracy when the SNR 

is 0 dB and 99.24% in the noisy environment with SNR= 

-5 dB which means that our method can be used generally 

and reliably in noisy medium.   

5. CONCLUSION  
 

Since Automatic waveform recognition is an important 

and challengeable task in radar systems and spread 

spectrum communications, this paper aims to implement 

a robust system for modulation classification in noisy 

medium. To this end, an arbitrary noisy database is 

created in which, different kinds of Barker, LFM, Costas 

and Frank code modulation in different  AWGN noises 

are demonstrated under different Doppler frequencies of 

fading Rayleigh channel. Therefore, a system is 

implemented using Choi-Williams distribution to 

achieve and plot 2D features and by combining 

convolutional neural network and auto-encoder for 

training on the crated database. Experimental results 

showed that the proposed model outperforms new 

models by achieving 99.24% accuracy in minimum SNR 

of -5dB while the accuracy is 97.90% in SNR of -5dB 

and f=15 Hz of Doppler frequency. Numerical results 

proof that the model can be used generally on automatic 

modulation classification since the performance is stable 

in different noisy environments   
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Persian Abstract 

 چکیده 
 یی به شناسا  یافتیدر  یها  گنالیس  ونیمدولاس  ییشده است. شناسا  لیگسترده تبد  فیو ارتباطات ط  یرادار  یها  ستمیمهم در س  فهیوظ  کیبه    مدولاسیونخودکار    صیتشخ  امروزه

  ن ی ا یاست. براشده شنهادیفرکانس پ-مانز یهای ژگیبر اساس و ونینوع مدولاس صیتشخ  یبرا زیمدل آگاه از نو کیمقاله،  نیکند. در ا ی مهاجم مختلف کمک م یفرستنده ها

 حذف نویز از سیگنال   یبرا  قیمدل عم  ک یشود. پس از آن،    یاستفاده م  یافتیدر  گنالیس  ییفضا  یدو بعد  یبه دست آوردن الگو  یبرا Choi-Williams شیمنظور، نما

و    زینو  ری. به منظور کاهش تأثشودیساخته م (CNN) ی کانولوشن  یعصب  یهاشبکه  خودرمزگزار وبر اساس    ،یفرکانس زمان  یاز الگو   زیو متما  یقو  یهایژگیاستخراج و

کند تا  یشده است که به مدل کمک م جاد یا شوندهمحو یلیو کانال ر AWGN مختلف یزهایمختلف با نو ونیمدولاس یاز الگوها  دیداده جد گاه یپا کیاختلالات متخاصم، 

  ون یاست که به عنوان مدولاس Frank و   Barker  ،LFM،Costas مانند کد  یرادار  یها  ونیداده ما شامل مدولاس  گاه یکند. پا  یر یجلوگ  ونیمدولاس  صیبر تشخ  ز یاز اثرات نو

  ی تجرب  جینتا  به نویز است.    داده جدید و ثانیا طراحی مدل آگاهدرواقع، نوآوری روش پیشنهادی، اولا ایجاد این پایگاه شوند.  یشناخته م   میس  ی پرکاربرد در ارتباطات ب  یها

که   یدر حال آوردی به دست م SNR 5-dB با حداقل زینوی ط یدرصد دقت در مح 99.24خودکار با  یبندطبقه  صیتشخ یعملکرد برتر را برا یشنهادیکه مدل پ دهدی نشان م

های   SNRئر  %0/4های منفی و   SNRدر   %5/54روش پیشنهادی باعث پیشرفت دقت به اندازه  .درصد است 97.90هرتز فرکانس داپلر  f=15 و SNR 5-dB دقت در

 .مثبت شده است
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A B S T R A C T  
 

 

In the Internet of Everything era, the Energy Internet of Things (IoT), as a typical application of IoT 
technology, has been extensively studied. Meanwhile, blockchain technology and energy IoT can be 

coordinated and complementary. The energy IoT is diversified and has a high transaction demand. it is 

an issue worthy of research to discuss the impact of the energy IoT environment on the performance of 
blockchain consensus algorithms and guarantee blockchain stability in energy IoT environment. In the 

research, an incentive mechanism based on Stackelberg game is proposed for the network scenario 

involving multiple roadside units and user nodes. The proposed strategy is analyzed through the Matlab 
simulation platform. The simulation results show that the proposed scheme can effectively protect the 

interests of blockchain users and miners. It also can improve the security and stability of the blockchain-

based energy IoT system. Moreover, the numerical results not only verify the model feasibility. It also 

shows that when there are many blockchain miners, the model performance is fine. However, when the 

number of miners reaches a certain value, there will be unobvious growth. Furthermore, it is also 

confirmed that the wireless energy IoT environment will also create a certain impact on the game model. 

doi: 10.5829/ije.2023.36.08b.07 
 

 

NOMENCLATURE 

N  The set of miner nodes dagTPS  
The number of transactions verified per second in the 
blockchain network 

( )sT   User's response time 
*

rU  The optimal total reward 

( )vT   The transaction verification delay *  The optimal equilibrium point 

( )wT   The queuing and service time 
*

lU  Benefit function 

lU  The user's benefit function 
( )

2

2

rU

x





 
The second derivative of 

rU  with respect to x  

( )if   The satisfaction function of blockchain users  ( )i   The verification delay of the transaction under high load. 

  The weight factor of the response time function, c  The computing and storage cost in each transaction 

lL  A convex function with respect to   ( )   The ideal response time demand 
*x  The optimal pricing strategy that can maximize 

rU .   

 
1. INTRODUCTION1 
 
Energy IoT is a new energy internet system based on 

cutting-edge technologies such as 5G and artificial 

intelligence, combined with energy. According to the 

complementary mode of different energy sources, energy 

internet greatly promotes the linkage between electricity, 

fossil, and heat energy sources with the help of internet 

 

*Corresponding Author Email: junquan123gong@163.com (J. Gong) 

technology [1]. Meanwhile, blockchain technology and 

energy IoT can be coordinated and complementary in 

integrated development. This complement is mainly 

reflected in decentralization, collaborative autonomy, 

marketization, and smart contracts. 

As a cutting-edge technology, blockchain deeply 

integrates a series of emerging computer technologies 

such as distributed data storage, P2P (peer-to-peer) 
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transmission, consensus mechanism, encryption 

algorithm, and so on. It also displays distinct application 

characteristics of decentralization, openness and 

transparency, traceability, and tamper-proofness [2]. The 

application value and application scenarios of blockchain 

technology in the field of energy IoT have been deeply 

discussed in a large number of studies. Zhao et al. [3] 

summarized and introduced the development status of 

blockchain energy application engineering at home and 

abroad. And it has provided reliable development ideas 

and suggestions for the engineering application of 

blockchain technology in China's energy field. Zhang et 

al. [4] comprehensively and systematically sorted out the 

application dimensions of blockchain technology in the 

energy Internet. The key role of blockchain technology 

in the field of energy Internet has been elaborated in 

detail from the perspectives of energy, information and 

value. Fernández-Caramés et al. [5] described the 

demand for blockchain technology in the IoT field and 

the impact of its application on the development of the 

modern IoT. Doshi and Varghese [6] examined how 

renewable energy and AI-powered IoT can be used to 

improve agriculture. The paper explores how to use 

technologies to optimize crop yield, reduce water 

consumption and improve the efficiency of the 

agricultural industry. The authors also discussed 

potential challenges and solutions to ensure successful 

implementation of smart agriculture. Wang and Liu [7] 

presented an energy efficient optimization method for 

smart-IoT data centers based on task arrival. The authors 

proposed a task scheduling algorithm to minimize energy 

consumption while ensuring system performance. The 

algorithm dynamically assigns tasks to different nodes 

based on task arrival, system load, and energy 

consumption. This approach is compared with existing 

scheduling algorithms. The results show that this method 

improves energy efficiency while maintaining system 

performance.  

However, the most concerned challenge is that the 

current performance of the traditional blockchain cannot 

meet the needs of high-frequency data usage. The 

traditional single-chain structure results in a limited 

number of transactions that can be processed in a 

consensus cycle. This cannot meet the dynamic 

scalability requirements for performance of blockchain 

technology in the actual production. Therefore, for the 

scalability of blockchain, a distributed ledger based on 

DAG is proposed, which greatly improves the system 

performance under high concurrency. How to balance the 

response strategies of each participant to protect the 

interests of blockchain users, miners and the system is a 

problem worth studying. 

Game theory is a mathematical model for the study of 

strategic interactions between rational decision makers 

[6, 7]. It can be used to analyze the strategies of nodes  

 

and the interactions between nodes. Due to the power of 

game theory, it is one of the new trends of future 

development to use game theory to solve the optimization 

problem in blockchain. The optimization problem, 

especially the CAP theory problem in current blockchain 

[8], is namely impossible triangle: decentralization, 

scalability and security. Secondly, the Stackelberg game 

model is generally widely used to solve the pricing 

problem between service providers and users [9, 10]. For 

wireless environments like Energy IoT, the work of end 

users needs to rely on the purchase of computing 

resources from edge computing networks. Modeling the 

interaction between the two using Stackelberg games is a 

problem worth investigating for system optimization. 

Nejati and Faraji [11] dealed with the issue of actuator 

fault detection and isolation for a helicopter unmanned 

aerial vehicle. The authors proposed a methodology 

based on the observer and residual generation technique 

to detect and isolate actuator faults in real-time [11]. 

Khosravian and Maghsoudi [12] discussed the design of 

an intelligent controller for station keeping, attitude 

control, and path tracking of a quadrotor using recursive 

neural networks. The authors proposed a control scheme 

based on the fusion of multiple recursive neural networks 

for precise control of the quadrotor [12]. Xiong et al. [13] 

discussed about cloud computing and pricing 

management for blockchain networks. Wei et al. [14] also 

investigated on application of blockchain for uncertainity 

in energy pricing and market pricing for the enegy 

sectors.  

Given the basis of game theory and the problems 

faced in this paper, this paper proposes a Stackelberg 

game-based incentive mechanism based on the DAG 

consensus mechanism. The game model simulates the 

interaction between blockchain users and miners, 

verifying the existence of the game balance point. The 

simulation results show that the algorithm can effectively 

improve the system security and stability. Specifically, it 

aims to improve the system security by encouraging 

miners to join the blockchain network, while meeting the 

needs of blockchain users. The rest of the paper is 

organized as follows. Section 2 introduces the related 

problems and system models. Section 3 introduces the 

best solution analysis and leader analysis. In section 4, 

the simulation results are analyzed and the system 

performance is evaluated numerically. Finally, section 5 

summarizes this paper. The research objective of this 

paper is to propose an incentive mechanism based on 

Stackelberg game model to simulate the transaction 

behavior between blockchain users and miners. The 

proposed scheme can effectively protect the interests of 

blockchain users and miners. The security and stability of 

the blockchain-based energy IoT system has been 

improved.  
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2. PROBLEM DESCRIPTION AND NETWORK 
MODEL 
 

2. 1. System Model        Our model consists of two 

entities: 1. blockchain user, namely solar inverter, 

vehicle, etc.; 2. Blockchain consensus node, namely 

roadside unit with computing and storage capabilities, 

also known as miner, as shown in Figure 1. It is 

noteworthy that in DAG, miners do not need a lot of 

computing resources in mining, just needing to verify 

every collected transaction. This is referred to as mining 

behavior in this paper. Blockchain users deliver 

transactions to miner nodes through wireless channels. 

Wireless channels require all blockchain users in the area 

covered by miners' nodes to compete with each other. 

Miner nodes communicate with each other via wired 

channels, run DAG consensus algorithms, validate and 

store the collected transactions. This consumes 

computing and storage resources. Due to the selfishness 

of nodes themselves, this is unfair for miners. Therefore, 

to maintain the normal operation of the blockchain 

system, it is reasonable for miners to charge certain 

transaction fees from blockchain users. For blockchain 

users, the transaction verification will cause new delays, 

so the process from publication to confirmation of 

transactions in the blockchain will go through two stages: 

delivery and verification. 
The blockchain network model considered in this 

study consists of multiple blockchain user clusters, each 

of which receives data by a miner node. Where, 

 1,..., cN N= represents the set of miner nodes. The 

number of blockchain users within the coverage area of 

each miner follows Poisson distribution, and the 

transaction arrival rate of users is ,i i N  . Moreover, 

each user has an independent satisfaction function whose 

value is related to its own response time needs and the 

miner's pricing x  of the transaction. In the blockchain-

based energy IoT, the user's response time ( )sT   is 

composed of two parts. The first part is the queuing and 

service time in the wireless phase ( ) ( ) ( )w q stT T T  = + , 

and the other part is the transaction verification delay

( )vT  , namely: 

( ) ( ) ( )s w vT T T  = +  (1) 

After joining the blockchain network, the user 

response time is more affected by the verification delay. 

The delay ( )vT  for transactions to be validated at miner 

nodes is the time it takes for the cumulative weight of 

blockchain transactions to reach the weight threshold. 

Due to the directed acyclic graph property in DAG, the 

verification delay is proportional to the transaction 

generation rate  . It means that blockchain users need to 

generate more transactions to meet the lower response 

delay requirements. 

Here, in view of the queuing process in the first stage, 

this paper only considers the transaction verification 

delay under stable high load. According to the 

description in DAG white paper, the change process of 

verification delay with transaction arrival rate   can be 

expressed as: 

2

2

- ( )
( ) ln(4 )

0.352 2

a

v s c

s c

W W TD
T L N D

L N
  

  
= +  (2) 

Since this study only considers the block verification 

process during the high load phase, we need to add a 

restriction on the transaction generation rate, i.e.: 

1

1N

i

i cN D


=

  (3) 

where, N  represents the mean value of the distributed 

blockchain user nodes. Meanwhile, it should be made 

clear that in the transaction delivery, the wireless channel 

capacity is limited. Therefore, the wireless channel will 

restrict the transaction delivery after the service intensity

1  . Therefore, this section sets restriction 1  , 

which can be specifically expressed as follows: 

[ ]
i

st

m

E T
   (4) 

 
2. 2. Analysis of Stackelberg Game Model Problem     
To encourage blockchain miners to share their computing 

resources, more miners are motivated to participate in the 

blockchain consensus to improve the system security. 

The system has the authority to require blockchain users 

to pay a fee for each transaction. And it allows blockchain 

users to have different needs for response time. 

Therefore, there is a non-cooperative game between 

blockchain users and miners. In this paper, an incentive 

mechanism based on Stackelberg game model is 

proposed to simulate the interaction between blockchain 

users and miner nodes. Where, the set of blockchain 

miners is the leader and blockchain users are the 

followers. Miners charge transaction fees at the expense 

of computing and storage resources, while blockchain 
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Figure 1. Game Model 
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users have higher demand for system response time. This 

paper mainly uses a game theory model to maximize the 

benefits of blockchain users and miner nodes. And it 

verifies the existence of equilibrium points in this game. 
 

2. 2. 1. Benefit Function of Blockchain Users          In 

terms of blockchain users, its benefit function includes 

satisfaction function of response time and incentive cost, 

namely transaction cost. The response time here 

represents the verification delay of transactions in the 

DAG network. Due to the different load of transactions 

arriving in the network, transactions have different 

verification delays. Therefore, the user's benefit function 

can be defined in the following equation: 

1 2( , ,..., )l i iU f x   = −  (5) 

In general, logarithmic function is used to evaluate 

user satisfaction [11]. Therefore, in this paper, the 

satisfaction function of blockchain users with respect to 

response time is expressed as follows: 

( )( ) log 1 ( )i if g   = +    (6) 

where,   represents the weight factor of the response 

time function, and ( )i  represents the verification delay 

of the transaction under high load. It has been calculated 

previously. It can be known that ( )i   is a function 

inversely proportional to the transaction rate 
i . Let

( )
1

( ) =
( )

i

i

g  
 

, so that can be clearly understood 

Equation (6). 

Through the above analysis, the expression of user 

benefit function can be rewrite as follows: 

( )log 1 ( )l i iU g x   = + −    (7) 

 

2. 2. 2. Benefit Function of Blockchain Mine         For 

the blockchain miners, their benefit function is defined as 

the charged transaction fees minus the cost of computing 

resources consumed per transaction. Miners aim to help 

blockchain users verify and store valid transactions and 

charge transaction fees x  for each transaction, thereby 

maximizing revenue. Mathematically, the optimization 

problem can be expressed as follows: 

( )dag

r

c

x
U TPS c

N
= −  (8) 

where, =2dag

s cTPS L N  represents the system throughput 

in the blockchain network under the wireless channel 

service strength 1  . That is, the number of transactions 

verified per second in the blockchain network. In 

Equation (8), the first term represents the average 

verification revenue of all blockchain miners. The second 

term is the computing and storage cost in each transaction

c . This paper assumes that each user has the same 

transaction request, i.e. 
i  . 

In general, the benefit functions of leaders and 

followers are expressed as follows: 

max

Leader : max ,

1
  s. t  

[ ]

Followers : max ,

  s. t

l

c st

r
x

c

U

m

NN D E T

U

N c x x



 

 

 
(9) 

 
 
 
3. ANALYSIS OF OPTIMAL SOLUTION 
 
According to the Stackelberg game model proposed in 

section 2.2, both blockchain users and miners are rational 

users who want to maximize their revenues. If one party 

achieves the maximum revenue, it will damage the other 

party's revenues and eventually lead to game breakdown. 

Therefore, an equilibrium point must be found so that 

both buyers and sellers can accept it. In the model, firstly, 

blockchain miners fix the price of each transaction on the 

basis of their own cost function to gain the optimal total 

reward 
*

rU  from their own strategy space. Secondly, 

blockchain users choose respective response time 

strategy according to the pricing of miners. In this 

section, backward induction [15, 16] will be used to first 

analyze the benefit function of the following blockchain 

user, especially the verification delay, to obtain the 

optimal equilibrium point 
*  and benefit function 

*

lU
 of 

the blockchain user. Then, analysis will be made on the 

optimal equilibrium point 
*x  and benefit function 

*

rU
of 

the leading blockchain miner. Finally, in the distributed 

environment, the optimal solution can be obtained with 

the help of our proposed iterative update function. 

Therefore, definition 1 can be obtained based on the 

above analysis. 

Definition 1: Let the policy set of blockchain users be

 1,..., iR  =
, and the policy set of miners be

 1,..., jC x x=
. When x is fixed, if 

* meets

( ) ( )* , , , ,l i l iU R x U R x  −
, i−  indicates the user policy 

set excluding
*

i . Meanwhile, when  is fixed, if 
*x

meets
( ) ( )* , , , ,r j r jU x C U x C −

, 
*

jx j− represents the 

miner strategy set excluding. Then, the strategy
( )* *,λ x

 

is the optimal equilibrium point of the non-cooperative 

Stackelberg game. 
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3. 1. Follower Analysis        Through backward 

induction, first the benefit maximization strategy of the 

follower blockchain user is analyzed. For the benefit 

function of blockchain users, its derivative is as follows: 

( )
 

2

2 2

2 2
2

=
( )

+
2

2

2
( ) 1

( )

l

a

s c

l s c

s c
a

a

U
x

W W T

L N

U L N

L N
W W T

W W T






 

 

   


− −



 
 = −
   

− +  
−    

(10) 

From the analysis of the above two expressions 

combined with the derivation in section 3, the second 

derivative 

2

2
0lU






  of lU
 can be concluded. lU

 is 

clearly convex function with respect to  . Due to the 

constraint conditions in Equation (9), generally Lagrange 

multiplier method is used to solve the optimization 

problem. After substituting the constraint conditions into 

the benefit function, the following expression can be 

obtained. 

( ) ( )
1

, , log 1 ( )

[ ]

l

st

L g x
NN D

c

m

E T

        

 

 
 = + − − −    
 

 
− − 

 

 
(11) 

Based on this, the KKT condition can be obtained as 

shown in Equation (12). Where, * represents the optimal 

solution. 

* *

* *

*

*

* * *

0,
[ ]

1
=0,

0,
[ ]

1
0,

0, 0, 0.

st

st

m

E T

NN D
c

m

E T

NN D
c

 

 





  

 
− = 

 

 
 −
 
 

− 

− 

    

(12) 

Let 

( ), ,
0

lL   




=

 , then the optimal policy 
* of 

blockchain users can be obtained. 

*

* * 2

( )

2

a

s c

W W T

x v L N




  

−
= −

− +
 

(13) 

It is noteworthy that 
* is a function of 

* *, ,x v  , 

which means that the corresponding
* *, ,x v  is the 

information necessary to get
* . In addition, the 

instantaneous values of iteration parameters ,t t   at time
t  can be calculated by solving Equations (11) and (12) 

simultaneously, as shown in Equation (14). t represents 

the index of iteration times. 

 
2

3

( )
log 1

[ ] 2 [ ]

1

[ ]

( )1
log 1

2

1

[ ]

at

st s c stt

st c

t a

s c
t

st c

W W T mm
x

E T L N E T

m

E T NN D

W W T
x

NN D L NN D
c

m

E T NN D


 




 



  − 
− +  

  
=


−




 − − + 
  =


−

  

(14) 

 
3. 2. Leader Analysis        On the basis of the optimal 

strategy of the following blockchain user, the second step 

of backward induction method is to use the obtained 

optimal strategy solution of the follower and substitute it 

into the leader's utility function. Then the first order and 

second derivative analysis is used in the Stackelberg 

game to find the optimal strategy *x  of the leading 

blockchain miner. 
For the blockchain consensus node, based on 

backward induction, the second derivative of rU  with 

respect to x  can be expressed as follows: 

( )
( )

( )

2 2

2 2
2 2r

s c

U
L x N c

xx x

 


   
= + − 

     

(15) 

To prove the existence of extreme values of rU
, the 

concavity and convexity must be analyzed first. 

Therefore, to further solve the first and second 

derivatives of   with respect to x , the following 

expression can obtained: 

( )

( ) ( )

2

2

2 3

2

x x v

x x v

 



 




= −  − +


 =

  − +  

(16) 

By analyzing the above equation, the first and second 

derivatives ( )

2

2
0, 0

x x

  
 

 
 in Equation (15) can be 

obtained. Finally, through the above analysis, it can be 

obtained that when
( ) ( )

max 3 2

2 2cN c
x

x v x v

 

 
= +

− + − +
,

2

2
0rU

x




  if 
 min max,x x x

, and the benefit function rU
 

of blockchain miners is a convex function with respect to
x . 
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Therefore, when 
=2 0r

s c

U
L x N c

x x


 

  
+ − = 

   , the 

optimal strategy price 
*x of blockchain miners can be 

obtained, namely: 

( )

( ) ( )

* * * * 2

1* *

4 4 4 4

2 2 2 2 2 2

c c

c c c

x N c v N c

N c v N c N c

      

     
−

= − − + +


+ − + − − −  

(17) 

where, 
*x has a negative solution, which does not meet 

the conditions and will not be discussed here. Meanwhile, 

as can be seen from Equation (17); 
*x is a closed 

expression related to
* *, ,v  . Therefore, to solve this 

equation, the game strategies
* *, ,v   of both parties in 

the previous round must be obtained first. 

However, in a distributed environment, since the two 

sides of the game are non-cooperative, neither the 

blockchain miner nor the user knows the optimal strategy 

of the other. Therefore, this paper uses the classical 

iterative method [17] to find the optimal solution, and this 

process is shown in Algorithm 1. 

In Algorithm 1, if the iterative convergence condition 

is not met, the value calculated in this round will be used 

as the initial value for the next round of update, and this 

process will be repeated until ,x  converge. 

The above analysis, on the basis of definition 1, 

demonstrates that the optimal solution is the unique 

equilibrium solution by proving 1 and 2. 

Proof 1: For blockchain user, when the transaction 

price x  is fixed, 
* makes the user benefit function lU

 

 
 

Algorithm 1 Iterative update algorithm 

Input: initial value , ,t t tx  J , convergence accuracy  , 

other parameter values of energy IoT. 

Output: convergent * *, ,t x  . 

1: The number of initialization iterations =0t ; the flag bit 

flag=flase, the initial value of tx , 1t t

r r rU U U + = −  , 

denotes the convergence accuracy; 

2：while (!flag) 

3: The blockchain user gets tx  from the blockchain miner 

and updates it into ( )t tx ; 

4. The blockchain miner obtains the updated t  from the 

DAG network and substitutes it into Equation (17); 

5: Update ,t t   according to Equation (14); 

6：    if (
rU   ) 

7：         flag=true； 

8：         * *= ,t tx x  = ； 

9：    t=t+1； 

10：endwhile； 

11：return * *, ,t x  ； 

globally optimal. In particular, it is proved in section 3.1 

that

2

2
0lU






 , 

2 2

2 2
0l lL U

 

 
= 

   under KKT, so lL
 is a 

convex function with respect to  , which meets the 

contents of Definition 1. 

Proof 2: For blockchain miners, when the user gets 

the ideal response time demand ( )  , the optimal trading 

strategy   can be obtained. As proved in section 3.2, 

under the condition ( )

2

2
0rU

x





, 

*x is the optimal pricing 

strategy that can maximize rU . 

 

 
4. PERFORMANCE EVALUATION 
 
In this paper, an incentive scheme based on Stackelberg 

game is proposed for the network scenario involving 

multiple roadside units and user nodes. The proposed 

strategy is analyzed through the Matlab simulation 

platform. The following will first explain the scenario 

setting of simulation verification. The specific simulation 

parameters are shown in Table 1. 

In this section, the system performance is evaluated 

numerically from three aspects. First, the update process 

of blockchain user and miner policies with the number of 

iterations is examined. Second, the influence of user 

distribution on benefit function in the energy IoT 

scenario is considered. Third, as the number of 

blockchain miners increases, the change trend of the 

benefit function is analyzed. 

Miners, as leaders, first have the authority to 

formulate pricing strategies. This is to update respective 

strategies for following blockchain users on the basis of 

miners' strategies to meet their own response time 

requirements. Figure 2 represents the iterative update 

process of transaction pricing for blockchain miners. In 

this figure, transaction price decreases with an increase 

in the number of iterations, which ultimately converges 

to a stable value. This is because only when the 

transaction price x  is lower, blockchain users will choose  

 

 
TABLE 1. Simulation Parameters of the Game Model 

Parameter Value (range) 

DAG transaction broadcast delay D 1×10-2s 

DAG verification threshold W 800 

DAG transaction weight 3 

Wireless transmission transaction threshold m 32 

Algorithm convergence accuracy ε 10-8 

Weight factor θ 1 

Mining cost in transaction c 10-2 
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Figure 2. Update Process of Transaction Price Strategy with 

the Number of Iterations 
 

 

to increase transaction arrival rate strategy  . Although 

transaction price falls, a greater number of transactions in 

the network will make miner's total revenue increase. In 

addition, as the number of miners increases, so does the 

ability to collect transactions in the network. Therefore, 

despite the low transaction price, the miners' revenue can 

still be guaranteed. 

Figure 3 shows the change trend of the transaction 

demand rate of blockchain users with the number of 

iterations under different number of miners. Similarly, it 

can be seen from the figure that with an increase in the 

number of iterations, the transaction demand rate of 

blockchain users increases and finally enters a stable 

state. This is because as the number of miners increases, 

the transaction price decreases, which exactly encourages 

blockchain users to demand faster transaction rates. 

Where, verification delay ( )vT   is a function of  , 

which represents the transaction verification delay of 

blockchain users. As can be seen from Figure 4, with an 

increase in the number of iterations, the value of ( )vT 

will gradually decrease, which is consistent with the 

analysis result in Figure 3. Since ( )vT   is inversely 

proportional to  , when   increases, the user’s 

verification delay will decrease. Consequently, the 

benefit function of the user is guaranteed, and eventually, 
( )vT   will tend to a stable value. 

Figures 5 and 6 show the impact of the number of miners 

on the benefit functions of blockchain users and miners 

themselves. According to the figure, as the number of 

miners increases, the benefit function of blockchain users 

and miners will also increase. This is because more 

miners can process more transactions per unit time. That 

is, the number of transactions participating in the 

consensus process per unit time increases. This leads to 

the decrease of verification delay, the improvement of 
 

 
Figure 3. Update process of demand strategy for transaction 

arrival rate with the number of iterations 
 

 

 
Figure 4. Update Process of Transaction Verification Delay 

with the Number of Iterations 
 

 

 
Figure 5. Benefit Function of Blockchain Users 

 

 

blockchain users' satisfaction, and an increase in 

transaction demand. For blockchain miners, although the 
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transaction price is falling, more transactions in the 

system can also ensure that miners gain decent revenue. 

This paper also shows distribution comparison of four 

groups of blockchain users in Figures 5 and 6. It can be 

seen that, due to the limitation of wireless environment, 

under greater blockchain user distribution area, that is, 

greater 


 value, the benefit function will be greater. 

However, despite the continuous increase in 


value, the 

difference between the two curves =0.15, =0.20   in the 

figure is obviously less than that of
=0.05, =0.10 

. 

This is because the dense distribution of blockchain users 

will lead to the continuous decline of transaction delivery 

efficiency in the wireless environment. This will slow 

down the growth in the number of transactions in the 

network, reducing benefits for blockchain users and 

miners. 

Through the above simulation, it can be concluded 

that the incentive mechanism proposed in this paper not 

only encourages miners to join the blockchain network. 

This increases the system stability and meets the response 

time requirements of blockchain users. This is the 

purpose of this algorithm, namely, not only guaranteeing 

the interests of both parties of the game, but also 

improving the distributed stability of the system. 
 

 

6. DISCUSSION 
 

The proposed incentive mechanism based on Stackelberg 

game has numerically proved to be beneficial for both 

blockchain users and miners. Simulation results have 

shown that the proposed scheme can effectively protect 

the interests of blockchain users and miners, and improve 

the security and stability of the blockchain-based energy 

IoT system. This conclusion is supported by the results 

of several studies. For example, a survey conducted by 

Liu et al. [8] on blockchain  on the use of game theory to 
 

 

 
Figure 6. Benefit Function of Blockchain Miners 

analyze the incentives of different participants in an 

energy blockchain system found that the incentive 

mechanism proposed in their study was able to balance 

the interests of energy producers, consumers, and miners. 

Similarly, a study by Sun et al. [18] investigated on the 

impact of game theory on the security of blockchain-

based energy trading systems, and found that game-

theoretic approaches can effectively enhance the security 

of energy trading systems. Moreover, a study by Dong et 

al. [19] on the use of game theory to optimize the 

performance of blockchain-based energy trading systems 

found that the game-theoretic approach can effectively 

improve the performance of blockchain-based energy 

trading systems. These studies all provide evidence that 

the proposed incentive mechanism based on Stackelberg 

game can protect the interests of blockchain users and 

miners, and improve the security and stability of the 

blockchain-based energy IoT system. 

 
 
6. CONCLUSION 
 
In this paper, the Stackelberg game is used to coordinate 

the needs of blockchain users and miners. Blockchain 

users can upload data to the DAG blockchain by paying 

a fee to blockchain miners. Miners can gain revenue by 

charging transaction fees. Through the game, on the one 

hand, the revenue of the whole blockchain miners can be 

guaranteed, and on the other hand, the response time 

demand of blockchain users can be guaranteed. The 

numerical results not only verify the model feasibility, 

but also show that when there are many blockchain 

miners, the model performance is fine, but when the 

number of miners reaches a certain value, there will be 

unobvious growth. Furthermore, the wireless energy IoT 

environment can be confirmed that it will also create a 

certain impact on the game model. The simulation results 

also show that with an increase in the number of miners, 

the benefit function of blockchain users and miners will 

also increase. This is because more miners can process 

more transactions per unit time. This can reduce 

verification delay, improve blockchain users' 

satisfaction, and an increase in the transaction demand. 

For blockchain miners, although the transaction price is 

falling, more transactions in the system can also ensure 

that miners gain decent revenue. Overall, the results of 

this study show that the proposed incentive scheme based 

on the Stackelberg game model can effectively protect 

the interests of blockchain users and miners, and improve 

the security and stability of the blockchain-based energy 

IoT system. 

This research has several limitations. First, it only 

focuses on the game model between blockchain users and 

miners, and does not consider the impact of other factors 

on the system performance. Second, the simulation 

parameters are only applied in the energy IoT 
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environment. There is no discussion on the application of 

the proposed model in other scenarios. Third, the game 

model in this paper only considers the response time 

requirements of blockchain users, and does not consider 

the resource utilization efficiency of blockchain miners. 

To further improve the system performance, there is still 

a lot of work to be done in the future. First, the game 

model should be extended to consider the resource 

utilization efficiency of blockchain miners. Second, the 

game model should consider the impact of other factors 

on system performance such as network latency, 

transaction broadcast delay, etc. Third, the application of 

the proposed model should be further extended to other 

scenarios. Finally, additional research should be done to 

explore other incentive mechanisms for blockchain 

networks. 
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Persian Abstract 

 چکیده 
، به عنوان یک کاربرد معمولی فناوری اینترنت اشیا، به طور گسترده مورد مطالعه قرار گرفته است. در همین حال، فناوری (IoT)در عصر اینترنت همه چیز، اینترنت اشیا انرژی  

حیط اینترنت  بحث در مورد تأثیر م بلاک چین و انرژی اینترنت اشیا می توانند هماهنگ و مکمل یکدیگر باشند. انرژی اینترنت اشیا متنوع است و تقاضای تراکنش بالایی دارد.

ارد. در این تحقیق، یک  اشیا انرژی بر عملکرد الگوریتم های اجماع بلاک چین و تضمین ثبات بلاک چین در محیط اینترنت اشیا انرژی، موضوعی است که ارزش تحقیق د

ی کاربر پیشنهاد شده است. استراتژی پیشنهادی از طریق پلت  هاای و گرهبرای سناریوی شبکه شامل چندین واحد کنار جاده  Stackelbergمکانیسم انگیزشی مبتنی بر بازی  

. همچنین  تحلیل می شود. نتایج شبیه سازی نشان می دهد که طرح پیشنهادی می تواند به طور موثر از منافع کاربران بلاک چین و ماینرها محافظت کند  Matlabفرم شبیه سازی  

کنند. همچنین نشان می دهد که ل را تأیید می سنجی مدتواند امنیت و ثبات سیستم اینترنت اشیاء مبتنی بر بلاک چین را بهبود بخشد. علاوه بر این، نتایج عددی نه تنها امکان می

صی وجود خواهد داشت. وقتی ماینرهای بلاک چین زیادی وجود دارد، عملکرد مدل خوب است. با این حال، زمانی که تعداد ماینرها به مقدار مشخصی برسد، رشد نامشخ

 نیز تاثیر خاصی بر مدل بازی ایجاد خواهد کرد. علاوه بر این، همچنین تایید شده است که محیط اینترنت اشیا انرژی بی سیم 
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A B S T R A C T  
 

 

Voice activity detectors are presented to extract silence/speech segments of the speech signal to eliminate 

different background noise signals. A novel voice activity detector is proposed in this paper using 
spectro-temporal features extracted from the auditory model of the speech signal. After extracting the 

scale, rate, and frequency features from this feature space, a sparse structured principal component 

analysis algorithm is used to consider the basic components of these features and reduce the dimension 
of learning data. Then these feature vectors are employed to learn the models by the sparse non-negative 

matrix factorization algorithm. The model learning procedure is performed to represent each feature 

vector with a proper sparse rate based on the selected atoms. Voice activity detection of the input frames 
is performed by computing the energy of the sparse representation for each input frame over the 

composite model. If the calculated energy exceeds a specified threshold, it indicates that the input frame 

has a structure similar to the atoms of the learned models and concludes that the observed frame has 

voice content. The results of the proposed detector were compared with other baseline methods and 

classifiers in this processing field. These results in the presence of stationary, non-stationary and periodic 

noises were investigated and they are shown that the proposed method based on model learning with 
spectro-temporal features can correctly detect the silence/speech activities. 

doi: 10.5829/ije.2023.36.08b.08 
 

 
1. INTRODUCTION1 
 
One of the research fields in the speech signal processing 

is detection of silence/speech areas of the speech signal 

performed by a voice activity detector (VAD). The VAD 

block has an important role to eliminate the background 

noise from the speech signals. So far, different feature 

domains have been used to determine voice activities 

since the performance of VAD is closely related to the 

type of these extracted features. In these methods, an 

attempt is made to separate the speech frames from the 

silent sections of the speech signal. The energy of speech 

signal frames and the calculation of the zero-crossing rate 

(ZCR) are the most advanced features in this processing 

area [1]. Since various detectors have been introduced in 

many fields, this paper only deals with the methods 

presented based on the model learning technique. 

Ahmadi, and Joneidi [2] proposed a VAD algorithm 
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based on the sparse representation technique using an 

orthogonal matching pursuit algorithm (OMP) followed 

by the K-singular value decomposition (K-SVD) 

dictionary learning method. The detection criterion of 

voice activity was based on the energy in the sparse 

representation of the input frame over the learned voice 

dictionary. You et al. [3] proposed a VAD algorithm 

based on the sparse representation technique using the 

Bergman iteration method and online dictionary learning. 

In this algorithm, the sparse power spectrum criterion 

was defined to calculate two types of features and decide 

on the label of the input frames. This criterion was 

achieved by averaging over the different signal segments 

that include the short segment average spectrum and long 

segment average spectrum. The labels of the different 

parts of the input frame are determined by calculating the 

energy in these frames. You et al. [4] optimized 

algorithm for learning speech and noise dictionaries. The 
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goal of this optimization procedure was to reduce the 

coherence value between the learned dictionaries to 

obtain a robust VAD algorithm in the different noise 

conditions. The features used in this method were the 

modified versions of the features presented by You et al. 

[3] and include the long-time average energy and the 

long-time dynamic threshold. Also, Teng and Jia [5] 

designed a VAD algorithm using a non-negative sparse 

coding method with a noise reduction procedure. In this 

method, the input noise signal is first represented in the 

combined dictionary which contains the atoms associated 

with the speech and noise signals. The coefficients 

related to voice segments are then used as the desirable 

features in the conditional random field (CRF) method to 

model the correlation between the feature sequences and 

detect the speech and noise labels for each input frame. 

Mavaddaty et al. [6] used the spectro features of speech 

signal spectrograms to learn the models using the 

concepts of sparse representation and the K-SVD 

algorithm. In this work, two supervised and semi-

supervised methods were presented to eliminate the 

background noise from the speech signal. The main part 

of each method was the presented voice activity detector 

in the wavelet packet transform domain.  

The purpose of this paper is to increase the detection 

accuracy as much as possible based on the proposed 

model-based method by applying the spectro-temporal 

features. In this paper, scale, rate, and frequency 

characteristics extracted from the auditory model of the 

speech signal were used to learn models that show the 

structure of active parts of speech signals. In the 

following, the dimension of the mentioned features was 

reduced by the parse structured principal component 

analysis (SSPCA) algorithm and then the sparse non-

negative matrix factorization (SNMF) algorithm is 

employed to learn the dimensionless feature sets. 

In the second part of this paper, the auditory model 

and its extractive features are introduced. Section 3 

introduces the SNMF model  and the proposed VAD 

algorithm. In section 4, the performance of the proposed 

method is evaluated and the paper is concluded in section 

5. 

 

 

2. Spectro-Temporal Representation Using 
Auditory Model  

 
As stated, the recognition process to detect speech areas 

of the speech signal and separate these frames from the 

silence frames has a great importance in many speech 

processing applications. In this paper, the spectro-

temporal features are used to identify the speech 

segments of the speech signals that can be described 

using the auditory model. In this model, the auditory 

spectrum related to each speech is calculated. Then, the 

spectro-temporal features are extracted using this 

spectrogram and the auditory cortex model [7]. The 

features of the auditory cortex model have four 

dimensions: scale Ω, speech rate ω, frequency f, and time 

or frame number t. The auditory part of the cortical model 

is implemented by a time-frequency filter bank.  Each 

filter can operate at different rates and scales to simulate 

the cochlear of the human ear and the first layer of the 

auditory brainstem. This procedure of filtering at 

different rates and scales is performed linearly in the 

spectro-temporal space by the wavelet transform function 

or the two-dimensional Gabor filter [7-9]. 

The block diagram of the auditory cortex model is 

shown in Figure 1. Initially, the acoustic signal enters the 

filter bank that consist of 128 uniformly distributed 

bandpass filters along the frequency-logarithmic axis that 

models the performance of the outer membrane of the 

human ear. The output of this filter bank with a time-

frequency structure passes from three steps: a derivative 

high pass filter, a nonlinear compressor, and a low pass 

filter to simulate the inner portion of the human ear. In 

the following, the auditory spectrogram of the speech 

signal is obtained by the first-order derivative, half-wave 

rectifier, and integrator. Then, the spectro-temporal 

content of the auditory spectrum is achieved by a filter 

bank consisting of a two-dimensional Gabor filter. Then, 

a four-dimensional speech cortical signal including Ω 

scale in cycles/octave, speech velocity or rate ω in Hertz, 

frequency f, and the frame number of the input speech 

signal t is yielded . 

 

 

3. THE PROPOSED VOICE ACTIVITY DETECTOR 
 

In this section, the proposed VAD algorithm is presented 

using the extracted spectro-temporal features and SNMF-

based model learning. The proposed method employs 

model learning technique to represent the structure of the 

input frame. Model learning in this paper is performed by 

the sparse non-negative matrix factorization algorithm, 

which is the non-negative matrix factorization (NMF) 

procedure that has been added to the nonlinearity 

constraint. 

The combination of the sparse and NMF coding 

algorithms results in a model learning method called 

SNMF [10-12]. This technique results in a sparser 

representation than the NMF algorithm to apply the 

sparse constraints. In the SNMF algorithm, which is more 

robust than the NMF algorithm, the generalized Kolbeck-

Leibler divergence method used to determine lower 

approximation error in the data representation. In the 

sparse encoding technique, each input signal frame can 

be represented as a linear combination of the dictionary 

atoms. In this procedure, it is determined which set of 

atoms and coefficients represent the data frame with the 

least approximation error. These sparse coefficients for 

all input signal frames constitute the H sparse coefficient 

matrix, which is one of the outputs of the SNMF 

algorithm. Many coefficients in the sparse matrix H have 
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a zero value and indicate that each data frame can be 

represented only by a limited number of dictionary 

atoms. The sparsity or cardinality parameter determines 

the number of atoms in each representation procedure. 

The data matrix containing signal frames S can be 

modeled as follows by sparse coding: 

(1) S WH=  

where 
N LW R is a learned model or dictionary in which 

the columns are atoms. The W dictionary matrix contains 

L columns or atoms 
L

l l{W} =1  with the unit norm 

( ):,
W , , ,

l
  l L=  = 

2
1 1

. Also, the K-sparse coefficient matrix 

H with L≫K includes the representation coefficients 

related to the input data matrix [13]. The sparse 

representation problem that consists of the approximation 

error and sparse constraint parts is formulated as follows 

[13]: 

(2) 
*

H

H argmin S WH   s.t.  H C
2

2 0
= −   

where C represents the sparse rate or the number of non-

zero coefficients in each row of the sparse matrix H. This 

parameter must be set correctly to avoid massive coding. 

If the high value is selected for this parameter, the large 

numbers of atoms participate in the representation of the 

input data frame that is improper. On the other hand, if 

the low value is selected for this parameter, the atoms are 

not enough to represent the data structure, and then the 

approximation error increases. The NMF algorithm 

performs a linear analysis on the observed data matrix 
N MS R  and factorizes the input data matrix into two 

dictionary matrix 
N LW R  and the coefficient matrix 

L MH R  as I WH= with non-negative values, which L 

is smaller than M and N [13]. These matrices are 

employed to solve the following optimization problem: 

(3) 
( )  

  ( )

, , ,,
,

:,,

min , ( log( )

) . . , 0, W 1

i j i j i ji j
i j

li j
l

F W H S S WH S

WH      s t    W H

= −

+  =




 

The optimization of this cost function is based on the 

generalized Kullback-Leibler divergence method. 

However, solving this problem with other cost functions 

yields different versions of the NMF algorithm.  

As stated, the SNMF algorithm will obtain a sparser 

representation to consider a specified constraint than the 

NMF algorithm [11-13]. The generalized Kullback-

Leibler divergence algorithm is then used to determine 

the approximation error in the analysis of non-negative 

coefficients, which results in the following optimization 

problem : 

(4) 
( )  

  ( )

, , ,,
,

, :,,
,

min , (S log(S )

)  . . , 0, W 1

i j i j i ji j
i j

k j li j
k j l

F W H WH S

WH α h    s t    W H  

= −

+ +  =



 
 

The α parameter determines the weight coefficient of 

the sparsity part. The update of atoms in the W dictionary 

matrix is as follows: 

(5) 

*

k, j k, j i, j l, j

l

*

i,k i,k i, j l, j ,

,

l

*

i

* * *

i,

i k

k i,k i

i,l

i

k, j ,l

j

i

,k

w w )  

w h w )  ,  

 w w w )

h (h I h / (1 ),

(w I h

(

k j

j

h

= +

=

=



 






  

The NMF algorithm is obtained when the α parameter 

is omitted in Equation (5) [11]. Then, the dimensionality 

of the data matrix is reduced by the SSPCA algorithm to 

learn comprehensive models for the representation of the 

input data structure. The principal component analysis 

algorithm (PCA) is a commonly used statistical method 

to reduce data dimension and is used to convert the input 

data sets into a new set of the independent variables that 

include the maximum changes in the original data [13]. 

This algorithm presented to develop the SSPCA method 

which is used to estimate the basic components by 

applying a sparsity constraint [14]. The benefits of using 

this method include reducing computation time, 

extracting the components with more variance, and 

obtaining appropriate values for important variables of 

each problem. Further, by generalizing this algorithm, the 

SSPCA algorithm is obtained, which can extract the data 

with more variance using the sparsity and some structural 

constraints [15]. The non-convex form of the SSPCA 

algorithm is presented by Jenatton et al. [16] to solve the 

problem of structured sparse dictionary learning. The 

SSPCA is a robust algorithm to solve the occlusion 

problem using the block-coordinate descent algorithm for 

better data analysis. 

 

 

 
Figure 1. Block diagram of the cortical model of the speech signal 
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The block diagram of the proposed method to determine 

the labels of input speech frames using spectro-temporal 

properties is shown in Figure 2. 

 
 

4. DETAILS OF SIMULATION 
 

In this paper, the TIMIT dataset is used to determine the 

efficiency of the proposed method. This comprehensive 

speech dataset contains a large number of speakers and 

expressions that is suitable to consider the performance 

of a VAD algorithm [17]. The sampling rate of speech 

signals is set to 16kHz. The train and test scenarios 

contain 200 and 100 spoken expressions, respectively. In 

the training step, the phrases are uttered by 10 female and 

10 male speakers. In the test step, the phrases uttered by 

3 male and 3 female speakers were employed in the 

speaker-independent test. The data frame length is equal 

to 20 ms and the frame overlap is 50%. The parameter 

settings in the learning procedure are the same for all 

spoken data sources in the train and test scenarios.  

 

4. 1. Simulation Results         In the proposed method, 

the model learning procedure using the SNMF algorithm 

was used to identify silence/speech speech frames. The 

sparsity rate for the dictionary and the coefficients 

matrices in the SNMF algorithm are set to 0.9 and 0.7, 

respectively. These parameter values are achieved based 

on the experimental simulations to result in a lower 

approximation error. Also, the number of iterations and 

the sparsity parameter in the SSPCA as employed in 

dimension reduction are 250 and 0.6, which leads to 

stability in the solving procedure. The performance 

evaluation of the algorithms is determined by the 

classification accuracy rate, which is calculated by the 

percentage of voice and silence frames that have the 

correct labels for the entire test data. In the first step of 

the proposed algorithm, 100 speech signals with 

silence/speech labels selected from the TIMIT dataset are 

used to learn the model of scale, rate, and frequency 

features extracted from the auditory cortex model. The 

auditory model of these signals is computed and then 

applied to the model learning after employing the SSPCA 

dimension reduction algorithm. Finally, the the learned 

models that represent the structural features of the 

silence/speech segments are considered in the 

representation of the test input signal. The sparsity 

parameter in this algorithm means that each input data 

frame can only be represented by a linear combination of 

a small number of learned atoms. This parameter value is 

determined by the cardinality rate. Input data 

classification in this paper is not performed by the usual 

classifiers such as neural networks, support vector 

machine or decision trees, but it is suggested to design 

and use a model-based classifier based on the calculated 

energy of the extracted features from the sparse 

coefficients matrix. In the proposed detection procedure, 

the input signal is sparsely represented by the SNMF 

algorithm on the combinational dictionary D= [Ds Dr 

Df]. This composite model D consists of the learning 

models related to the scale, rate, and frequency features 

with the same parameter values in the training step. Then, 

the energy of the sparse representation coefficients 

obtained on each dictionary is computed as: 

 ( )F s r f

* * *

S R
H ,H ,H SNMF ,  D  D  DY=   (6) 

* * *

l l l

L L L

s r f
E E E

L
,

L
,  

L
H H H

2 2 2

1 1 1

1 1 1
= = =

= = =  s,l r,l f,l
           (7) 

where L represents the length of the frame and s
E , r

E , 

and f
E  are  the energy of the sparse representing related 

to scale, rate, and frequency features. Y  is the 

observation matrix. Also,
*

S
H , 

*

R
H  and 

*

F
H  are sparse 

coefficient matrices related to scale, rate and frequency 

features of the speech signal. The sum of energies is 

calculated and if this energy is more than half the energy 

of the input frame then it can result that the input frame 

contains the voice structure. If the difference between the 

calculated energy in the sparse coding procedure over the 

speech model and the energy of the input frame is less 

than a specified value of ε1=0.04, then the average energy 

of the SNMF coding coefficients for one frame before 

and one frame after the input frame is calculated as the 

short-term energy. The value ε1 has been obtained 

experimentally in various simulations. If the short-term 

energy is higher than half the energy of the input frame, 

the input frame has a speech label otherwise it will have 

a silence label.  
 

 

 
Figure 2. Block diagram of the proposed method to determine silence/speech speech frames using spectro-temporal properties 
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The time-frequency energy plot of the learned atoms 

based on the proposed SNMF-based VAD algorithm 

using the elliptical plots presented by Jafari and Plumbley 

[18] which is shown in Figure 3. This procedure 

determines how much of the time-frequency energy of 

frames is sparsely represented by the learned atoms. 

These plots show that the learned atoms according to the 

proposed method have been able to cover the entire time-

frequency space of the considered speech signals. The 

elliptical plot of the proposed method based on the 

frequency features is concentrated in the center of the 

time axis and it does not include the entire frequency 

content at different times. The proposed method consists 

of a wide time-frequency range caused by a proper 

matching with the content of observation signal and the 

dictionary atoms. 

The spectrogram plots of the atoms learned by the 

proposed method, the frequency features and the spectro-

temporal features are shown in Figure 4. These plots 

show that the learned atoms according to the proposed 

method have the highest energy coverage in the time-

frequency space and can precisely display the structure 

of the speech and silence frames.The parameters setting 

procedure was done according to the experimental 

simulations to have a proper decision on the input frame 

label. Since the input data frame with voice content has 

more energy in the sparse representation on the related 

dictionary so the energy criterion of the resulting sparse 

coefficients is used to determine the appropriate label. As 

a result, there is no need to use other classifiers, and the 

labeling procedure of the input frame can only be 

estimated using the SNMF algorithm. The results of the 

proposed method to detect the silence/speech frames are 

reported in Tables 1 and 2 for the speaker-independent 

and speaker-dependent detection scenarios, respectively. 

It is noteworthy that this paper has tried to evaluate the 

performance of the proposed VAD algorithm with the 

methods presented in the field of sparse representation 

technique. The results show that the proposed method has 

the ability to correctly identify the input area by applying 

the comprehensive learning models based on the 

structural content of the input frames. These results are 

slightly higher in the speaker-dependent scenario than in 

the speaker-independent scenario, which may be due to 

the overlap between the train and test data speakers. 

The results of the proposed algorithm were compared 

with the other voice activity detection methods 

introduced in this processing field. These methods 

include the algorithm presented by Sharma1 and Rajpoot 

[19] that utilizes a zero-crossing rate and clustering 

procedure and also the VAD method which uses a 

clustering method based on the Gaussian mixture model. 

Mavaddaty et al. [6] presented a VAD algorithm based 

on the energy of the sparse coefficient matrices extracted 

from the wavelet packet transform features of speech and 

noise signals. 

 
(a) 

 
(b) 

Figure 3. The elliptical plots of the time-frequency energy 

of the atoms learned by: a) the SMF-based VAD algorithm 

based on frequency features. b) the proposed method based 

on spectro-temporal features 
 

 

 
(a) 

 
(b) 

Figure 4. The spectrogram plot of the atoms learned by: a) 

the SMF-based VAD algorithm based on frequency features. 

b) the proposed method based on the spectro-temporal 

features 

https://www.sciencedirect.com/topics/engineering/coefficient-matrix
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TABLE 1. The average accuracy of the proposed VAD 

algorithm in a speaker-independent scenario 
Average accuracy Silent Voice #Sentences Speaker 

97.84 98.25 97.43 25 Woman 

97.86 98.11 97.62 25 Man 
 

 
TABLE 2. The average accuracy of the proposed VAD 

algorithm in a speaker-dependent scenario 

Average accuracy Silent Voice #Sentences Speaker 

98.28 98.36 98.21 25 Woman 

98.19 98.49 97.89 25 Man 
 

 

The sparse coding procedure was based on a 

combination of orthogonal matching pursuit algorithm 

(OMP) and coherence criterion. 

A VAD algorithm with a combination of 

convolutional recurrent neural network and a recurrent 

neural network was proposed by Wang and Zhang [20]. 

Also, a speech enhancement module was designed to 

improve the performance of VAD system in low signal-

noise ratio conditions. Jordán et al. [21] introduced a 

VAD system to identify correctly the speech frames 

based on recurrent neural networks. The model defined 

in this paper was learned using bidirectional long short-

term memory. 

A comparison is also made with the method presented 

by Ahmadi and Joneidi [2], which is based on a sparse 

representation using the orthogonal matching pursuit 

(OMP) algorithm and K-SVD dictionary learning 

algorithm. As mentioned before the presented VAD 

algorithm employed SNMF learning method with a 

sparse-based statistical structure as a model learning 

method that has been widely used in signal processing in 

recent [22, 23].  

These results are presented in Tables 3 and 4. The 

results show that the proposed method correctly 

identifies the voice and silent regions of the input speech 

signal. This success and superiority over other methods 

can be due to the use of appropriate learned models and 

the dimension reduction algorithm to eliminate the 

outlier data during the training step. In these simulations, 

the results of the speaker-dependent scenario are better 

than the speaker-independent test, which can be due to 

the similarity between the speakers in the train and test 

steps. The results show that employing spectro-temporal 

features and speech signal processing through the 

auditory model is a desirable approach to identify the 

speech frames. The combination of these two techniques 

has many applications as a pre-processing step in speech 

signal analysis. The first two rows in Tables 3 and 4 are 

the same since the methods proposed by Sharma1 and 

Rajpoot [19], they did not employ the learning-based 

technique and the detection procedure for them occurs in 

one step, not in the different scenarios. 

To investigate more the performance of the proposed 

method, the ROC curve obtained from the results of the 

proposed method and other comparable methods in the 

speaker-independent and speaker-dependent scenarios 

are shown in Figures 5 and 6, respectively, which 

emphasize the capability of the proposed method to 

achieve high accuracy in detection procedure . 
 

4. 2. Simulation Results in The Presence of 
Different Noise Signals           The quality of the speech 

signal can be significantly reduced in the presence of 

environmental noise signals and lead to the malfunction 

of hearing aids, automatic speech recognition systems, 

cell phones, etc. In this paper, a single-channel speech 
 

 

TABLE 3. The average accuracy percentage of the proposed 

algorithm and the compared methods to detect the 

silence/speech sections of the speech signal in the speaker-

independent scenario 

Average 

accuracy Silent Voice #Sentences  

96.11 96.67 95.56 50 Zero crossing-based 

method [19] 

97.59 97.78 97.41 50 GMM-based method  

97.56 97.89 97.23 50 
Sparse representation-

based method [2] 

97.94 97.97 97.92 50 
sparse dictionary learning-

based method [6] 

97.81 97.91 97.72 50 NN-based method [20] 

97.88 97.90 97.86 50 CRNN-based method [21] 

98.12 98.19 98.05 50 Proposed method 

 

 

TABLE 4. The average accuracy percentage of the proposed 

algorithm and the compared methods to detect the 

silence/speech areas of the speech signal in the speaker-

dependent scenario 

Average 

accuracy Silent Voice #Sentences  

96.11 96.67 95.56 50 Zero crossing-based 

method [19] 

97.59 97.78 97.41 50 GMM-based method  

97.81 97.93 97.69 50 
Sparse representation-

based method [2] 

97.99 98.01 97.98 50 
sparse dictionary learning-

based method [6] 

97.90 97.99 97.81 50 NN-based method [20] 

98.01 98.09 97.93 50 CRNN-based method [22] 

98.19 98.24 98.14 50 Proposed method 
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Figure 5. The ROC curve obtained from the results of the 

proposed method and other compared methods in the 

speaker-independent scenario 

 

 

 
Figure 6. The ROC curve obtained from the results of the 

proposed method and other compared methods in the 

speaker-dependent scenario 
 

 

processing corrupted by additive noise is considered. 

When the speech signal is exposed to non-stationary 

noise signals, the performance of the VAD algorithm 

decreases. This is especially for speech-like noise 

signals, that have fundamental overlap between the 

components in the spectro-temporal domain. Although 

the evaluation of the VAD algorithm is usually not 

performed in the presence of noise signals, in this paper, 

the performance of the proposed VAD algorithm in 

different noise conditions is investigated.  In none of the 

references in which the proposed method has been 

compared with them, such as [2, 19-23], the performance 

evaluation in the presence of noise has not been done, so 

the results of this method have not been reviewed in the 

noise conditions and only the proposed method has been 

evaluated. 

In this paper, a variety of noise signals consisting of 

white and babble noises from Noisex92 [24] car and train 

noises from Aurora2 [25] as well as piano noise from the 

piano society website1 have been considered to have a 

proper investigation about the performance of the 

proposed method. 

The block diagram of the proposed VAD algorithm to 

determine the labels of the input frames in the presence 

of the mentioned noise signals is shown in Figure 7. The 

learning procedures for speech and different noise signals 

were carried out with the same parameters in the SNMF 

coding algorithm and the dimension reduction technique. 

In recent years, the use of sparse representation 

techniques for voice activity detector algorithms in a 

noisy condition has increased. An ideal VAD is used to 

acquire the data frames needed to learn the noise signal 

dictionary as reported by Sigg et al. [26]. The data frames 

obtained by the non-speech frames of the noisy signal are 

not usually enough to learn a dictionary with low 

approximation error. The noise dictionary learning 

algorithm in this approach is performed in the speech 

enhancement step and leads to a significant increase in 

the computation time. Also, Sigg et al. [27] presented a 

generative coherence-based dictionary learning method 

using the pure noise data to train noise dictionary models. 

The offline learning process was performed with enough 

noise signals. In this paper, the advantages of the SNMF 

technique were utilized to learn the dictionaries for scale, 

rate, and frequency features. The model learning 

procedure for the noise signals is done without any 

problems since adequate noise data is available. This 

learning process for speech  and noise signals  is carried 

 

 
Figure 7. Block diagram of the proposed VAD based on spectro-temporal properties in the presence of noise signals 

 
1 http://pianosociety.com 
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out precisely in the same way. The sparse representation 

in the presence of noise is carried out over a composite 

dictionary that includes speech and noise models as: 
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where sn
E , rn

E , and fn
E  are the energy of the sparse 

representation corresponding to scale, rate, and 

frequency features of each noise signal. Also,
*

Sn
H

, 
*

Rn
H

and 
*

Fn
H

 are sparse coefficient matrices related to scale, 

rate, and frequency features of each noise data class. 

This procedure in the train and test steps should be 

carried out for each noise signal. The learning and 

dimension reduction procedures for all kinds of noise 

signals are done the same as a speech signal. According 

to Equation (8), the input noisy frame is sparsely coded 

over the composite dictionary 
 s r f sn rn fn
D  D  D  D  D D

. In 

this test step, the sum of the energies calculated from the 

sparse coefficient matrices for speech and noise signals 

is considered. The total energy calculated based on 

speech and noise model determines the label of the input 

noisy frames. If this calculated energy over the speech 

signal model is greater then the calculated energy over 

the noise model, the input frame is detected as speech 

frame, otherwise, a noise label is assigned to this frame. 

Also, if the energy difference calculated on the speech 

and noise models is less than a certain limit of ε2=0.08, 

then the total energy of the sparse coding coefficients for 

one frame before and one frame after the input frame is 

calculated over the speech and noise models to obtain the 

short-term energy of this representation. If the average of 

these calculated energies on the speech model is higher 

than the noise model, the speech label is assigned to the 

input frame, otherwise the noise label. 

The average results of the proposed method to assign 

the proper labels in a speaker-independent scenario in the 

presence of various noise signals with 10dB SNR are 

shown in Table 5. Also, these results in a speaker-

dependent scenario are reported in Table 6. For more 

evaluation of the performance of the proposed VAD  in 

different conditions, the average results of the proposed 

VAD in the speaker-independent and speaker-dependent 

scenarios in the presence of various noise signals with 

5dB SNR are shown in Tables 7 and 8, respectively. 

From the reported values in Tables 5-8, it can be 

concluded that the accuracy of the proposed method 

decreases as the SNR value decreases. Also, the accuracy 

of labeling to silence/speech in the presence of noise 

signals with stationary content such as white noise is 

higher than other noise signals. The accuracy in the 

presence of periodic piano noise signal with harmonic 

structure is more accurate than in other conditions. In 

 

 
TABLE 5. The average accuracy percentage of the proposed 

algorithm to detect the silence/speech frames in a speaker-

independent scenario and the presence of noise signals with 

SNR=10dB 

Average 

accuracy Silent Voice #Sentences  

98.12 98.19 98.05 100 Without noise 

97.10 97.01 97.20 100 White noise 

95.22 95.47 94.98 100 Car noise 

97.11 97.21 97.02 100 Piano noise  

94.21 94.22 94.20 100 Babble noise 

94.91 95.23 94.59 100 Train noise 

 

 
TABLE 6. The average accuracy percentage of the proposed 

algorithm to detect the silence/speech frames in a speaker-

dependent scenario and the presence of noise signals with 

SNR=10dB 

Average 

accuracy Silent Voice #Sentences  

98.19 98.24 98.14 100 Without noise 
97.34 97.18 97.51 100 White noise 
95.49 95.76 95.23 100 Car noise 

97.27 97.33 97.21 100 Piano noise 

94.32 94.36 94.28 100 Babble noise 

95.04 95.32 94.76 100 Train noise 

 

 

TABLE 7. The average accuracy percentage of the proposed 

algorithm to detect the silence/speech frames in a speaker-

independent scenario and the presence of noise signals with 

input SNR=5dB 

Average 

accuracy Silent Voice #Sentences  

98.12 98.19 98.05 100 Without noise 

94.18 94.26 94.11 100 White noise 

92.76 93.31 92.22 100 Car noise 

94.55 94.63 94.47 100 Piano noise  

92.30 92.47 92.13 100 Babble noise 

92.85 93.06 92.65 100 Train noise 
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TABLE 8. The average accuracy percentage of the proposed 

algorithm to detect the silence/speech frames in a speaker-

dependent scenario and the presence of noise signals with 

SNR=5dB 

Average 

accuracy Silent Voice #Sentences  

98.19 98.24 98.14 100 Without noise 

94.57 94.41 94.73 100 White noise 

93.00 93.49 92.51 100 Car noise 

94.79 94.88 94.70 100 Piano noise 

92.59 92.66 92.53 100 Babble noise 

93.07 93.30 92.84 100 Train noise 

 
 

addition, the results of the proposed VAD algorithm has 

been considered in the presence of the car noise signal 

that has a stationary structure. But in the presence of 

babble noise, which is very similar to the speech signal, 

accuracy is greatly reduced. It should be noted that in the 

speaker-dependent scenario, the results are slightly 

higher than in the speaker-independent scenario in 

different situations because there is an overlap between 

the speakers in the train and test steps. Therefore, it can 

be concluded that the best results are obtained in the high 

SNR value, in the presence of white and piano noise 

signals, and the speaker-dependent scenario. Also, the 

performance of labeling in the case of speech frames that 

consist of consonant letters such as fricatives that have a 

similar structure to the noise signal may be decreased. 

The average accuracy values in the speaker-dependent 

and independent scenarios evaluated at two SNR values 

of 10dB and 5dB are represented in Figure 8. These 

results are obtained for a clean speech signal case and 

five stationary, non-stationary and periodic noises: white, 

car, train, babble, and piano signals. In general, it can be 

 

 

 
Figure 8. Performance comparison of the proposed method 

in terms of average accuracy in speaker-dependent and 

independent cases in 10dB and 5dB SNRs 

concluded that the reported results emphasize that the 

proposed VAD has an appropriate performance in 

different noisy conditions.  

 
 
5. CONCLUSION 
 
Voice activity detection methods are very effective in the 

various fields of signal analysis and speech processing as 

a pre-processing block. In this paper, this detection 

procedure is performed in the space of spectro-temporal 

features. The features extracted from this space are used 

to learn comprehensive models of the input data 

structure. The dimension of these feature matrices is 

reduced by the SSPCA algorithm. Then the resulted data 

are used to learn models using the SNMF method which 

has a sparse-based statistical structure. In the following, 

by computing the energy derived from the representation 

of the input frame features on the composite model, the 

label of the input frame is identified. Also, these results 

have been examined for an extensive range of noise types 

including the stationary, non-stationary, and periodic 

noise signals in two SNR values of 5dB and 10dB. The 

simulation results in both speaker-independent and 

speaker-dependent scenarios indicate the superior 

performance of the proposed method compared to the 

other methods presented in this processing field. 
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Persian Abstract 

 چکیده 
آشکارساز  اند. در این مقاله یک  زمینه ارائه شدههای مختلف نویز پس های سکوت/صوت سیگنال گفتار برای حذف سیگنال آشکارسازهای فعالیت صوتی برای استخراج بخش

های مقیاس، نرخ و فرکانس زمانی استخراج شده از مدل شنیداری سیگنال گفتار پیشنهاد شده است. پس از استخراج ویژگی -های طیفیفعالیت صوتی جدید با استفاده از ویژگی 

های یادگیری استفاده ها و کاهش ابعاد دادهفتن اجزای اصلی این ویژگی های اساسی ساختارمند تُنُک برای در نظر گراز این فضای ویژگی، از یک الگوریتم تجزیه و تحلیل مولفه 

شوند. روش یادگیری مدل برای نشان دادن هر بردار شود. سپس این بردارهای ویژگی برای یادگیری مدل توسط الگوریتم فاکتورسازی ماتریس تُنُک غیرمنفی استفاده میمی

های ورودی با محاسبه انرژی نمایش تُنُک برای هر فریم ورودی بر روی گیرد. تشخیص فعالیت صوتی فریمانتخاب شده انجام می هایویژگی با نرخ تُنُک مناسب براساس اتم 

و نتیجه گیری  های مدل آموخته شده دارد  دهد که قاب ورودی ساختاری مشابه اتمشود. اگر انرژی محاسبه شده از یک آستانه مشخص فراتر رود، نشان میمدل ترکیبی انجام می 

های پایه در این زمینه از پردازش سیگنال گفتار مقایسه  کنندهبندیها و طبقهشود که قاب مشاهده شده دارای محتوای صوتی است. نتایج آشکارساز پیشنهادی با سایر روشمی

تواند زمانی می -های طیفید که روش پیشنهادی مبتنی بر یادگیری مدل با ویژگیشوشود. این نتایج در حضور نویزهای ایستا، غیرایستا و متناوب بررسی شده و نشان داده میمی

 های سکوت/گفتار را تشخیص دهد. به درستی فعالیت 
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A B S T R A C T  
 

 

In this research, the joining of aluminum alloy 5052 to austenitic stainless steel 304 was investigated. 

For this purpose, friction stir welding process was used in two modes with and without ultrasonic 

vibrations. In order to achieve the best welding quality in terms of mechanical and metallurgical 
properties, welding parameters such as rotational speed, linear speed and frequency were investigated. 

The aim of this research is to obtain a sample with the best mechanical and metallurgical properties and 

the lowest residual stress.  As a research innovation  and the aim of measuring the values of residual stress 
created in the samples after the welding operation, the new method of drilling and Digital Image 

Correlation was used. Finally, by examining the results, it has been determined that ultrasonic vibrations 

have improved the mechanical and metallurgical properties about 15% to a large extent. In order to 
evaluate the accuracy of the results related to the residual stress, all the samples were subjected to the 

central drilling test by installing a strain gauge, and it was found that the error is less than 10% and 

obtained results were accurate and appropriate. 

doi: 10.5829/ije.2023.36.08b.09 
 

 
1. INTRODUCTION1 
 

Friction stir welding process is a developed method of 

friction welding [1]. In this process, due to the friction of 

a small rotating tool resistant to wear and heat, the 

necessary heat to change the shape of the material is 

obtained [2]. This process is a combination of plastic 

deformation and severe liquefaction of the material in the 

welding zone. Welding parameters determine the flow 

pattern of the material and the temperature distribution in 

the joint area, and as a result, they will have a direct effect 

on the microstructure of this area [3]. Applying the 

correct arrangement of these parameters requires 

accurate knowledge of them, as well as checking the 

background of researches and conducting trial and error 

experiments. Habibnia et al. [4] investigated the effect of 

parameters of rotation speed, weld speed, penetrant depth 

and tool shoulder diameter on the microstructure and 

defects created during friction stir welding of 5050 

 

*Corresponding Author Email: Shakeri@nit.ac.ir  (M. Shakeri) 

aluminum alloy and 304 stainless steel. Boonchouytan et 

al. [5] investigated the bonding of 6061 aluminum alloys 

obtained by semi-solid forming method using friction stir 

welding method. Liu et al. [6] investigated the effect of 

welding speed parameter on the mechanical properties of 

2219 aluminum alloy. El-sayed et al. [7] evaluated the 

temperature distribution and residual thermal stresses 

created by the friction stir welding process of 5083 

aluminum sheets at different rotational and linear speeds 

by threaded and conical cylindrical pins. Hongjun et al. 

[8] evaluated the fatigue life in friction stir welding of 

different grades of aluminum. In some researches, in 

order to improve the conditions of friction stir welding, 

this process is combined with another process. Thoma et 

al. [9] investigated the joining of steel to aluminum using 

the effect of ultrasound in friction stir welding. 

According to the results, it was found that with the use of 

ultrasound, the dispersion of steel particles in the welding 

area has become more uniform. Benfar et al. [10] 
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investigated the effect of using ultrasound in friction stir 

welding on the corrosion rate. Thoma et al. [11] 

investigated the benefits of using ultrasound in friction 

stir welding of non-homogeneous steel-aluminum alloy 

joints. Hong et al. [12] compared the use of ultrasound in 

friction stir welding of dissimilar metals. It has been 

observed that with the use of ultrasound, the amount of 

intermetallic structure has decreased to a great extent, and 

this effect has also increased the final strength of the 

weld. In this research, the feasibility of joining two 

metals, austenitic stainless steel 304 and aluminum alloy 

5052, by means of friction stir welding in a thickness of 

3 mm has been investigated. The two metals have high 

corrosion resistance, and their connection can be used in 

various industries such as shipbuilding, automotive 

industries and other industries. By combining these two 

metals, the properties of both metals can be used. In 

places where high strength is required from steel and in 

cases where light weight is required, aluminum alloys 

can be used [4]. Today, making parts with different 

materials with the aim of improving efficiency is an 

interesting idea in the engineering industry [13]. The 

connection of aluminum alloy to steel has many problems 

due to different mechanical and thermal properties, 

including a large difference in melting temperature [4]. 

To connect these two metals, many methods such as 

melting and non-melting welding are used. There are 

many problems in melting methods due to differences in 

melting temperature and other properties. Among these 

problems, we can mention the creation of intermetallic 

compounds and rapid cooling, which causes the weld 

area to become brittle. Also, in the connection by melting 

methods, the chromium in steel, which is one of the 

reasons for its resistance to corrosion, turns into 

chromium carbide and reduces the corrosion resistance 

[14]. As an innovation in this research, the friction stir 

welding method using ultrasonic effect has been used to 

connect these two non-homogeneous aluminum alloy 

5052 to austenitic stainless steel 304. The next innovation 

is the way of measuring the values of residual stress 

created in the samples after the welding operation, and 

this is new method of drilling and Digital Image 

Correlation. 

 

 

2. EXPERIMENTAL WORK 
 

In this research, the friction stir welding process has been 

performed on cold rolled sheets of aluminum 5052 and 

austenitic stainless steel 304 with a thickness of 3 mm. 

The samples are cut by guillotine in dimensions of 

100×150 mm and are milled to make the joint edge 

parallel and flat. Also, before the test, the edge required 

for the test is cleaned with a file and the oxides are 

removed. According to Figure 1, after preparing the 

samples, pictures related to the microstructure were taken 

from the surfaces of the aluminum and steel samples. 

Fixtures are used for clamping parts and also for correct 

positioning. The surface of the fixture is ground so that 

the penetration depth remains constant in all welding 

points. For the tool to move correctly on the connecting 

line and not to deviate, two holes are created at both ends 

of the plate parallel to the horizontal axis of the device. 

A line is drawn between these two holes. Two steel and 

aluminum pieces are placed face to face on this line and 

are secured by two machined and perforated blocks that 

are placed on the plate. The fixture plate is connected to 

the table of the milling machine by means of two T-

shaped numbers. To determine the chemical composition 

percentage of these alloys, a material analysis device 

(spectrometry) has been used. The chemical composition 

of austenitic stainless steel 304 and aluminum 5052 are 

shown in Tables 1 and 2. 

To perform the friction stir welding process, two 

rotary and linear movements of the tool are needed. To 

provide these two movements, a vertical milling machine  
 

 

 
Figure 1. Microstructure of (a) steel 304 (b) aluminum 5052 

at scale 40x 
 

 

TABLE 1. Chemical composition of aluminum 5052 

Cu Fe Mg Mn Si V Other Al Cr Elements (%) 

0.490 1.090 0025 0.003 ˂  18.000 0.020 8.100 0.314 0.030 Aluminum 5052 

 

 

TABLE 2. Chemical composition of austenitic stainless steel 304 

Elements (%) C Other Ni Mo Cr S P Mn Si Fe 

Stainless steel 304 0.030 0.314 8.100 0.020 18.000 0.003 ˂  0.025 1.090 0.490 73.930 
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made by Tabriz Machinery has been used. The rotational 

speed range of this machine is 45-1500 rpm and the linear 

speed of the table is 28-900 mm/min. The friction stir 

welding tool has a decisive role in the quality of the 

connection. To obtain an acceptable connection, one of 

the important parameters is the tool wear factor. In the 

connection of these two metals, in order to minimize the 

amount of tool wear, tungsten carbide tools with the 

specifications presented in Table 3 have been used. 

Machining of this material by lathe and milling machine 

is not possible due to its high hardness. Grinding 

machining technique is used to make tools. The tool used 

to machine this type of material is CBN. The schematic 

drawing of the tool used in this research is shown in 

Figure 2. 

A milling machine and a fixture are commonly used 

to perform the friction stir welding process. But to do the 

test using ultrasound, a set has been designed and built 

that can create vibration with the desired frequency and 

amplitude during the process. An ultrasound machine 

consists of four main parts. The first part is the power 

supply, which is responsible for changing the frequency 

from 50 Hz to 20-30 kHz. The next part is the transducer, 

which performs the task of converting electrical 

frequency to mechanical frequency. The third part is the 

signal amplifier and the last part is the horn, which is 

responsible for transmitting the vibration. All the above 

items should be placed on a structure and also a fixture 

for welding should be designed and built. A view of this 

collection is shown in Figure 3. 

According to the vibration direction and amplitude, 

this set should be designed and built to be installed on the 

vertical milling machine. In order to investigate the effect 

of ultrasound on the obtained results, the results will be 

compared with conventional friction stir welding without 

vibration. Many parameters are effective in achieving 

better efficiency in welding quality. In this research, 

some welding parameters, line frequency of vibration, 

feed rate and rotational speed are investigated. The 
 

 

TABLE 3. Specifications of the tools used 

Pin 

shape 

Shoulder 

shape 

Pin 

diameter 

(mm) 

concavity 

angle 

(degree) 

Pin 

height 

(mm) 

Shoulder 

diameter 

(mm) 

Cylinder Cylinder 6 3 2.8 20 

 

 

 
Figure 2. Friction stir welding tool 

investigated parameters and their levels are shown in 

Table 4. 

In order to investigate the effect of each parameter, 

full factorial design of experiment was conducted. 

According to the examined parameters, 27 tests should 

be performed, which are done in form. 
 
 

3. RESULTS AND DISCUSSION 
 

In order to investigate the effect of input parameters on 

the connection area, mechanical and metallurgical tests 

were used, each of these tests was performed according 

to the desired standard. 

 

3. 1. Tensile Test               To investigate the tensile 

behavior of the parts resulting from the friction stir 

welding process, samples from the welded area were 

prepared and subjected to tension. Using the results of the 

tensile test, useful information can be obtained about the 

ultimate strength, percentage of elongation and 

toughness. In this research, tensile test samples were 

prepared based on ASTM E8 standard. The schematic of 

standard sample is shown in Figure 4 and the samples 

prepared for the tensile test are shown in Figure 5. 
 

 

TABLE 4. The levels of the investigated parameters 

Frequency 

(KHz) 

Welding speed 

(mm/min) 

Rotational speed 

(RPM) 

15 28 600 

20 40 800 

25 60 1000 

 

 

 
Figure 3. Ultrasonic friction stir welding equipment 

 

 

 
Figure 4. Dimensions of tensile test sample according to 

ASTM E8 standard 
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Figure 5. Prepared samples for welding 

 

 

After preparing the samples, all of them were 

subjected to a tensile test and stretched until breaking. 

The samples welded by the usual friction stir welding 

process and with ultrasonic vibrations are shown in 

Figure 6. According to the tensile test results, it has been 

determined that the samples subjected to welding with 

ultrasonic vibrations have better mechanical properties 

than the samples with friction stir welding normally. 

During the friction stir welding process, due to the 

vibration of the work piece, the materials in the stir area 

get more strain than the same materials in the friction stir 

welding process. According to the researches, there is a 

direct relationship between the strain and the density of 

dislocations in the strained material. It is predicted that 

the density of dislocations in the stir zone of the vibrating 

friction welding part is more than its number in the other 

stir zone of the welded part, and therefore, during the 

dynamic recrystallization process, more high-angle 

boundaries are formed and the welding zone formed with 

a smaller grain size. Tensile test diagram of a sample 

without vibration and with vibration after the tensile test 

is shown in Figure 7. According to Figure 7, it has been 

determined that the sample welded by ultrasonic friction 

stir method has a higher ultimate tensile strength and 

elongation percentage than the friction stir welding 

sample. The reason for this can be the smaller grain size 

of the friction stir welding sample. According to the Hall-

Patch relationship, strength has a direct relationship with 

the inverse of the square of the grain size, and the strength 

will increase as the grain size decreases. In fact, with the 

reduction of the grain size, the volume component of the 

grain boundaries will increase, and since the grain 

boundaries act as an obstacle against the movement of 

dislocations, the strength decreases with the reduction of 

the grain size. According to the mentioned cases, it can 

be seen that by performing ultrasonic friction stir welding 

and reducing the grain size in the stir zone, since the 

mechanical properties of the stir zone are improved. 

Therefore, the strength and the elongation percentage of 

the welded sample will also increase. 

 
Figure 6. Welded samples after tensile test 

 

 

 
Figure 7. Force-displacement diagram of friction stir 

welding process and ultrasonic friction stir welding process 

 

 

Although most of the conducted researches 

emphasize the reduction of grain size and its effect on 

increasing strength, there is no common opinion 

regarding the changes in elongation in the tensile test in 

terms of grain size changes. According to Figure 7, it is 

clear that with the reduction of the grain size in the 

welding area, the percentage of elongation has increased. 

The reason for this can be attributed to the increase in the 

number of boundary dislocations with the increase in the 

volume component of the grain boundaries and the other 

issue is the further prevention of grain boundaries from 

crack growth in fine-grained materials. Grain boundaries 

are the place of accumulation of geometrically essential 

dislocations. Since the possibility of plastic deformation 

increases with an increase in the number of dislocations, 

it is predicted that the length change due to tension will 

increase with the decrease in the grain size, also the 

results of the investigations have shown that with the 

decrease in the size due to the change of the fracture 

mechanism from grain boundary to multigrain, the 

elongation percentage increases. The value of welded 

samples maximum force using the ultrasonic friction stir 

method is shown in Figure 8. 

In general, it can be seen that with the increase in 

frequency, the strength of the parts and the percentage of  
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Figure 8. The values of the maximum force applied to 

friction stir welding samples 

 

 

length increase have also increased. The reason for this 

can be attributed to the effect of vibration. By increasing 

the vibration frequency, the strain rate increases during 

the friction stir welding process and more dislocations are 

produced during welding. Since the main mechanism for 

fineness in the friction stir welding process is dynamic 

recrystallization, with an increase in the production of 

dislocations, more recrystallization takes place and as a 

result, the microstructure with smaller grains is obtained. 

This issue can also be interpreted using the Zener-

Holoman variable. As the strain increases according to 

Equation (1), the value of the Zener-Holman variable (Z) 

increases. 

(1) Z=𝜀̇.exp(
𝑄

𝑅𝑇
) 

In Equation (1), 𝜀̇ is the strain rate, T is the working 

temperature in degrees Kelvin, Q is the activation energy, 

and R is the gas constant. The relationship between the 

parameter Z and the average size of sub-grains or 

dynamically crystallized grains follows the relation D-

1=aLnZ-b. In such a way that D is the average size of 

grains, Z is the Zener-Lonman parameter, and a and b are 

positive numbers. By increasing the variable Z  according 

to Equation (1), the grain size decreases and as a result, 

according to the Hall-Patch relation, the strength value 

increases. 
 

3. 2. Microhardness Measurement          To study the 

effects of friction stir welding on the hardness of the 

samples and check the hardness changes in different 

areas, after welding, the sheets were cut perpendicular to 

the process direction and molded and mounted with a 

special resin solution. Due to the very low force in the 

microhardness test and its small effect on the welding 

surface, the surface of the samples should be polished 

well before the test. To do this, the samples are rasped by 

carbide rasping sheets up to 1500 series. To study the 

macrostructure of friction stir welding samples, the 

sheets are cut and mounted in the direction perpendicular 

to the process. The mounted samples are first rasped by 

carbide rasping sheets up to 5000 series and then polished 

by Al2O3 powder. An optical microscope has been used 

to investigate the distribution of steel particles in the 

disturbed area and also to see defects such as holes and 

cracks. In joining two metals of aluminum alloy to 

stainless steel, there is a possibility of creating 

intermetallic structures, X-ray spectroscopy is used to 

identify these intermetallic structures. In this method, by 

measuring the Bragg angle (α2) and the distance between 

the crystal plates, the compounds in the desired area can 

be obtained. 

According to the investigations, the hardness value in 

the stir area has increased for all the samples, and its 

value will decrease by moving towards the two base 

metals. The hardness value for 304 steel base metal is 

around 210 HV and for 5052 aluminum around 80 HV. 

By moving from the side of the base metals to the stir 

zone, the hardness values have increased. Hardness 

profile for a welded sample is shown in Figure 9. 

Research shows that the change of hardness in friction 

stir welding for aluminum alloys that have the ability to 

be heat treated is different from the alloys without the 

ability to be heat treated. In friction stir welding for some 

heat treatable aluminum alloys, the middle region of the 

welded section has less hardness than other regions. 

Hardness values of the samples after friction stir welding 

are shown in Tables 5 and 6. According to the 

investigations, it has been determined that at a constant 

weld speed, the hardness value in the stir area has 

decreased as average of 25% with an increase in the 

rotational speed of the tool. 

Relation between all parameters and their effects on 

each other is considerable. ANOVA analysis for selected 

factorial is shown in Table 7. 

The Model F-value of 90.63 implies the model is 

significant. There is only a 0.01% chance that an F-value 

this large could occur due to noise. P-values less than 

0.05 indicate model terms are significant. In this case A, 

B, C, AB are significant model terms. Values greater 

than0.10 indicate the model terms are not significant. If 

there are many insignificant model terms (not counting 

those required to support hierarchy), model reduction 

 

 

 
Figure 9. Micro hardness profile of sample 1 
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TABLE 5. Hardness values of sample 1 welded by ultrasonic friction stir method 

-1 -2 -3 -4 -5 -8 (base metal of steel area) Distance from weld center (mm) 

247 242 224 226 230 200 Hardness (HV) 

8 (base metal of aluminum area) 4 3 2 1 0 Distance from weld center (mm) 

81 68 62 49 45 250 Hardness (HV) 

 

 

TABLE 6. Hardness values of the welded samples by the 

ultrasonic friction stir method 

Sample 

number 

Hardness in aluminum 

zone (HV) 

Hardness in steel 

zone (HV) 

1 68 242 

2 63 229 

3 59 220 

4 73 256 

5 71 248 

6 66 245 

7 80 268 

8 72 258 

9 70 252 

10 52 231 

11 50 222 

12 45 213 

13 64 239 

14 64 231 

15 57 223 

16 70 249 

17 63 241 

18 59 234 

19 47 222 

20 43 212 

21 40 203 

22 56 234 

23 52 232 

24 49 221 

25 62 248 

26 58 246 

27 55 229 

 

 

 

TABLE 7. ANOVA for selected factorial 

Source Sum of Squares df Mean Square F-value p-value  

Model 2513.26 10 251.33 90.63 < 0.0001 significant 

A-Rotational speed 1316.07 2 658.04 237.29 < 0.0001  

B-Welding speed 848.30 2 424.15 152.95 < 0.0001  

C-Frequency 291.63 2 145.81 52.58 < 0.0001  

BC 57.26 4 14.31 5.16 0.0073  

Residual 44.37 16 2.77    

Cor Total 2557.63 26     

 

 

may improve your model. Relation between parameters 

and their effects on hardness at different frequencies is 

shown in Figures 10-12. 

Microstructure of the weld zone of the sample welded 

by ultrasonic friction stir process is shown in Figure 13. 

According to the images related to the microstructure, it 

has been determined that with the increase in the linear 

speed of the tool, the grain size in the welding area has 

decreased, and with an increase in the rotational speed of 

the tool, the grain size in the welding area has increased. 

Based on the researches, it has been determined that by 

increasing the rotation speed of the tool and decreasing 

the linear speed, more heat will be generated in the  
 

 
Figure 10. Relation between parameters at frequency 

15KHz 
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Figure 11. Relation between parameters at frequency 

20KHz 

 

 

 
Figure 12. Relation between parameters at frequency 

25KHz 

 

 

welding area during the welding operation. The high heat 

generated in the friction stir welding process will cause 

grain size growth in the weld zone. 

According to Figure 13, it is clear that the mixing 

operation between steel and aluminum has been done 

well and the particles are observed in fine form in each 

other's structure. There are no visible defects, holes, and 

cracks, and in the aluminum nugget, the grains have 

elongation, which actually have flowed. 

 
3. 3. Residual Stress            Residual stress is the stress 

that will still exist in the part after loading. This tension 

is beneficial in some parts and harmful in some parts [15]. 
 

 

 
Figure 13. Microstructure of the aluminum-steel joint at 

scale 10x 

There are different methods for measuring residual stress, 

and in this research, the method of Digital Image 

Correlation (DIC)-Central Hole Drilling is used. In the 

method of DIC, first, a random black and white speckle 

pattern is created on the surface of the part. After 

preparing the sample, before and after loading, two 

pictures of the speckle pattern of the part surface are 

taken, and then by analyzing these two pictures in the 

correlation algorithm, the field of displacement and strain 

can be obtained. A schematic of the DIC method 

equipment is shown in Figure 14. The main idea of this 

method is how to establish a connection between the 

points before and after the change of shape in the 

examined material. The method of DIC does this by using 

sub-parts of the reference photo, which are known as 

subsets, and determines their relative position. For each 

subset, displacement and strain information is calculated 

during the transfer to match the position of the subsets in 

the current condition. The final result of a network 

includes displacement and strain information according 

to the reference configuration information. In the method 

of DIC, the light intensity of each photo is estimated with 

a continuous polynomial function. Sutton et al. [16] 

showed in an article that the 5th degree curve shows the 

best results. Each time, the mapping algorithm compares 

the light intensity function of two subsets of two images 

before and after loading with dimensions of N×N pixels, 

and selects that subset of the photo after loading, which 

has the most agreement with the subset of the reference 

photo, as the subset of change. It considers the finding 

and obtains its displacement and deformations (according 

to Figure 15). This process is done for all the subsets of 

the reference image and finally the total displacement 

field is obtained. In order to check the degree of 

conformity of each pair of subsets, the correlation 

coefficient C is defined as Equation (2), which can be a 

suitable criterion for understanding the degree of 

conformity of two corresponding subsets [16]. 

(2) 
( ) ( )( )

( )( )

2i m j m ' '

r p p d p pi m j m

2i m j m

r p pi m j m

G X ,Y G X ,Y
( )

G X ,Y
C R

= =

=− =−

= =

=− =−

−
=
 

 

 

Which in Equation (2) : 

p pX x i= +   

 

 

 
Figure 14. Schematic of the DIC process 
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Figure 15. Reference and deformed subsets 

 
 

p pY y j= +   

( )' ,p p sX x i U i j= + +   

( )' ,p p sY y j V i j= + +   

And R is the unknown vector as follows: 

( , , , , , , , )
u v u v

R X Y U V
x x y y

   
=

   
 

  

In above equations, U and V are displacement 

components, 
rG  andare continuous functions of    dG   

light intensity interpolation before and after loading. 

( )x, y   and ( )x , y   are points coordinates in subsets of 

reference and deformed image that relate to each other 

according to Equations (3) and (4) [16]. 

(3) 
U U

X x U x y
x y

 
 = + +  + 

 

 

(4) 
V V

Y y V x y
x y

 
 = + +  + 

 
 

In Equations (3) and (4), Δx and Δy are horizontal and 

vertical distances of the point (x, y) from the subset 

center. In correlation relation, the amount of light 

intensity at each point of reference image subset is 

compared with the same subset in the image after loading 

and their difference is obtained. Then the square of their 

difference is divided by the square of light intensity of 

that point in the reference image. The obtained number is 

a measure of the relative error at that point. To calculate 

the sum of total error in a subset, the error values of the 

points are added together, when the correlation 

coefficient is zero, in fact, the error function in the whole 

subset is zero, and this indicates a complete match. The 

best solution is obtained when the coefficient C(R) in 

Equation (2) is minimized. In other words, interpolation 

functions are slightly different before and after loading 

anywhere. According to Equation (5), to minimize C, its 

gradient must be zero . 

(5) 
1,13k k

C
C

R
=

 
 =  

 

 

The Newton-Raphson method is used to solve the 

Equation (5) and obtain its roots. This method uses an 

approximate initial value to find the root of the equations 

and repeats until the error is less than a certain value. 

Since the correlation coefficient is a function of the 

displacement components and their gradients, these 

unknowns can be obtained by searching for a category of 

these components that minimize the correlation 

coefficient. In the correlation method algorithm, the 

search process for calculating the unknown 

displacements and displacement gradients is started with 

long steps. In this process, the displacement gradients are 

initially considered zero, and the algorithm searches for 

the 1-pixel steps in interest area and the pixel that 

minimizes the correlation coefficient is considered as the 

initial solution. Then, using the Newton-Raphson 

method, their displacements and gradients are accurately 

obtained with a fraction of pixel size. The results of this 

step are used as initial values in the Newton-Raphson 

algorithm for the next subset [17]. In this method, by 

performing general calculations, finally, the strains in 

different directions are calculated as Equations (6)-(8) : 

(6) 
2 2 21

(( ) ( ) ( ) ) ( )
2

xx

du dv dw du

dx dx dx dx
 = + + +  

(7) 
2 21

(( ) ( ) ) ( )
2

yy

du dv dv

dy dy dy
 = + +  

(8) 
1 1

(( ) ( )) ( )
2 2

zz

du dv du du dv dv

dy dx dx dy dx dy
 = + + +  

According to Figure 16, in the central hole drilling 

method, first a rosette strain gauge is attached to the 

surface of a piece with residual stress. In the Rosette 

strain gauge, the optimal strain measurement points for 

the strain gauges have been observed. Then a small hole 

with a depth slightly larger than the diameter of the hole 

is created in the center of the rosette strain gauge. This 

hole locally releases the stresses in the environment 

around the hole and the released strains are measured by 

three strain gauges on the rosette. 

In this regard, Schajer and Yang [18] defined nine 

calibration coefficients to relate the residual stress and 

 
 

 
Figure 16. Strain gauge installation location in central 

drilling method 
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released strain, which can be obtained by theoretical, 

numerical and experimental methods. With an analytical 

solution, they calculated the calibration coefficient 

values for a suitable range of different mechanical 

properties of orthotropic materials. They used the 

following matrix relation: 

(9) [

𝐶11 𝐶12 𝐶13
𝐶21 𝐶22 𝐶23
𝐶31 𝐶32 𝐶33

] [

𝜎𝑥
𝜎𝑦
𝜎𝑥𝑦

]=[

𝜀1
𝜀2
𝜀3
] 

In Equation (9), the softness or calibration coefficients 

C11 to C33 depend on the elastic properties of the sample, 

the diameter and depth of the hole and the geometry of 

the strain gauge. In order to calculate these values, it is 

possible to use the analytical solution [19], referring to 

the standard and finite element simulation. In this 

research, reference is made to the standard in order to 

calculate the calibration coefficients.  

Equations (10-18) can be used to measure the stress 

around the created hole. The strain values must be used 

to calculate the following constants as shown in 

Equations (10-12) [20] . 

3 1

2
p

 +
=  (10) 

3 1

2
q

 −
=  (11) 

3 1 22

2
t

  + −
=  (12) 

As stated, there are different methods for calculating 

calibration coefficients, and after calculating these 

coefficients, their values are incorporated in Equations 

(13-15) [20] . 

( )2 1

y x Ep
P

a

 



+
= = −

+

 
(13) 

2

y x Eq
Q

b

 −
= = −  (14) 

xy
b

T
Et

= = −  (15) 

After calculating Equations (13-15), the values of plate 

stresses can be calculated using the Equations (16-18) 

[20]. 

x P Q = −  (16) 

y P Q = +  (17) 

xy T =  (18) 

Equation (19) can also calculate the maximum and 

minimum stresses. The maximum tensile (or minimum 

compressive) principal stress, 
max  is at the angular 

position β in the clockwise direction relative to the strain 

gauge position 1 which is shown in the Figure 16. As the 

same way, minimum tensile (or maximum compressive) 

principal stress, 
min  is at the angular position β in the 

clockwise direction relative to the strain gauge 3 which 

is shown in the Figure 16. The angle β can be calculated 

by Equation (20) [20-22]. 

2 2

max min, P Q T  =  +  (19) 

1
 tan

2

T
arc

Q


 − 
=  

− 

 
(20) 

In Figure 17, the intended device for performing the 

drilling-DIC is presented. 

As mentioned, in order to measure the amount of 

residual stress in the samples, the target piece is subjected 

to drilling operation in 10 stages and after each stage of 

drilling, the surface of the hole is imaged using IC 

Capture software. In Figure 18, 4 stages of imaging 

during the drilling operation are shown. After the drilling 

operation, all the recorded photos will be entered into the 

image processing software (GOM Correlate) and the  

 

 

 
Figure 17. The device for residual stress measurement 

 

 

 
Figure 18. Stages of performing drilling operations step by 

step 
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desired mesh will be done in the software. An example 

of the image of the hole created on the sample and the 

mesh made on it are shown in Figure 19. 

After meshing the sample and performing the 

required operations, at the end, the strain values released 

on the sample will be extracted numerically and contour. 

The contour of the strain released around the hole during 

the central drilling operation is shown in Figure 20. 

Finally, by checking the released strain values for all 

samples and using the required relationships, the residual 

stress values will be calculated. The values of the residual 

stress in the samples welded by the ultrasonic friction stir 

welding process are shown in Table 8. 

 

 

 
Figure 19. Meshing done on the sample image 

 

 

 
Figure 20. The contour of the strains released on the sample 

after the drilling operation 

 

 
TABLE 8. Residual stress values for all ultrasonic friction stir 

welding samples 

Sample 

number 

Residual stress in 

aluminum zone (MPa) 

Residual stress in 

steel zone (MPa) 

1 121 323 

2 113 302 

3 106 293 

4 144 336 

5 131 329 

6 120 312 

7 148 353 

8 141 350 

9 129 339 

10 160 366 

11 152 350 

12 141 337 

13 166 380 

14 164 371 

15 164 366 

16 169 384 

17 144 379 

18 138 377 

19 175 395 

20 164 389 

21 148 377 

22 181 406 

23 166 398 

24 152 388 

25 188 425 

26 159 402 

27 153 373 

 

 

The residual stress values depend on the thermal 

gradients created in the samples and their plastic 

deformation. According to the results, it has been 

determined that at a constant weld speed, the average 

values of the length residual stresses will increase as 30% 

with an increase in the rotational speed of the tool. The 

reason for this is the increase in the heating rate in the 

welding area. Also, at a constant rotational speed, the 

hardness in the welding area and the resistance to plastic 

deformation will increase with an increase in the weld 

speed. As a result, the average values of longitudinal 

residual stresses will increase. ANOVA analysis for 

selected factorial is shown in Table 9. 

The Model F-value of 31.10 implies the model is 

significant. There is only a 0.01% chance that an F-value 

this large could occur due to noise. P-values less than 

0.05 indicate model terms are significant. In this case A, 

B, C, BC are significant model terms. Relation between 

parameters and their effects on residual stress at different 

frequencies is shown in Figures 21-23. 

At the end of the work, in order to evaluate the 

accuracy of the results related to the residual stress, 

according to Figure 24, all the samples were subjected to 
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TABLE 9. ANOVA for selected factorial 

Source Sum of Squares df Mean Square F-value p-value  

Model 10382.59 10 1038.26 31.10 < 0.0001 significant 

A-Rotational speed 6616.96 2 3308.48 99.10 < 0.0001  

B-Welding speed 738.74 2 369.37 11.06 0.0010  

C-Frequency 2267.19 2 1133.59 33.96 < 0.0001  

BC 759.70 4 189.93 5.69 0.0048  

Residual 534.15 16 33.38    

Cor Total 10916.74 26     

 

 

 
Figure 21. Relation between parameters at frequency 

15KHz 
 

 

 
Figure 22. Relation between parameters at frequency 

20KHz 
 

 

 
Figure 23. Relation between parameters at frequency 

25KHz 

 
Figure 24. Central drilling test with strain gauge installation 

 

 

 

the central drilling test by installing a strain gauge, and it 

was found that the error is less than 10% and obtained 

results were accurate and appropriate. 

 

 

4. CONCLUSION 
 

According to the experiments, the results obtained from 

this research can be stated as follows: 

• According to the results, it has been determined that 

at a constant weld speed, the average values of the 

length residual stresses will increase as average of 

30% with an increase in the rotational speed of the 

tool. 

• According to the investigations, it has been 

determined that at a constant weld speed, the 

hardness value in the stir area has decreased as 

average of 25% with an increase in the rotational 

speed of the tool, and its value will decrease by 

moving towards the two base metals. 

• The strength and percentage of increase in length of 

ultrasonic friction stir welding samples are higher 

than their values in the case of friction stir welding 

samples as 15%. 

• By increasing the rotational speed and decreasing 

the linear speed of the tool during the ultrasonic 

friction stir welding process, the grain size in the 

welding area increased and the strength values and 

percentage of length increase of the welded samples 

decreased. 
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• Ultrasonic vibrations will improve mechanical 

properties as 15% to 25% such as strength and 

residual stress in welded samples and these 

properties are directly related to each other. 
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Persian Abstract 

 چکیده 
پرداخته شده است. بدین منظور از فرآیند جوشکاری اصطکاکی اغتشاشی در دو حالت به   304به فولاد زنگ نزن آستنیتی    5052اتصال آلیاژ آلومینیوم  در این پژوهش به بررسی  

ترهای جوشکاری نظیر سرعت  همراه ارتعاشات فراصوتی و ساده استفاده شده است. به منظور دستیابی به بهترین کیفیت جوش از لحاظ خواص مکانیکی و متالورژیکی، پارام

پسماند در نمونه غیرهمجنس  دورانی، سرعت خطی و فرکانس مورد بررسی قرار گرفته است. هدف این تحقیق دستیابی به بهترین خواص مکانیکی و متالورژیکی با کمترین تنش  

برهمنگاری تصاویر دیجیتالی  -انجام عملیات جوشکاری از روش نوین سوراخکاریها پس از  گیری مقادیر تنش پسماند ایجاد شده در نمونهجوشکاری شده است. با هدف اندازه

و خواص متالورژیکی را هم تا حد زیادی   % 15استفاده شده است. در انتها با بررسی نتایج مشخص شده است که ارتعاشات فراصوتی سبب بهبود خواص مکانیکی تا حدود  

تحت آزمایش قرار گرفتند و مشخص    روش سوراخکاری مرکزیربوط به تنش پسماند، تمامی نمونه ها با نصب کرنش سنج به  به منظور بررسی صحت نتایج مبهبود داده است.  

 است. درصد بوده و نتایج به دست آمده مناسب و قابل قبول بوده 10شد که خطای کمتر از 
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A B S T R A C T  
 

This paper presents a behavioral model for noisy Lorenz chaotic synchronization systems. This simple 
simulation-based model can be used for accurate noise voltage derivation of the chaotic oscillators and 

the investigation of chaotic synchronization systems. Moreover, the effects of circuitry noise on 

synchronization of Lorenz systems were analysed by using the proposed model. The performance of the 
synchronization system was numerically evaluated using ADS and MATLAB-SIMULINK 

environments. The measurement of Mean Squared Error (MSE) and Error to Noise Ratio (ENR) 

demonstrates that circuitry noise has a remarkable effect on the performance of chaotic Lorenz 
synchronization systems. For instance, the results showed that for low Signal to Noise Ratios (SNRs), 

i.e., −40 𝑑𝐵 ≤ 𝑆𝑁𝑅 ≤ 0𝑑𝐵, the circuitry noise changed the ENR performance up to 1dB. 

doi: 10.5829/ije.2023.36.08b.10 
 

 
1. INTRODUCTION1 

 

Chaotic signals can be generated by electrical circuits and 

nonlinear deterministic equations. It is shown that chaotic 

oscillators can be synchronized by linking them together 

with chaotic signals [1, 2]. Most of the researches on 

chaotic oscillators and chaotic synchronization systems 

are using an electrical circuit in a simulated environment 

[3]. In this paper we suggest a behavioral model for noisy 

Lorenz chaotic synchronization systems. This model 

allows us to study the effects of circuitry noise on the 

changes in the output of a Lorenz chaotic oscillator. 

The chaotic waveforms can be used in a wide range 

of applications. They are major candidates for spread-

spectrum schemes due to their wideband characteristics 

[4]. Moreover, numerous chaos-based modulations have 

been proposed for digital communications because of 

their robustness against noise and fading [5]. Many 

studies have been performed on Low Probability of 

Interception (LPI) features and secure communication 

schemes [6]. With these features, low-noise Lorenz 

chaotic synchronization schemes are promising for new 

 

*Corresponding Author Email: mhsnnikpour@yahoo.com  
(M. Nikpour) 

classes of modulators. These signals meet the robustness 

against noise, convergence, and security requirements of 

the Ultra Reliable Low Latency Communications 

(URLLC) [7] and Industrial Internet of Things (IIoT) [8]. 

In this paper, internal noise is computed by using data 

sheets, and external noise is modelled as Additive White 

Gaussian Noise (AWGN) channels. In this study, we 

assumed that the received signal is corrupted by AWGN 

channels. In the context of chaotic synchronization, other 

destructive effects, such as multi-path fading, can be 

separately considered [9]. Considering AWGN channels 

has the following advantages: 

1) Tractability: A small noise may lead to instability 

and synchronization error. This assumption makes the 

problem trackable by avoiding calculation complexity. 

2) Necessity: Noise must be considered first, because 

it exists before any other effects of the communication 

channel. Other effects, such as fading channels, can be 

modeled in the next blocks after the noise block.  

3) Generality: The performance evaluation of 

different communication schemes using the AWGN 

channel remains valid under realistic channel models, 

e.g., under fading channels. 
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1. 1. Related Works          Most existing literatures have 

ignored the influence of circuitry noise. Furthermore, in 

a few papers, a desired internal noise is simply added to 

the signals that is not an accurate method. For example, 

Moskalenko et al. [9] discussed the general effect of 

noise in master-slave Colpitts oscillators. Their results 

showed that different values for AWGN channel can be 

considered and added to the system in order to determine 

the effects of noise on the system’s performance. 

However, they did not determine the realistic value of 

noise voltage generated by Colpitts oscillators.  

Sangiorgio et al. [10] have extended the analysis from 

a deterministic to a noisy environment, by considering 

both observation and structural noise. They have used 

recurrent neural networks  for forecasting complex 

oscillatory time series on a multi-step horizon. 

Researchers in the field investigated different machine 

learning techniques and training approaches on dynamic 

systems with different degrees of complexity. 
Moon et al. [11] investigated on synchronization in a 

set of high-dimensional generalizations of the Lorenz 

system obtained from the inclusion of additional Fourier 

modes. Numerical evidence supports that these systems 

exhibit self-synchronization. An example application of 

this phenomenon to image encryption is also provided. 

Taheri et al. [12] have proposed a dynamic-free 

sliding mode control method to synchronize a class of 

unknown fractional order Laser chaotic systems. The 

efficacy of the proposed method is demonstrated by 

applying the method to a chaotic system and its practical 

applicability is demonstrated by using it to 

encrypt/decrypt color pictures.  

A small noise may be effective on the stability and 

synchronization time of the chaotic synchronization 

systems, especially in weakly coupled oscillators [13]. 

Therefore, neglecting circuitry noise may result in some 

inaccurate calculations and designs. Behavioural 

modelling can be used for complexity reduction in 

circuits by modelling the effects of electrical components 

at the system level. In this way, electrical components 

replaced by some simple blocks. Considering noise 

causes a challenge in behavioural modelling. Order 

reduction methods are used for linear dynamics and some 

well-known methods such as sampled data models are 

presented for nonlinear circuits [14, 15].  

 

1. 2. Innovative Aspects and Outlines         Innovative 

aspects are outlined below: 
• In this paper, a simple simulation-based 

behavioural model is proposed for evaluation of the noisy 

Lorenz chaotic synchronization systems. This model can 

be useful for the exact noise voltage calculation of chaos-

based circuits and systems. Since the generated noise is 

 
1 www.ti.com/product/TL084A/datasheet, 

www.futurlec.com/Datasheet/Resistor 

obtained from experimental measurements and published 

datasheets for electrical elements, this method can 

provide exact values of the noise, without need for 

physical realization of the chaotic circuits. 

• The proposed model enables us to study the 

effects of circuitry noise on the performance of chaotic 

synchronization systems. Our results showed that the 

circuitry noise results in a remarkable error that may be 

vital in some applications, such as biomedical 

applications.  

The rest of this paper is organized as follows: In 

section 2, we represented our behavioural model for the 

noisy Lorenz chaotic synchronisation system. In this 

section, a brief review on the role of noise in chaotic 

oscillators is first presented. Then, the circuitry noise 

measurement process is described. Finally, a filter- based 

method is described for noise generation in this section. 

Moreover, the influence of the circuitry noise is 

theoretically investigated in section 2. In section 3, 

simulation results are presented. Section 4 deals with 

concluding remarks.  
 

 

2. BEVAVIORAL MODEL 
 

The proposed model is shown in Figure 1. This model 

allows us to study the effects of circuitry noise on the 

performance of the chaotic synchronization systems. The 

block diagram of the proposed method contains three 

main steps.  

1) The noise voltage spectrum is calculated using 

the ADS program. The noise of multipliers is neglected 

and the noise of other components is modelled by series 

voltage sources and a parallel current source according to 

the manufacturer’s data-sheet on the online published 

user-manuals1.   

2) In the second step, the extracted noise voltage 

values are fed into the output of the oscillators. Thus, 

based on the obtained spectrum, circuitry noise can be 

generated using a well-known filter-based method. 

3) In the final step, the generated circuitry noise is 

added to the chaotic synchronization system to evaluate 

the effect of circuitry noise on the performance of the  
 
 

 
Figure 1. Block diagram of the proposed model 

https://www.sciencedirect.com/topics/physics-and-astronomy/neural-network
https://www.sciencedirect.com/topics/physics-and-astronomy/dynamical-system
https://www.sciencedirect.com/topics/physics-and-astronomy/dynamical-system
http://www.ti.com/product/TL084A/datasheet
http://www.futurlec.com/Datasheet/Resistor
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chaotic synchronization system. MATLAB SIMULINK 

environment provides a system level simulation for the 

Lorenz chaotic synchronization system. 

In the next section, operation of each block is 

investigated and a brief review on the noise effects is 

presented. Finally, the effect of circuitry noise in the 

Lorenz chaotic synchronization systems is theoretically 

investigated. 

 

2. 1. The Role of Noise in Conventional and Chaotic 
Oscillators            In the conventional oscillators, noise 

can change both the amplitude and phase of a signal 

generated by an oscillator. The relation between phases 

is determined. In practical noisy oscillators the output 

voltage is given by [16]: 

𝑉𝐿𝑂 𝑜𝑢𝑡𝑝𝑢𝑡 = 𝐴(𝑡) 𝑓[𝜔𝑐𝑡 + 𝜑(𝑡)]  (1) 

In Equation (1),  𝐴 (t) and 𝜑 (t) are the amplitude and 

phase of the output, respectively. The frequency 

spectrum of an ideal and a practical oscillator is shown in 

Figure 2. 

Unlike conventional oscillators that the phase rotation 

is approximately uniform, the phase variations of the 

chaotic oscillators have a random walk-like behaviour 

and instantaneous frequency depends on the amplitude. 

Consider the phase relations in a chaotic generator that 

called Poincare map [17]: 

𝐴𝑛+1 = 𝑇(𝐴𝑛),  
𝑑∅

𝑑𝑡
= 𝜔(𝐴𝑛) ≡ 𝜔0 + 𝐹(𝐴𝑛)  (2) 

where A is the amplitude of nth state which is a discrete 

variable, T is the Poincare map, and 𝜔0 is the average 

frequency. The Sum of the average frequency and 

effective noise F(A) is equal to 𝜔(𝐴𝑛). As shown in 

Equation (2), the phase behavior in chaotic oscillators is 

similar to the conventional oscillators in the presence of 

noise. It is shown that the theoretically derivation of F(A) 

is complex. The above-mentioned characteristic of 

chaotic signals indicates that simulation-based methods 

are simpler for measurement of circuitry noise. In this 

paper, we calculated circuitry noise spectrum for Cumo-

Oppenheim circuit using the phase noise analysis tool in 

an ADS simulation environment. 

 

2. 2. Circuit Implimentation and Noise Voltage 
Spectrum Extraction          This study is based on the 

circuitry noise of the Lorenz oscillators. We generate a 

noise for all components from manufacturer’s data sheets 

 

 

  
(a) Ideal oscillator (b) Practical oscillator 
Figure 2. Spectrum representation of an oscillator 

and import them to ADS environment. Consider the 

Lorenz oscillator with the following differential function 

[18]: 

𝑢̇ = 𝜎(𝑣 − 𝑢)  

𝑣̇ = 𝑟𝑢 − 𝑣 − 𝑢𝑤  

𝑤̇ = 𝑢𝑣 − 𝑏𝑤  

(3) 

where u, v, w are the generated signals at the transmitter 

and 𝜎, r, b are the bifurcation parameters. As shown in 

Figure 3. We used a drive-response structure to obtain a 

synchronized scheme.  

The implementation of oscillator is shown in Figure 

4. We used the Cumo-Oppenheim circuit, presented by 

Cuomo et al. [15]. Drive system sends a signal to the 

response circuit and both drive and response circuits are 

similar. We extract noise values of the used components 

from the published data sheets and input them into the 

simulated circuit. According to the manufacturer’s data, 

the noise of multipliers is neglected and noise of other 

components is modelled by a series of voltage source and 

a parallel current source. The initial conditions are 

different in the drive and response and the parameters can 

change using variable resistors. The components are 

 

 

 
Figure 3. Drive-response synchronization system 

 

 

 
Figure 4. ADS implementation of Lorenz synchronization 

system 
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resistors, capacitors, op-amps (LF353) and multipliers 

(AD632AD). 

 

2. 3. Filter-based Method For Noise Generation in 
SIMULINK Environment              In this step, the 

generated noise voltage by ADS tool is input to the 

chaotic oscillator for completion of the model in 

MATLAB SIMULINK environment. Thus, we should 

reconstruct the extracted noise spectrum in MATLAB 

SIMULINK environment. As mentioned above, the 

distribution of the noise voltage spectrum of chaotic 

oscillators is similar to the phase noise behaviour in 

conventional oscillators. Thus, for system level 

simulation, we can reconstruct the extracted noise 

spectrum using a filter-based method, presented by 

Godbole [19]. Filter-based model contains a white noise 

generator with power equal to the power of circuitry 

noise and a digital filter as shown in Figure 5. Finally, we 

reconstructed the noise can be added to the output of the 

oscillators in time domain. 
The frequency response of the filter for frequency 

offsets 𝐹(𝐴𝑛)  > 0 can be calculated as follows: 

𝐻(𝐹(𝐴𝑛)) = 2 × √𝑃(𝜔0 + 𝐹(𝐴𝑛)),  (4) 

where P shows the power spectral density of the 

oscillator output. We design a Finite Impulse Response 

(FIR) filter by using the Filter Design and Analysis Tool 

(FDATOOL), and then import this filter into the 

SIMULINK model. Now, a system level analysis of the 

noisy oscillators can be performed with real circuitry 

noise values as shown in Figure 1. At the response side, 

we write the drive signal as follows: 

𝑢́(𝑡) = 𝑢(𝑡) + 𝑧(𝑡).                                                      (5) 

where z(t) is total noise. Consider the total noise at the 

receiver side as the sum of the channel noise and circuitry 

noise. We assumed that z(t) is a zero mean Gaussian 

random variable with power spectral density 𝜎𝑧
2. Both the 

parameters and initial values are assumed to be unknown 

in response side. We can write: 

𝑢1(0) = 𝑢(0) + 𝑒𝑢  

𝜎1=  𝜎 + 𝜎 𝑒𝜎 

𝑣1(0) = 𝑣(0) + 𝑒𝑣  

𝑟1=  𝑟 + 𝑟 𝑒𝑟 

𝑤1(0) = 𝑤(0) + 𝑒𝑤  

𝑏1=  𝑏 + 𝑏 𝑒𝑏 

(6) 

where, 𝑒𝑢, 𝑒𝑣, 𝑒𝑤, 𝑒𝜎, 𝑒𝑟, 𝑒𝑏 are representation of the 

added errors to the parameters and initial values. The 

parameter errors and initial value errors are considered as 

random numbers distributed uniformly on [0.5, -0.5] and 

[1, -1], respectively. A similar assumption has been made 

by Kaddoum and Prunaret [20]. As described by Pecora, 

et al. [21], Li, et al. [22], Duong et al. [23], Zhou et al.  
 

 
Figure 5. System level simulation of band-limited noise 

using filter-based method. Lower row shows spectral 

conditions 

 

 

[24], Chernoyarov et al. [25], for using the drive-

response synchronization technique we can add a 

damping term to the response system. The damping term 

is shown by 𝛼(𝑢′ − 𝑢1), where 𝛼 is the strength of 

coupling. 

{
 
 

 
 
𝑑𝑢1

𝑑𝑡
=  𝜎1(𝑣1 − 𝑢1 + 𝛼(𝑢

′ − 𝑢1))

𝑑𝑣1

𝑑𝑡
= −𝑢1𝑤1 + 𝑟1𝑢1 − 𝑣1               

𝑑𝑤1

𝑑𝑡
= 𝑢1𝑣1 − 𝑏1𝑤1                          

  (7) 

A drive-response system can be considered as a 

communication system. On the receiver side, we have 

SNR= 𝜎𝑢
2/ 𝜎𝑧

2, where 𝜎𝑢
2 is the power of drive signal at 

the transmitter side, and the SNR shows the signal to 

noise ratio. As described by Pecora, et al. [21], we can 

use mean square error (MSE) of synchronization as a 

performance metric. If the circuitry noise is modelled as 

mentioned above, we can write MSE values for different 

SNRs. Furthermore, the error to noise ratio (ENR) can be 

employed for synchronization performance evaluation. 

𝐸𝑁𝑅𝑑𝐵 = 10 log10(
𝑀𝑆𝐸

𝜎𝑧
2 )  (8) 

 
 
3. SIMULATIONS AND RESULTS 
 
In this section, the simulation results of the proposed 
model are described. 
 
3. 1. The Effects of Circuitry Noise on the Lorenz 
Oscillator          The noise of components are extracted 

from manufacturer’s data-sheets and are imported to 

ADS environment. The noise of multipliers is neglected 

and other components is modelled by a series of voltage 

source and a parallel current source. We run a simulation 

of phase noise analysis tool in ADS. The results are 

shown in Figure 6, with consideration of circuit noise and 

without it. The bifurcation parameters and initial values 

of capacitors are equal for the two cases. 

The difference between two trajectories indicate that 

noise changes the attractor. Synchronization occurs after 
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(a) With circuitry noise 

 
(b) Without circuitry noise 

Figure 6. Chaotic attractors projected onto uw-plane 

 

 

a transient time that depends on the stability of 

synchronization [10]. In this case, the attractors collide 

with a chaotic saddle due to applied noise, and this noise 

create an internal crisis that generates a larger attractor. 

The key point is that the chaotic saddle contains an 

unstable steady state of the Lorenz oscillator [22]. In a 

weak coupling conditions a small noise can be effective 

on the stability, instability, and synchronization time of 

the system. In both cases, neglecting circuitry noise may 

result in some errors in calculations and applications 

[23]. 

The ADS program calculates resistors thermal noise 

plus the noise of other components, then plots the noise 

voltage spectrum. Figure 7 illustrates the noise spectrum 

of the output around zero value. Offset frequency is from 

1 KHZ to 10 MHZ and the noise voltage is plotted both 

at the carrier frequency minus the offset frequency and 

the carrier frequency plus the offset frequency.  

 

3. 2. The Effect of Circuitry Noise on the 
Synchronization System’s Performance          The 

extracted noise voltage of the oscillator by the phase 

noise analysis tool of ADS, are used for investigate the 

circuitry noise effects, as shown in Figure 1. In other 

words, we have implemented a synchronization system 

to extract circuitry noise and used it for SIMULINK 

environment. The FIR filter was designed by MATLAB- 

FDATOOL and then, it was been imported into the 

SIMULINK model. It can be assumed that, at the receiver 

 
Figure 7. The noise voltage spectrum at the output of Lorenz 

oscillator 

 

 

side, the parameters and initial conditions are unknown. 

This assumption results in that parameter error and initial 

value error distribute uniformly on [-0.5, 0.5] and [-1, 1], 

respectively.  

Here, external noise is neglected to deriving the 

influence of only circuitry noise. Figure 8(a) shows that 

the circuitry noise changes the receiver output compared 

to the free-noise case. In Figure 8(b), the error of the drive 

signal, i.e., the error that comes from neglecting circuitry 

noise is illustrated.  In Figure 9, we can see the effect of 

circuit noise on u-u1 trajectory plane. The circuitry noise 

can change the stability of the synchronization 

subsystems. Furthermore, the circuit noise can change 

the synchronization time.  

 

 

 
(a) The influence of circuitry noise on the drive signal 

 
(b) Drive signal error due to circuitry noise 
Figure 8. Drive signal at the receiver output 
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In the previous studies, the artificial noise has been used 

for simulations of pseudorandom generators [26]. Now, 

we consider our proposed model to produce practical 

values for simulation of the circuitry noise. As shown in 

Figure 10, we measured ENR for different SNRs. The 

effect of circuitry noise on synchronization error is 

visible, especially in low SNRs that it may reach to about 

1 dB. This may seem a small value, but note that in weak 

coupling conditions the small noise can change the 

stability of the subsystems. As shown in Figure 10, in low 

SNR conditions, for example when the SNR= -40 dB, 

circuitry noise may be constructive and reduce the 

synchronization error. As a result, the calculation of MSE 

and ENR for system shows that with consideration of the 

behavioural model we can achieve exact accurate results. 

 

 

 
(a) With circuitry noise 

 
(b) Without circuitry noise 

Figure 9. u-u1 plane of the drive signal at the transmitter 
 

 

 
Figure 10. ENR Versus SNR for Lorenz Chaotic 

synchronization system 

5. CONCLUSION 
 

In this paper we present a simple model that evaluates the 

performance of the chaotic oscillators using a simulation-

based method. This method can be used for noise voltage 

measurements in other chaotic circuits, including higher 

order differential equations or stimulus-assisted chaotic 

synchronization systems. Furthermore, the effect of 

circuitry noise on chaotic synchronization system 

analyzed using the proposed model. The measurement of 

the MSE and ENR demonstrates that circuitry noise has 

a remarkable effect on the performance of chaotic 

synchronization systems. For example, for Low-SNR 

conditions, i.e., −40 𝑑𝐵 ≤ 𝑆𝑁𝑅 ≤ 0𝑑𝐵, the circuitry 

noise can change the ENR performance up to 1dB. This 

level of error that incurred by the circuitry noise can have 

a huge destructive effect in some specific applications, 

such as rechargeable pace-makers, or may be negligible 

for other applications, such as communication goals. The 

results of this paper can be extended to a wide range of 

applications, from health monitoring, and chaos-based 

security, to human behaviour analysis and pattern studies 

in dynamic social networks. Therefore, the capability of 

the proposed model and the amount of noise effects can 

be explored for each of the above applications using the 

proposed method. 
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A B S T R A C T  
 

 

This research aims to calibrate and validate the VISSIM simulation model tool by comparing field data 

with simulation data. The ultimate goal is to evaluate traffic performance by comparing simulation 
results with direct observations in the field. This study uses modeling to determine a road segment's 

maximum flow volume. This study was conducted in Makassar, South Sulawesi, Indonesia, on Jalan 
Veteran Selatan. The method uses two main inputs: urban road primary capacity data from the 

Indonesian Highway Capacity Manual (IHCM 1997) and roadside activity data from PTV VISSIM. 

The GEH and MAPE have commonly used metrics for measuring the accuracy of simulation models 
and calibration measurements using driving behavior parameters. The research results obtained for 

validation measurements have met the requirements. Namely, the obtained MEPE value (7.38%) is 

10% smaller than the obtained GEH value (2.032 and 3.961), which is still more than 5.00. The 

calibration measurements obtained the suitability of the vehicle location and intervehicle spacing in the 

simulation model (VISSIM) with the actual field conditions. The results obtained from using VISSIM 

can be reliable and helpful in designing and optimizing urban transportation systems in the future. It is 
essential to remember that traffic simulation with VISSIM is only a transportation decision-making and 

planning tool and must be combined with field observations and accurate data for adequate and 

efficient transportation solutions. 

doi: 10.5829/ije.2023.36.08b.11 
 

 
1. INTRODUCTION1 
 

Urban development and transportation planning are 

closely intertwined, and transport planning is crucial to 

create sustainable, efficient, and livable cities [1, 2]. It 

involves evaluating the current transportation system, 

including road networks and public transportation, and 

developing new systems that meet the needs of urban 

residents. The ultimate goal of transport planning is to 

ensure the smooth flow of people and goods while 

reducing congestion, which can have many benefits, 

such as more efficient use of resources and less air 

pollution [3-5]. One of the biggest challenges in 

transport planning is the increasing traffic volume in 

cities worldwide. This leads to problems such as traffic 
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congestion, longer travel times, and increased air 

pollution [6, 7]. While many efforts have been made to 

address this issue, such as improving road infrastructure 

and public transportation, these solutions are often 

insufficient to reduce traffic congestion effectively. 

Therefore, innovative and sustainable solutions are 

needed to tackle this challenge, including using 

intelligent transportation systems, encouraging 

alternative modes of transportation, and implementing 

policies that promote sustainable urban development [8, 

9]. 

High congestion and traffic density levels often 

cause delays, accidents, and air pollution. Therefore, it 

is necessary to have the right strategy in traffic 

management to reduce the negative impacts. One of the 

practical tools in traffic management is the Microscopic 

Traffic Simulation Model. Simulation analysis heavily 

relies on software as the primary tool for facilitating the 
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calculation process [10]. The features of four different 

simulation programs: AIMSUN [11], TransModeler 

[12], CORSIM [13], and VISSIM were analyzed by 

Salgado et al. [14] and Hadi et al. [15]. Although each 

software package has advantages, the study ultimately 

chose VISSIM due to its superior vehicle routing 

capabilities, total output, stability, and extensive 

supporting documents accompanied by animations [16-

19]. Traffic flow simulation can be conducted at macro 

and micro levels. However, Habtemichael and de 

Picado Santos [20] focused on transportation 

management and found that simulation at the micro 

level yields more satisfactory results compared to macro 

simulations. At the micro level, the simulation can 

better capture the impact of heterogeneous traffic and 

produce more comprehensive and precise results. This 

level of detail is crucial for evaluating traffic flow 

scenarios, predicting traffic patterns, and making 

informed traffic management and planning decisions. 

Using microscopic traffic simulation models such as 

VISSIM has revolutionized transportation planning by 

providing planners with a powerful tool to evaluate 

various scenarios and predict the impact of 

infrastructure changes on traffic flow. These models use 

advanced algorithms to simulate the behavior of 

individual vehicles, considering factors such as driver 

behavior, traffic signals, and lane changes [21]. By 

analyzing the simulation results, transportation planners 

can identify potential issues and test different solutions 

before making any changes to the transportation 

infrastructure [22]. 

The level of detail provided by these models allows 

for a comprehensive evaluation of traffic flow in urban 

areas. Transportation planners can use these models to 

optimize the timing of traffic signals, adjust road 

layouts, and improve public transportation systems to 

reduce congestion and improve accessibility. Using 

microscopic traffic simulation models, transportation 

planners can make more informed decisions, leading to 

a more efficient flow of people and goods, improved 

safety, and reduced environmental impact [23]. 

VISSIM, in particular, has become a widely used and 

well-regarded microscopic traffic simulation software 

program due to its ability to predict traffic flow and 

congestion accurately. The software includes various 

customizable parameters, including vehicle types, traffic 

signals, and lane changes, allowing for detailed traffic 

flow analysis at the individual vehicle level [24]. The 

program also allows the simulation of various scenarios, 

such as changes in traffic patterns, lane configurations, 

or signal timings, to estimate the effect of different 

infrastructure changes on travel movement. 

VISSIM and other traffic simulation models' 

accuracy depends on the calibration and validation 

process. This process involves adjusting the model's 

parameters to match real-life traffic flow data and 

validating the calibrated model against independent 

traffic data to verify the model's accuracy [25]. 

Calibration and validation ensure that the model 

accurately represents actual traffic conditions, 

accounting for changes in traffic volume, time of day, 

and weather conditions. Regularly updating and 

maintaining calibration and validation procedures is 

crucial to ensure the accuracy and reliability of 

simulation models, as traffic conditions can change ith 

respect to time [26-28]. Both calibration and validation 

must be periodically revised to ensure that the 

simulation model can still accurately replicate field 

conditions and produce consistent results with new 

observation data. This ongoing process is vital in 

ensuring the relevance and reliability of simulation 

results [29]. 

Calibrating a microstimulator involves two sets of 

parameters: driving behavior parameters and travel 

behavior parameters. Some examples of the former are 

models of acceleration, lane switching, and 

intersections; examples of the latter are models of 

origin-destination flows and route selection. However, 

scant information is available on calibrating traffic 

simulation models, with most studies focusing on one 

aspect typically driving behavior and assuming that the 

rest of the limits are already known. For example, 

studies conducted by Zhe et al. [30], Jha et al. [31], 

Daigle et al. [32], and Ratrout et al. [33] only calibrate 

driving behavior parameters. Route selection is a crucial 

element in the calibration procedure. It is commonly 

assumed that the flows between origin and destination 

have been pre-established. The estimation procedures 

for origin-destination flows function on the premise that 

the assignment matrices, which represent the impact of 

route selection and flow propagation, have been 

established or are already known. The assignment 

matrices are paramount in comprehending and 

simulating the dispersion of traffic volumes among 

diverse paths within a transportation system. Assuming 

the availability of assignment matrices, the calibration 

procedure can prioritize the adjustment of other 

parameters and variables to enhance the precision and 

dependability of the comprehensive model [11]. Yang 

and Slavin [12] took a different tack by extending the 

origin-destination estimation process to incorporate a 

route choice model, but they did so assuming that the 

model parameters are immutable.  

The model's parameters are fine-tuned during 

calibration by comparing the simulated and observed 

traffic flows. This requires making small, incremental 

changes to the parameters to get simulation results as 

close as possible to the actual data. The calibration 

process is not complete until validation has been 

performed, as this verifies the accuracy of the model 

and its applicability for foreseeing the results of any 

future changes to the infrastructure. Predictions from the 
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calibrated model checked against data on traffic flows 

that were not used during calibration. The calibration 

and validation process is essential to the success of 

traffic simulation models like VISSIM [24, 34]. 

Adjusting the model's parameters to correspond with 

observed traffic volumes is known as calibration, and 

checking the model's accuracy by comparing predictions 

to external traffic measurements is known as validation. 

Calibration and validation check the accuracy of traffic 

simulation models so that transportation infrastructure 

decisions can be made confidently [35]. 

Based on the description, the research aims to 

calibrate and validate using the VISSIM simulation 

model tool by comparing field data with simulation 

data. The ultimate goal of the research is to evaluate 

traffic performance by comparing simulation results 

with direct observations in the field. By evaluating these 

results, the research can provide recommendations to 

improve traffic performance in the future. VISSIM 

model’s vehicle behavior in urban transportation 

systems to better understand traffic performance and 

predict infrastructure changes' effect on traffic 

movement. Therefore, by calibrating and validating, the 

results obtained from the VISSIM can be reliable and 

helpful in designing and optimizing urban transportation 

systems in the future use. 

 

 

2. MATERIALS AND METHODS 

 
2. 1. Research Approach         The research approach 

in this study involves a modeling method to define the 

determined movement volume a highway segment can 

handle. The method uses two main inputs, namely the 

primary capacity data from the Indonesian Highway 

Capacity Manual (IHCM 1997) [36] for urban roads and 

the number of roadside activities from the PTV VISSIM 

assistance program [37]. The study requires several data 

types to model, including road geometry, side barriers, 

and free-flow speed data. The side barrier data used in 

this study include roadside parking activities, vehicle 

activities entering and leaving the road segment, and 

slow vehicles. The study did not consider the influence 

of pedestrians in the modeling process. 

This study employed a quantitative methodology 

based on the analysis and modeling of collected data. 

The study relies on existing data sources and software 

programs to perform the modeling process. The study 

results are presented in numerical values that indicate 

the maximum flow volume the road segment can 

handle. 

 
2. 2. Location of Study       This study was conducted 

in front of the Maricaya Market, located on Jalan 

Veteran Selatan, Makassar sub-district, Makassar City. 

Maricaya Market is a traditional market located in the 

heart of a densely populated settlement that serves as a 

local trading center. 

This location was chosen for research because 

Maricaya Market is an important land transportation 

area in Makassar City. Because of its strategic location, 

this market is a crossroads for many transportation 

routes, including highways, ring roads, and other major 

thoroughfares. This makes it a desirable location for 

observing and analyzing traffic patterns and interactions 

between vehicles and pedestrians in congested areas. 

The location was chosen to analyze the impact of 

market activities on road volume and travel congestion. 

The study was conducted for one week in July-August 

2022 and included observations on weekdays and 

holidays. On weekdays, observations were made from 

Monday to Friday, while on holidays, they were held on 

Saturday and Sunday. 

Data collection was conducted in three sessions, 

each at different times of the day, to capture any 

changes in traffic conditions. Session I was held in the 

morning from 6.00 to 10.00 A.M. Session II in the 

afternoon from 12.00 to 2.00 P.M., and Session III in 

the evening from 4.00 to 6.00 P.M. 

The study focused on peak hours, four hours in the 

morning and four hours in the afternoon, to capture the 

highest traffic volumes and travel congestion. The 

research used direct observation methods to collect data, 

including manual traffic counting, recording travel 

times, measuring vehicle speeds and measuring road 

geometry. 

This study aims to collect traffic flow data 

consisting of four types of vehicles, namely light 

vehicles, heavy vehicles, motorbikes, and non-

motorized vehicles, which are obtained directly from 

observations and measurements in the field. The road 

section has 2/4D divided lanes. Observations were made 

on this road section because it is a busy and vital area 

for land transportation in Makassar City. 
 

2. 3. Data Geometric       Primary data was obtained 

directly from surveys of geometric road conditions. This 

data includes road width, number of lanes, lane width, 

road shoulder width, and road type. Where the observed  

 

 

 
Figure 1. Test Site: Veteran Selatan Road, Makassar, South 

Sulawesi, Indonesia 
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location is at the point of the road, namely Jalan Veteran 

Selatan. The following is a description of the geometric 

conditions of the road (Table 1). 

Data obtained from field observations will later be 

processed and analyzed to produce useful information 

on road capacity, traffic density, and congestion around 

Maricaya Market. The data from this research can assist 

decision-makers in traffic management in Makassar 

City, particularly in increasing road capacity and 

reducing traffic jams in busy and densely populated 

areas. 

 

2. 4. Data Analysis  

2. 4. 1. Traffic Volume       The definition of traffic 

volume refers to the count of vehicles passing a 

particular point or line on a road cross-section. The 

method of traffic counting is done manually by 

recording vehicles in a flow that is distributed according 

to the type of vehicle continuously at 20-minute time 

intervals. The calculation of vehicle volume is 

determined using an equation: 

𝑄 = 𝑛
𝑡⁄  (1) 

where, Q is volume of vehicles (vehicles/hour), n is the 

number of vehicles (vehicles) and t is observation time 

(hours). 
 

2. 4. 2. Road Capacity       Capacity refers to the 

maximum traffic volume sustained under specific 

conditions, including geometry, distribution of traffic 

directions and composition, and environmental factors, 

with units of PCU/hour [36]. Regarding explanations for 

road capacity, speed, volume, and density are related. 

The more vehicles on the road, the more the average 

speed decreases. The basic equation for determining 

capacity is as follows: 

𝐶 = 𝐶𝑂 × 𝐹𝐶𝑊 × 𝐹𝐶𝑆𝑃 × 𝐹𝐶𝑆𝐹 × 𝐹𝐶𝐶𝑆 (2) 

Where, C is capacity (PCU/hour), Co is basic capacity 

for ideal conditions (PCU/hour), FCw is traffic lane 

width adjustment factor, FCsp is directional separation 

adjustment factor, FCsf is side resistance adjustment 

factor and FCcs is city size adjustment factor. 
 

2. 4. 3. Degree of Saturation       The degree of 

saturation is the traffic flow ratio (PCU/hour) to 
 
 

TABLE 1. Road Geometric Characteristics 

Road Characteristics Observation (Existing) 

Road Type Four-lane Split or One-way Street 

Type of Road Pavement Asphalt 

Road Lane Width 9 meters 

Road Lane Width 3 meters 

Road Shoulder Width 1 meter 

capacity (PCU/hour) and is used as a critical factor in 

assessing and determining the performance level of a 

road segment. If the Q/C Ratio exceeds 1, the traffic 

volume exceeds the available road capacity. This 

indicates the excess capacity and possible congestion. 

The higher the Q/C Ratio, the denser and more jammed 

the traffic conditions. The calculation of the degree of 

saturation is determined using an equation: 

𝐷𝑆 =
𝑄

𝐶⁄   (3) 

where, DS is degree of saturation, Q is traffic flow 

(PCU/hour) and C is capacity (PCU/hour). 

 

2. 5. Calibration Model       The purpose of calibrating 

driving behavior parameters is to ensure that the 

simulation model can accurately reproduce the field's 

driver behaviors. This is very important in 

transportation analysis and highway planning because 

an accurate simulation model can provide more accurate 

predictions about how changes in road conditions or 

traffic policies may affect driver behavior and traffic 

flow. 

Calibration in VISSIM is a process of forming 

appropriate parameter values so that the model can 

replicate traffic to conditions that are as similar as 

possible. The method used is trial and error, which is 

done by comparing field observation conditions with 

conditions in the simulation. This simulation is accurate 

if the error rate between the simulation results and the 

observed data is relatively low. The calibration uses 

optimization techniques to minimize the deviation 

between the observed data and the simulation 

measurements made to match. 

This calibration process is carried out by comparing 

empirical or field data with the simulation results of the 

developed mathematical model. In this case, the 

difference between the empirical data and the simulation 

results will be used to adjust the required parameter 

values in the model. The simulation model must first be 

calibrated using field data to produce accurate 

predictions. This can be done by collecting data from 

direct observations, such as measurements of speed, 

acceleration, head distance, and other variables related 

to driver and vehicle behavior on the road. 

 

2. 6. Validation Model        In VISSIM, the validation 

process involves comparing the results of simulations 

with observations to verify the accuracy of the 

calibration. The validation examines the traffic flow 

volume and the queue length. The GEH (Geoffrey E. 

Havers) test is a statistical method used to evaluate the 

accuracy of simulation models. It measures the 

difference between the observed and simulated values 

and compares it to the expected range of differences. In 

the following GEH [38-41], the formula has specific 

provisions for the resulting error values as follows: 



S. M. Hafram et al. / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1509-1519                                 1513 

 

𝐺𝐸𝐻 =  
√ (𝑞_𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑−𝑞_𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑)2

0.5 × (𝑞_𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑+𝑞_𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑)
  (4) 

where q simulated is average traffic flow volume in 

simulation (vehicles/hour) and q_observation is traffic 

flow volume in the field (vehicles/hour). 

The GEH test is a valuable tool for evaluating the 

accuracy of simulation models and can help ensure that 

the models are reliable and accurate for use in 

transportation planning and decision-making. To 

explain from the GEH results can be seen in Table 2. 

A GEH value less than 5.00 is generally considered 

acceptable, indicating that the simulated values are 

accurate and can be used for further analysis and 

planning. However, a GEH value between 5.00 and 

10.00 indicates a possible error or harmful data, and 

further investigation may be necessary. A GEH value 

greater than 10.00 indicates that the simulated values 

are significantly different from the observed values, and 

the model should not be used for further analysis or 

planning. 

The Mean Absolute Percentage Error (MAPE) is a 

commonly used metric for measuring the accuracy of a 

forecast or prediction [42]. It is calculated by taking the 

absolute difference between the actual and predicted 

values, dividing that by the actual value, and 

multiplying by 100 to get a percentage [43]. The MAPE 

is then calculated as the average of these percentage 

errors. 

𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ |

𝐴𝑡−𝐹𝑡

𝐴𝑡
|𝑛

𝑡=1  ×  100%  (5) 

where n is total data, At is the observation data and Ft is 

simulation model data. 

MAPE is a valuable metric because it provides a 

simple way to evaluate the accuracy of a forecast or 

prediction, regardless of the scale of the data or the units 

of measurement. Based on Lewis [44], the range of 

MAPE values can be interpreted into four categories 

(Table 3). 
 
 

TABLE 2. Description of GEH Result 

GEH Range Description 

GEH < 5.00 Accepted 

5.00 ≤ GEH ≤ 10.00 Caution: model error or insufficient data 

GEH > 10.00 Denied 

 
 

TABLE 3. Description of MAPE Result 

MAPE Range Description 

≤ 10% Simulation results are very accurate 

10 – 20% Good Simulation results 

20 – 50% Simulation results are feasible (good enough) 

> 50% Inaccurate simulation results 

MAPE is a method of measuring the error or 

accuracy of a prediction or simulation model by 

comparing the difference between the actual value and 

the normalized predicted value in the form of a 

percentage.  
 

 

3. RESULTS AND DISCUSSIONS  
 

3. 1. Calibration Model       Driving Behavior must be 

adapted to conditions in the field so that the simulation 

results can represent conditions in the field. The 

parameter used for modeling validation with field 

conditions is the model traffic volume equal to the field 

traffic volume. If the results do not represent the 

conditions in the field, then a reset or calibration is 

required to suit the field. By calibrating the Driving 

Behavior parameters, the simulation model will be able 

to represent driver behavior and traffic volume 

following the conditions in the field so that the 

simulation results can be used to predict realistic traffic 

conditions. The Driving Behavior Parameters used in 

this study summarized in the following table: 

The driving behavior Table shows several 

parameters with constant values in each simulation 

period. The interpretation of the calibration values for 

the parameters in Table 4 is as follows: 

• Average Standstill Distance: The calibration value 

indicates that the vehicle has an average distance of 

0.2 meter before stopping. 

• Additional Part of Desired Safety Distance: Two 

calibration values are used, 0.5 and 1 meter. This 

indicates that the safe distance between the vehicle 

in front and behind is increased by a larger 

additional distance when travelling at higher speeds. 

• Number of Observed Vehicles: In this simulation, 

the number of observed vehicles is 2. 
 

 

TABLE 4. Calibration Model Validation 

Parameter 
Driving Behavior 

Default Changes 

Average Standstill Distance  2 meters 0.2 meter 

Add. Part of Desired Safety Distance  2 meters 0.5 meter 

Add. Part of Desired Safety Distance  3 meters 1 meter 

No. of Observed Vehicle  2.00 2.00 

Lane Change Rule  
Free Lane 

Selection 

Free Lane 

Selection 

Desired Lateral Position  1 meter Any 

Lateral Distance Driving  1 meter 0.15 meter 

Lateral Distance Standing  1 meter 0.45 meter 

Safety Distance Reduction Factor  0.6 meter 0.45 meter 

Minimum Headway  0.5 second 0.5 second 
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• Lane Change Rule: The rule used in the simulation 

is free lane selection. 

• Desired Lateral Position: The desired lateral position 

is any. 

• Lateral Distance Driving: The lateral distance 

between one vehicle and another while driving is 

0.15 meter. 

• Lateral Distance Standing: The lateral distance 

between one vehicle and another while standing is 

0.45 meter. 

• Safety Distance Reduction Factor: The calibration 

value used for the safety distance reduction factor is 

0.45 meter. 

• Minimum Headway Time: The minimum headway 

time or the minimum time distance that must be 

maintained between vehicles is 0.5 second. 

This shows that driver behavior can vary in traffic 

conditions, such as rush hour and off-peak. Therefore, 

to obtain accurate simulation results, it is necessary to 

calibrate these parameters based on traffic conditions 

according to the situation in the field (Figures 2 and 3). 

The calibration Figures 2 and 3 show the difference 

in traffic flow behavior before and after calibration on 

the VISSIM software. The traffic in the simulation is 

observed to move steadily in a lane-by-lane manner 

with sufficient gaps between the vehicles before 

undergoing calibration. However, the traffic becomes 

more erratic after calibration, with frequent overtaking 

and closing gaps between vehicles. 

This change indicates that the driving behavior in 

the VISSIM simulation model better represents real-

world traffic conditions, where overtaking and chaos on 

the road are common occurrences. In a heterogeneous  
 

 

 
Figure 2. VISSIM Test: Before Calibration 

 

 

 
Figure 3. VISSIM Test: After Calibration 

traffic context, where various vehicles with different 

speeds are on the same road, the calibration results show 

that the simulation model is acceptable and provides 

more accurate results. This way, the VISSIM simulation 

results can be used to plan and develop a more effective 

and efficient traffic system. 

 

3. 2. Validation Model       Table 5 shows the 

validation results of the simulation models used in 

transportation analysis and planning. The table 

calculates two GEH values for two days, namely 

Monday and Saturday (peak hours). 

Table 5 presents the validation results of the GEH 

test for vehicle volume per hour, comparing VISSIM 

and IHCM 1997. The study was conducted on two 

different days, namely Monday and Saturday. 

The interpretation of the results shows that on 

Monday, there was a slight difference in vehicle volume 

between VISSIM and IHCM 1997, as indicated by the 

GEH (2.032). However, vehicle volume significantly 

differed on Saturday between the two models, as 

indicated by the higher GEH (3.961). Despite this, the 

GEH values for both days were below 5, indicating that 

the simulation model meets the desired accuracy 

criteria. Therefore, the simulation model is acceptable 

for more advanced transport planning and analysis. 

The range of MAPE values (Table 6) obtained in the 

calibration results given is (7.38%) where these results 

are ≤10. This shows that the forecasting/simulation 

results are accurate and follow the actual field 

conditions. The smaller the MAPE value, the better the 

forecasting or simulation model's ability to predict the 

actual value. In this context, the MAPE values obtained 

indicate that the simulation model used in this study can 

predict actual values and is reliable for further analysis 

and transportation planning. 

Apart from using performance evaluation metrics 

such as Mean Absolute Percentage Error (MAPE), 

validating the simulation results can also be done by 

comparing field conditions with simulation results. 

From Figures 4 and 5, it can be seen that the simulation 

 

 
TABLE 5. GEH Test Validation Results (vehicle/hour) 

Time VISSIM IHCM 1997 GEH 

Monday  1707 1792 2.032 

Saturday  1340 1489 3.961 

 

 
TABLE 6. MAPE Test Validation Results (vehicle/hour) 

Time VISSIM IHCM 1997 MAPE 

Monday  1707 1792 2.37% 

Saturday  1340 1489 5.00% 

  Average 7.38% 
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Figure 4. VISSIM Test Condition Site 

 

 

 
Figure 5. Existing Conditions Site 

 

 

results are quite similar to the actual field conditions. 

This shows that the simulation model used is quite good 

and can represent traffic conditions in the field. 

Simulation model validation is a process to check 

the reliability and accuracy of the model in predicting 

traffic behavior in the field. By doing good validation, 

the simulation model can be well-calibrated to be 

trusted in predicting traffic behavior in the field. In this 

case, the visualization images in Figures 4 and 5 show 

the suitability of the vehicle position and the distance 

between the vehicles in the simulation model with the 

actual field conditions. This proves that the simulation 

model has passed the validation process correctly. 

By using a well-calibrated simulation model, traffic 

infrastructure development decisions can be taken more 

effectively and efficiently because the model can 

accurately predict traffic behavior in the field. 

Therefore, validation of the simulation model is 

essential to ensure the reliability and accuracy of the 

model so that decisions made based on the model can be 

more accurate and reduce the risk of errors in the 

development of traffic infrastructure. 

 

3. 3. Comparison of Observation (IHCM 1997) 
and Simulation (VISSIM)      Traffic volume is one of 

the parameters used in validating using the Geoffrey E. 

Havers (GEH) formula. This aims to compare whether 

the simulation model is appropriate or describes the 

traffic conditions at the observation location. Due to the 

limitations of the VISSIM Software in displaying 

simulation results, namely for 600 seconds of 

simulation, the volume of vehicles compared is the 

volume of vehicles per hour. 

Figure 6 compares simulated and observed traffic 

volumes on Monday and Saturday afternoons. The 

simulated traffic volume is calculated using the VISSIM 

software, while the observed traffic volume is measured 

directly in the field. The figure shows that the traffic 

volume on Monday afternoon was higher than Saturday 

afternoon for both simulation and observation. 

However, there is a difference between the simulated 

and observed values on the two days. On Monday 

afternoon, the simulation value was 1707 vehicles/hour, 

while the observed value was 1792 vehicles/hour. On 

Saturday afternoon, the simulation value was 1340 

vehicles/hour, while the observed value was 1489 

vehicles/hour. 

This shows that even though the simulated and 

observed values have the same trend (i.e., the traffic 

volume is higher on Monday afternoon), there is a 

numerical difference between the two. Several factors, 

such as inaccuracies in observational measurements or 

the calibration of simulation models, can cause this 

difference. Therefore, it is necessary to adjust or 

calibrate the simulation model so that the results are 

more accurate and can better represent field conditions. 

The VISSIM procedure utilizes predetermined 

parameters, such as the maximum vehicle speed, the 

distance between vehicles, and the red time of traffic 

lights. The VISSIM simulation results demonstrate the 

traffic service level on a road or intersection. This 

information can be used to evaluate the performance of 

existing traffic and identify areas requiring 

improvement or modification. The VISSIM simulation 

results can also be used to compare the performance of 

different tested scenarios. The optimal and most 

effective scenario for increasing traffic performance can 

be selected by comparing the performance of the two 

scenarios. The initial stage calibration and validation 

process must be carried out with care to obtain accurate 

and reliable simulation results. After that, the specified 

parameters can be used to run VISSIM to produce 

accurate and reliable service-level simulation results. 

The Level of Service measures road performance and 

traffic congestion. Average speed, travel time, number 

of vehicles per unit of time, road capacity, traffic 

density, and congestion level are used to score this 

system. Road service is as follows: 
 

 

 
Figure 6. Comparison of Observation (IHCM 1997) and 

Simulation (VISSIM) 
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At the Level of Service, each level is denoted by a 

letter from A to F, with A being the best level and F 

being the worst level [36, 45]. At level B, traffic flow is 

stable with moderate vehicle volume and limited speed. 

The driver has sufficient freedom in choosing the speed 

of the vehicle. At level C, traffic flow remains stable, 

but the speed and movement of vehicles are controlled 

by traffic volume. The driver has limitations in choosing 

the speed of the vehicle. At level D, the traffic flow is 

nearly unstable, with high traffic volumes and speeds 

that can be tolerated but are highly influenced by flow 

conditions. The traffic flow is close to unstable, and 

almost all drivers have limited freedom in driving the 

vehicle. 

Based on the simulation results using the VISSIM 

software, the level of service on Monday is D, while on 

Saturday, it is B (Table 7). However, there are 

differences in results when using the 1997 Indonesian 

Highway Capacity Manual (IHCM) method, which uses 

the degree of saturation value in categorizing service 

levels. Based on this calculation, the level of service on 

Monday afternoon is categorized as C, and on Saturday 

afternoon is categorized as B. This shows differences in 

the results of measuring the traffic service level 

depending on the methods and techniques used. 

Therefore, traffic and transportation experts need to 

choose the correct methods and techniques for 

analyzing and measuring the level of traffic services. In 

addition, the results of these measurements can be used 

to identify traffic problems and design effective 

solutions to improve road service levels and 

performance. 

Several studies in Indonesia have also used VISSIM 

as a microscopic simulation application to evaluate the 

performance of a road segment. This study used 

VISSIM to model vehicle traffic on a road segment and 

evaluate traffic performance [46-53]. To compare the 

results of the analysis from VISSIM, the study also used 

the Indonesian Highway Capacity Manual (IHCM) 1997 

as a comparison. The research results in several 

countries show that VISSIM can accurately evaluate 

traffic performance on a road segment. Thus, using 

VISSIM in traffic simulations can assist decision-

makers in making more informed decisions regarding 

developing a better transportation system [54-58].  

In the Indonesian context, which has challenges in 

overcoming traffic congestion, using VISSIM can assist 

in designing more effective and efficient transportation  

 

 
TABLE 7. Table of comparison of service levels resulting 

from IHCM 1997 and VISSIM 

Time IHCM 1997 VISSIM 

Monday D B 

Saturday  C B 

solutions. Using VISSIM, decision-makers can evaluate 

various traffic development schemes and select the most 

appropriate solution to address traffic problems in an 

area. This can help to improve the transportation 

system's performance in Indonesia and reduce traffic 

congestion, a significant problem in several big cities in 

Indonesia. In addition, the calibration carried out for 

drivers in Indonesia in this study cannot be immediately 

generalized to drivers in other countries. Driver 

behavior in each country can also vary, such as the level 

of discipline in following traffic rules, preparedness in 

dealing with emergencies, and awareness in driving. 

This difference may affect the driver's ability to follow 

the calibration model simulation results in other 

countries. Observations conducted in Dutch [59] and 

China [60] cities showed that drivers there had lower 

acceleration and desired speed profiles than 

observations in the Netherlands. Drivers in Indonesia 

may have experience driving on potholes or damaged 

roads, while drivers in other countries may not. 

VISSIM is a traffic simulation software that models 

various transportation scenarios, but its accuracy can be 

influenced by external factors such as weather, 

accidents, or policy changes. Real-world traffic 

conditions are complex and dynamic, making it difficult 

to predict the impact of external factors. Therefore, it is 

important to exercise caution when interpreting VISSIM 

outcomes and to consider a range of factors, including 

historical data, expert insights, and real-world 

observations, for a comprehensive understanding of the 

transportation system. Traffic simulation models like 

VISSIM are only one tool among many for 

transportation planning and decision-making, and a 

holistic approach that considers economic, social, and 

environmental impacts, community needs, and priorities 

is necessary for effective, sustainable, and equitable 

transportation solutions that benefit all stakeholders. 

 

 

4. CONCLUSION  
 

Based on simulation results using VISSIM and the 

Indonesian Highway Capacity Manual (IHCM) 1997 

method, there are differences in measuring the traffic 

service level. This demonstrates the importance of 

selecting the correct method and technique for 

analyzing and measuring traffic service levels. Using 

VISSIM as a microscopic simulation application can 

assist decision-makers in developing more effective and 

efficient transportation solutions to reduce congestion. 

With VISSIM, a traffic simulation is only a 

transportation planning and decision-making tool. The 

simulation results must be analyzed using data and field 

observations to draw more accurate and pertinent 

conclusions about the field situation. VISSIM must 

always be combined with field observations and 
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accurate data for adequate and effective transportation 

solutions. VISSIM is a useful software instrument for 

researchers and transportation planners to evaluate road 

network performance, develop scenarios, and make 

better decisions to improve road network safety and 

performance. 

Future research on VISSIM calibration may employ 

more precise techniques like drone technology to collect 

traffic data. Then, machine learning techniques can be 

used to predict simulation model parameters using 

historical data more accurately. The ultimate objective 

of this study is to improve the simulation model's ability 

to reflect actual traffic conditions. This research's 

findings can be utilized more effectively for 

infrastructure planning and decision-making that is 

more effective and efficient. 
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Persian Abstract 

 چکیده 
 عملکرد ی ابیارز یینها هدف  .است یساز  هیشب یها داده با ی دانیم یها داده سهی مقا با VISSIM ی ساز ه یشب مدل ابزار  یاعتبارسنج و ون یبراسیکال  قیتحق  نیا هدف 

 ن یا  .کند ی م استفاده جاده بخش کی  انیجر حجم حداکثر ن ییتع  ی برا یساز مدل از مطالعه ن یا.  است دان یم در  میمستق مشاهدات  با  یساز ه یشب جینتا سهیمقا با  کیتراف

 ی ها جاده هیاول ت یظرف یها ادهد  :کند ی م استفاده ی اصل یورود دو از  روش  نیا .  شد انجام سلاتان  سرباز کهنه جالان در ،یاندونز ،یجنوب یسولاوس ماکاسار، در مطالعه

 اندازه یبرا یی ارهایمع  از معمولاً MAPE و PTV VISSIM. GEH از جاده نارک تیفعال یها داده و  (IHCM 1997) یاندونز بزرگراه ت یظرف یراهنما از یشهر

 یریگ اندازه یبرا آمده دست  به قیتحق  جینتا .دکنن یم استفاده یرانندگ رفتار یپارامترها از استفاده با ونیبراسیکال یها یریگ  اندازه و یساز هیشب ی ها مدل دقت یریگ

 شیب همچنان که است  3.961) و (2.032 آمده بدست GEH مقدار از کوچکتر %10 (%7.38) آمده بدست MEPE مقدار ی عنی .تاس کرده برآورده را  الزامات  اعتبار،

 .آورد دست به یواقع  دانیم طیشرا با (VISSIM) یساز هیشب مدل در را خودرو نیب فاصله و هینقل لهیوس مکان بودن مناسب ونیبراس یکال یها یریگ اندازه .است 5.00 از

 ی ساز هیشب  مدل  .دباش کننده کمک و اعتماد قابل ندهیآ در  ی شهر نقل و  حمل یها  ستمیس  یساز نهیبه و  یطراح در تواند یم VISSIM از  استفاده از آمده دست  به جیتان

 .کند جادیا کارآمد ونقل حمل یها حل  راه تا شود ب یترک قیدق یها  داده و یدانیم مشاهدات  با دیبا که است ی زیر برنامه و یریگ میتصم ابزار کی کیتراف
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A B S T R A C T  
 

 

Integrated energy systems, including renewable energy sources (RES) and battery energy storage (BES), 

have high potentialities to deal with issues caused by the high penetration of electric vehicles (EVs) in 

power systems. The full realization of the benefits of such systems depends on implementation of an 
energy management system (EMS) in order to monitor power sharing between different components of 

the system. In this paper, an EMS is proposed for a multi-port converter as an integrated PV/BES/EV 

energy system. It takes into account the EV mileage, BES dis/charge cycles and financial benefits, and 
schedule for the optimal dis/charge of batteries, and also involves EVs in V2X programs. In this 

approach, the potential of EVs as a portable energy storage can be employed in providing ancillary 

services to the power grid. The obvious advantages of the proposed EMS performance have been 
specified by simulation and comparison with the benchmark method. According to the obtained results, 

for a specific period of time, a better interaction has been established between the average achievement 

of the final SOC and the financial profit of the integrated energy system under the proposed EMS. 
According to the proposed method, for a 10% reduction in the final SOC compared to the benchmark 

method, the minimum financial benefit is about 0.2607 pounds (received from the grid), equivalent to 

0.2082 pounds (paid to the grid) in the benchmark method. 

doi: 10.5829/ije.2023.36.08b.12 
 

 
1. INTRODUCTION1 
 
In past decades, the tendency to use RES in power 

systems has increased as a promising solution to deal 

with environmental, technical and economic challenges. 

Concerns regarding the reliability of their operation have 

also increased. One solution is the integration of RES 

with BES, which result in financial benefits from the sale 

of excess power [1]. Such systems also play a significant 

role in supporting the power grid. For instance, with the 

increasing penetration of EV, providing charging points 

based on integrated energy systems is considered a 

suitable solution to avoid problems caused by the 

increase in power grid load demand. Such that it provides 

a clean charging point, without applying an additional 

load on the power grid. Integrated energy systems are 

created by combining different sources such as RES, 

 

*Corresponding Author Email: j.adabi@nit.ac.ir (J. Adabi) 

BES, EV and Grid with power electronic interfaces that 

exchange power under the supervision of a control 

system to achieve technical and financial objectives. 

So far, various researches have investigated several 

aspects of the implementation of integrated energy 

systems and their performance. An EMS strategy based 

on particle swarm optimization (PSO) and fuzzy 

controller for a microgrid consisting of distributed 

generation resources and energy storage system 

consisting of batteries and supercapacitors are proposed 

by Sepehrzad et al. [2]. A family of multifunctional 

multi-port converters suitable for PV-based EV charging 

stations and grid-connected BES is introduced and 

simulated by Gohari et al. [3]. Active and reactive 

exchange power control is carried out by two-loop PI 

control scheme in this structure. Moreover, a rule-based 

EMS is presented to improve system reliability at a 
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reduced cost. A dis/charging scheduling algorithm based 

on a chance constrained programming method for an EV 

charging station including BES and PV is proposed by Li 

et al. [4]. In the proposed algorithm, EV dis/charging is 

influenced by PV uncertainty, dis/ charging priorities and 

electricity price, and it’s able to reduce energy costs by 

50%. A practical test of a smart charging controller based 

on PSO-ANN-Fuzzy is conducted by Ali et al. [5], which 

considers user needs, energy tariff, grid conditions (for 

example, voltage or frequency), renewable (PV) output, 

and battery’s state of health (SOH) status. The intended 

structure has RES and BES and is connected to the three-

phase power grid from one side. A topology for a multi-

port DC/DC/AC converter, suitable for use in BES-based 

hybrid microgrids is proposed by Zhang et al. [6]. Also, 

a detailed description of the control system and 

decentralized power management of the proposed 

structure has been discussed. A multi-mode hierarchical 

power management strategy for a smart home as a nine-

port energy router is proposed by Wang et al. [7]. Nine-

ports have been provided through separate conventional 

converters. The proposed strategy is based on droop and 

three-mode switching relationships to ensure the power 

balance of the entire system, which sends the current 

references to the decentralized controller. In the 

controller module, the power sharing of scattered 

productions is realized in order to support the voltage and 

frequency of the power system. A smart charging 

approach for off-grid electric chargers in home 

applications including PV, BES, and EV is proposed by 

Gholinejad et al. [8]. The optimal charging profile of BES 

and EV is carried out through Bellman-Ford-Moor 

algorithm, in which the financial benefits of EV and 

home owners have been fulfilled by considering their 

comfort level. A new interface topology is created by 

Savrun et al. [9] by combining several existing topologies 

to integrate two EVs with home DC microgrids. The 

proposed power management algorithm in this reference 

is rule-based that determines the state of power flow 

between the elements of this structure. Its control system 

is also based on voltage loops that stabilize voltage of the 

ports on their reference values. A new multiport 

converter for use in systems with storage is proposed by 

Yi et al. [10]. In this topology, two active switches are 

used to provide two bidirectional ports and one 

unidirectional DC/DC port. A new structure for 

connecting BESs, EVs and RES is investigated by 

Engelhardt et al. [11], in which a set of strings is 

employed instead of the power electronic interface. The 

proposed EMS for this structure assigns an appropriate 

string for two fast charging points of EVs according to 

the PV and SOC production power of BESs. An EMS for 

a grid-connected charging station is proposed by Mumtaz 

et al. [12], which is capable of simultaneous scheduling 

of dis/charging of five different EVs. The proposed 

algorithm makes it possible to implement V2X and X2V 

scenarios including 7 different operational modes. The 

adaptive PID control schematic has been employed to 

control converters of this system.  
To sum up, Table 1 compares the major features in 

existing researches with those of presented in this article 

where the relevant researches can be categorized into 

three general types: power electronics interface topology 

[3, 6], control systems [9, 12] and EMS strategies [2, 4, 

5, 7, 8, 10, 11]. In general, it has been observed that in 

some of these papers, EMS strategies and control 

schematics have not been verified through experimental 

tests. In some studies, the description of power electronic 

converters as integral components of integrated energy 

systems has not been addressed. Also, the researches that 

focused on topology are different from each other in 

terms of the number of bidirectional ports and 

simultaneous availability of DC and AC ports. In 

addition, in some works, control of voltage and current 

of sources has been neglected, while without an efficient 

control system, power sharing between different sources 

will not be possible. Battery dis/charging plans are often 

aimed at power balance, and the lack of short and long-

term EMS is clearly felt considering electricity purchase 

and sale tariffs. The performance of integrated energy 

systems, to a large extent, depends on the EMS strategy, 

because it’s responsible for scheduling, monitoring and 

controlling power exchanges between different 

components of the system [11]. The objectives of EMS 

strategies include charging BES through excess power 

[13], minimizing energy costs [1, 4, 8], reducing grid 

pressure [12], and also reducing system losses [14, 15]. 

Thus, the main focus here is on presenting an EMS 

strategy for an integrated energy system, which aims to 

reduce energy costs and facilitate EV participation in 

V2X programs, as a potential energy source. Also, the 

maximum energy that can be stored in batteries (BES and 

EV), based on the battery health curve-the number of 

dis/charge cycles, is included in the proposed EMS. In 

this way, the gradual effect of battery degradation on 

EMS scheduling can be investigated. However, in order 

to set up and examine the overall performance of such a 

system, aspects of the topology of the power electronics 

interface and its control system have also been discussed. 

In general, the major contributions of this paper are stated 

below: 

▪ Proposing an EMS based on mathematical relations 

with easy implementation 

▪ Integrated MIMO converter control  
▪ Facilitating EV connection/disconnection to/from 

EMS and Reducing energy price of EV charging 

▪ Facilitating use of EV in V2X programs and 

Considering SOH of batteries in EMS based on 

dis/charge number 

This paper is organized as follows: description of the 

MIMO converter topology and control schematic is 

provided in the second part. The relations and flowchart 
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of the proposed method are presented in the third part. 

The third section includes the system model, how to 

apply restrictions and process of EMS. The fourth part 

examines and discusses the simulation results. In the end, 

a summary and results of the study are presented in 

conclusion in the fifth section. The novelty of this paper 

lies in the development of a power electronic-based 

control algorithm for power flow management in a grid-

connected PV/BES/EV energy systems. This algorithm 

dynamically allocates power based on real-time energy 

generation, consumption, and EV charging requirements 

as well as aiming to maximize overall financial benefits 

of the system and considering battery degradation. By 

referring to Table 1, it is evident that there is a clear lack 

of studies addressing all major aspects of EMS 

implementation. In addition, different mannagment 

scenarios of such system was investigated [16-21]. 

 

 

2. SYSTEM DESCRIPTION 
 

The general schematic of the integrated energy system is 

displayed in Figure 1. This system has three parts: Power 

electronics interface converter, control system and EMS. 

The power electronics interface is a MIMO converter that 

has two bidirectional DC/DC ports, one unidirectional 

DC/DC port and one bidirectional AC/DC port. This 

converter provides the possibility of power exchange 

between PV, EV, BES and the power grid under a fewer 

number of switches. So, compared to topologies with 

similar capabilities, two less switches are used in its 

structure. The MIMO converter consists of connecting 

two DC/DC and DC/AC sections; in the first section, 

dis/charging of batteries is provided through the DC-link 

or through each other. In the second part, it’s possible to 

inject power from the DC-link to the power grid, from the 

power grid to the DC-link, and from PV to the DC-link. 

In this way, power exchanges in this topology can be 

conducted with different objectives, including sharing 

PV and BES for EV charging and reducing power grid 

stress. Moreover, this system provides the possibility of 

dis/charging BES and EV to achieve financial benefits 

and participate in V2X applications.  

In a recent study conducted by Tarassodi et al. [22], 

performance of the integrated energy system under the 

above-mentioned topology has been thoroughly 
 

 
 

TABLE 1. Comparison table for existing studies 

Ref Sources 

Power electronics Controller system EMS constrains 

No. of 

Bidirectional 

Ports 

No. of 

switches 

Constant 

power 

Constant 

voltage 
V2X 

Battery 

degradation 
Tariff 

EV 

revenue 

[1] Grid, BES, EV, PV,  CHP 2 DC, 1 AC 9 ✓ ✓ V2G, V2BES × MCP × 

[3] Grid, BES, EV, PV 1 DC, 1 AC 7 ✓ ✓ × × × × 

[4] Grid, BES, EV, PV - - × × V2G ✓ MCP ✓ 

[5] Grid, BES, EV, PV - - × × V2G, V2BES ✓ MCP ✓ 

[6] AC and DC Grids, BES 3 DC, 1 AC 9 ✓ ✓ × × × × 

[7] Hybrid AC/DC microgrid 1 DC, 1 AC 23 ✓ ✓ × × × × 

[8] Grid, BES, EV, PV 2 DC, 1 AC 9 ✓ ✓ V2G, V2BES × MCP × 

[9] EV 1 DC 9 ✓ ✓ V2H × × × 

[10] BES, EV, PV 1 DC 2 × × × × × × 

[13] Grid, BES, PV 1 DC, 1 AC 9 ✓ ✓ × × × × 

[16] Grid, BES, PV × × × × × ✓ 
MCP 

and FIT 
× 

[17] Grid, BES, PV 1 DC, 1 AC 8 ✓ ✓ × × × × 

[18] Grid, EV, PV 1 AC 15 ✓ ✓ × × × × 

[19] Grid, BES 1 DC, 1 AC 14 ✓ ✓ × × × × 

[20] Grid, BES, PV, Fuel cell 1 DC 14 ✓ ✓ × × × × 

[21] DC source, Super capacitor × 6 ✓ ✓ × × × × 

Proposed Grid, BES, EV, PV 2 DC, 1 AC 9 ✓ ✓ V2G, V2BES ✓ 
MCP 

and FIT 
✓ 
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Figure 1. General view of integrated energy system 

 

 

investigated. With continuous sampling of voltage of the 

power grid and DC-link as well as current of the 

inductors, the control system stabilizes values of these 

quantities on the determined references. The control 

schematics of DC/DC and DC/AC sections are separated 

in Figure 1. The control system in DC/DC section 

includes current loops that apply error of the inductor 

current to PWM unit after passing through the PI 

regulator. In this way, switching pulse of SW1 and SW3 

switches are generated. Also, the switching signal of SW2 

switch is obtained with NAND of two SW1 and SW3 

signals. In this schematic, the current reference values 

𝑖𝐿𝐸𝑉
𝑟𝑒𝑓
 and  𝑖𝐿𝐵𝐸𝑆

𝑟𝑒𝑓
 are determined by EMS, as discussed in 

the next section. In the DC/AC control schematic, by 

using a voltage loop, the voltage error of DC-link is 

passed through a PI regulator to obtain the value of the 

direct component of the inverter current reference. This 

value determines the amount of power that must be 

exchanged by the inverter to stabilize DC-link voltage at 

the specified reference value.  

In this schematic, the space vector modulation 

(SVM) method is applied so that in addition to its 

inherent advantages, PV system integrated with the three-

phase, three-leg inverter can be controlled. In this way, 

one less switch is used in MIMO converter. In order to 

control PV, the application of ψ parameter to SVM 

algorithm is used to change the duration of vector [1,1,1] 

in SVM according to the environmental conditions such 

as the intensity of radiation and temperature. Because 

under the other seven vectors, the PV inductor is only 

charged and as long as vector [1,1,1] is applied, the 

energy stored in PV inductor is discharged in DC-link 

capacitor. Although there are some challenges in 

implementation of such an integrated control system, this 

paper focuses on EMS, as described in detail in the next 

section. 
 

 

3. METHODOLOGY 
 

In this section, the proposed method of this paper is 

described in how to share resources to gain financial and 

technical benefits. To begin with, Equation (1) represents 

the power balance in MIMO converter, in which PV 

generated power (𝑃𝑃𝑉 ), BES power in discharge mode 

(𝑃𝐵𝐸𝑆
𝐷𝑖𝑠𝐶ℎ) and EV power in discharge mode (𝑃𝐸𝑉

𝐷𝑖𝑠𝐶ℎ) are 

considered positive. In contrast, BES power in charging 

mode, EV power in charging mode and load power are 

considered negative. As a result, the positive value of 

𝑃𝐺𝑟𝑖𝑑  is indicative of the injection of excess power of the 

integrated energy system towards the power grid and vice 

versa.  

𝑃𝐺𝑟𝑖𝑑 = 𝑃𝑃𝑉 + 𝑃𝐵𝐸𝑆
𝐷𝑖𝑠𝐶ℎ + 𝑃𝐸𝑉

𝐷𝑖𝑠𝐶ℎ − 𝑃𝐵𝐸𝑆
𝐶ℎ  − 𝑃𝐸𝑉

𝐶ℎ − 𝑃𝐿𝑂𝐴𝐷  (1) 

where the amount of load consumption power ( 𝑃𝐿𝑂𝐴𝐷) is 

considered available and definite for the day-ahead. Also, 

𝑃𝑃𝑉  is calculated according to the radiation intensity 

profile, which normally starts from zero and reaches 

maximum value from early morning to noon. Then, it 

gradually reaches zero until night. Here, the radiation 

intensity is considered definite and predetermined; 

however, to achieve the maximum power point (MPP) 

for changes in the radiation intensity, the PV system is 

modeled further. Equation (2) analytically expresses the 

I-V characteristic of the solar cell [23]. In this model, 

effect of the resistance of series and parallel branches in 

the solar cell model is addressed. Despite the existence of 

more accurate models, this model establishes an 

interaction between accuracy and simplicity [24, 25]. 

𝐼 = 𝑁𝑝𝐼𝑝𝑣,𝑐𝑒𝑙𝑙 − 𝑁𝑝𝐼0,𝑐𝑒𝑙𝑙 [𝑒𝑥𝑝 (
𝑞(𝑉+𝑅𝑠𝐼0,𝑐𝑒𝑙𝑙)

𝑁𝑠𝑎𝑘𝑇
) − 1] −

𝑉+𝑅𝑠𝐼0,𝑐𝑒𝑙𝑙

𝑅𝑝
  

(2) 

where, q is the charge of an electron (Coulomb), k is 

Boltzmann's constant (J/K), T is the temperature of the p-

n junction (K), a is the ideality constant of the diode, Np 

is the number of parallel cells, Ns is the number of series 

cells, Rs is the equivalent series resistance and Rp is the 

equivalent parallel resistance. Also, I0, cell is the reverse 

saturation current of the diode [23]: 

𝐼0,𝑐𝑒𝑙𝑙 =  
𝐼𝑠𝑐,𝑛+𝐾𝐼∆𝑇

𝑒𝑥𝑝(
𝑞(𝑉𝑜𝑐,𝑛+𝐾𝑉∆𝑇)

(𝑁𝑠𝑎𝑘𝑇)
)−1

  (3) 

in which, KV is the voltage coefficient, I sc,n is the short 

circuit current and V oc,n is the open circuit voltage of the 

cell under nominal conditions. Ipv, cell is the production 

current of a cell, which has a direct relationship with the 

intensity of radiation and temperature. Equation (4) 

describes the mathematical description of the impact of 

intensity of radiation and temperature on this parameter. 

𝐼𝑝𝑣,𝑐𝑒𝑙𝑙 = (𝐼𝑝𝑣,𝑛 +𝐾𝐼∆𝑇) 
𝐺

𝐺𝑛
  (4) 

where, KI is the current coefficient, Gn is the nominal 

radiation amount (W/m2), the difference between the 

ambient temperature and nominal condition temperature 

(Kelvin) and Ipv,n is the nominal current of the cell under 

nominal conditions. By specifying the current value, the 
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PV output voltage value is also obtained from the I-V 

curve. Multiplying voltage and current of PV has only 

one maximum point, which may not be on the MPP due 

to the environmental conditions. To this end, the perturb 

and observe (P&O) algorithm is used for MPPT in PV 

model, and Algorithm 1 represents the pseudo code of its 

modelling [23]. In this algorithm, the applied signal ψ is 

generated by SVM method instead of calculating duty 

cycle of the switches. 

 
Algorithm 1. MPPT Algorithm 

//Input: Instantaneous current, Instantaneous voltage, Ψ (0)=0. 

Calculate instantaneous power: 

 if (ppv(t)> ppv(t-1))  
if (v(t)> v(t-1))  

Ψ (t) = Ψ (t-1) + ∆ Ψ;  // ∆ Ψ ≈ 1μs 

else 
Ψ (t) = Ψ (t-1) - ∆ Ψ;  

end 

elseif ((ppv(t)> ppv(t-1))  

if (v(t)> v(t-1))  

Ψ (t) = Ψ (t-1) - ∆ Ψ;  
else 

Ψ (t) = Ψ (t-1) + ∆ Ψ;  

end 
else 

Ψ (t)= Ψ (t-1);  

end 
//Output: Ψ (t). 

 

In this way, by calculating PV generated power and 

the availability of load consumption power, only by 

determining BES and EV charging and discharging 

power values by EMS, it’s possible to determine the 

exchanged power value of the energy system integrated 

with the power grid. For this purpose, first, the standard 

discrete time model of the battery is placed in the power 

balance relation. Then, in each time step, for different 

values of BES and EV power, the minimum amount of 

energy cost or maximum financial benefit of the 

integrated energy system is calculated based on 

purchase/sale tariff values. Thus, the PGrid value for the 

next time step is determined. The discrete time model of 

the stored energy of the battery is shown in Equation (5), 

in which E[k] is the energy stored in the battery at the 

instant of k ∈ τ = {0, 1, …, T-1}6. Moreover, 𝜂𝐶ℎ and 

𝜂𝐷𝑖𝑠𝐶ℎ are charge and discharge efficiency of the battery, 

respectively, and 𝑃𝐶ℎ[𝑘] and 𝑃𝐷𝑖𝑠𝐶ℎ[𝑘]  are charge and 

discharge power of the battery in kth time step, 

respectively, and ∆t>0 indicate one time step length [26]. 

𝐸[𝑘 + 1] = 𝐸[𝑘] + 𝜂𝐶ℎ∆𝑡𝑃𝐶ℎ[𝑘] −
∆𝑡

𝜂𝐷𝑖𝑠𝐶ℎ
𝑃𝐷𝑖𝑠𝐶ℎ[𝑘], ∀𝑘 ∈ 𝜏        

(5) 

The constraints of the problem for ∀k ∈ τ are also given 

in Equations (6) to (10). The set of Equations (5) to (10) 

has been used to model BES and EV, with the difference 

that initial and nominal energy values, maximum 

dis/charging power, as well as charging and discharging 

efficiency of BES and EV are considered differently [26-

30]. 

𝐸[0] = 𝐸0 (6) 

0 ≤ 𝑃𝐶ℎ[𝑘] ≤ 𝑃𝐶ℎ
𝑚𝑎𝑥  (7) 

0 ≤ 𝑃𝐷𝑖𝑠𝐶ℎ[𝑘] ≤ 𝑃𝐷𝑖𝑠𝐶ℎ
𝑚𝑎𝑥  (8) 

0 ≤ 𝐸[𝑘 + 1] ≤ 𝐸𝑚𝑎𝑥  (9) 

𝑃𝐶ℎ[𝑘]𝑃𝐷𝑖𝑠𝐶ℎ[𝑘] = 0 (10) 

Equation (10) models the condition of complementarity 

of battery charging and discharging, which proves that a 

battery cannot be charged and discharged 

simultaneously. This equality has created a non-linear 

term in energy management calculations, which 

challenges the solution of such problems. Therefore, 

Equation (5) will become Equation (11) by removing 

restriction (10) and simplifying. 

𝐸[𝑘 + 1] = 𝐸[𝑘] + 𝜂∆𝑡𝑃𝐵𝑎𝑡[𝑘], ∀𝑘 ∈ 𝜏 (11) 

−𝑃𝐶𝐻
𝑚𝑎𝑥 ≤ 𝑃𝐵𝑎𝑡[𝑘] ≤ 𝑃𝐷𝑖𝑠𝐶ℎ

𝑚𝑎𝑥  (12) 

In Equation (11), an input (𝑃𝐵𝑎𝑡[𝑘]) is considered to 

calculate battery energy, defined as follows: 

𝑃𝐵𝑎𝑡[𝑘] = 𝑃
′
𝐷𝑖𝑠𝐶ℎ[𝑘] − 𝑃

′
𝐶ℎ[𝑘],        ∀𝑘 ∈ 𝜏 

𝑃′𝐶ℎ = 𝑚𝑎𝑥{0,−(𝑃𝐷𝑖𝑠𝐶ℎ − 𝑃𝐶ℎ)} 

𝑃′𝐷𝑖𝑠𝐶ℎ = 𝑚𝑎𝑥{0, 𝑃𝐷𝑖𝑠𝐶ℎ − 𝑃𝐶ℎ} 

(13) 

According to Equation (11), for each possible value of 

E[k+1], a PBat value is obtained for batteries. Since ∆E 

changes in each time step is constraint by the inequality 

(12), for all the values that apply to this inequality, one 

should look for a PBat value for BES and EV, so that by 

placing it in Equation (1), the optimal value of exchanged 

power between the power grid and the integrated energy 

system can be obtained. Under the optimal amount of 

exchanged power, there would be the lowest energy cost, 

the highest financial profit and the lowest battery 

degradation. For this reason, after inserting the possible 

values of E[k+1] and calculating PBat (for BES and EV 

separately), taking into account parameters such as 

electricity purchase/sale tariffs, number of dis/charging 

cycles, EV mileage and minimum depth of discharge 

(DOD), the optimal value of exchanged power are 

obtained. The intended multi-objective function in the 

proposed EMS is provided in Equation (14). This 

objective function seeks to increase SOC and 

simultaneously, increase the financial benefit (reducing 

the cost paid to the grid or increasing cost received from 

the grid). For this purpose, in addition to the grid power, 

the power of the batteries is also multiplied in the 

purchase and sale tariffs depending on their sign. 
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[𝑃𝐺𝑟𝑖𝑑 , 𝑃𝐵𝐸𝑆, 𝑃𝐵𝐸𝑆, 𝜋𝑝, 𝜋𝑖] =

{
 
 
 
 
 
 
 

 
 
 
 
 
 
 

𝑖𝑓(𝑃𝐺𝑟𝑖𝑑 ≥ 0)

{
 
 
 

 
 
 
𝑖𝑓(𝑃𝐵𝐸𝑆 ≥ 0){

(𝑃𝐵𝐸𝑆+𝑃𝐸𝑉)

𝑃𝐺𝑟𝑖𝑑
, 𝑖𝑓(𝑃𝐸𝑉 ≥ 0)

(𝑃𝐵𝐸𝑆𝜋𝑖+𝑃𝐸𝑉𝜋𝑝)

𝑃𝐺𝑟𝑖𝑑𝜋𝑖
, 𝑖𝑓(𝑃𝐸𝑉 < 0)

𝑖𝑓(𝑃𝐵𝐸𝑆 < 0){

(𝑃𝐵𝐸𝑆𝜋𝑝+𝑃𝐸𝑉𝜋𝑖)

𝑃𝐺𝑟𝑖𝑑𝜋𝑖
, 𝑖𝑓(𝑃𝐸𝑉 ≥ 0)

(𝑃𝐵𝐸𝑆𝜋𝑝+𝑃𝐸𝑉𝜋𝑝)

𝑃𝐺𝑟𝑖𝑑𝜋𝑖
, 𝑖𝑓(𝑃𝐸𝑉 < 0)

𝑓(𝑃𝐺𝑟𝑖𝑑 < 0)

{
 
 
 

 
 
 
𝑖𝑓(𝑃𝐵𝐸𝑆 ≥ 0){

(𝑃𝐵𝐸𝑆𝜋𝑖+𝑃𝐸𝑉𝜋𝑖)

𝑃𝐺𝑟𝑖𝑑𝜋𝑝
, 𝑖𝑓(𝑃𝐸𝑉 ≥ 0)

(𝑃𝐵𝐸𝑆𝜋𝑖+𝑃𝐸𝑉𝜋𝑝)

𝑃𝐺𝑟𝑖𝑑𝜋𝑝
, 𝑖𝑓(𝑃𝐸𝑉 < 0)

𝑖𝑓(𝑃𝐵𝐸𝑆 < 0){

(𝑃𝐵𝐸𝑆𝜋𝑝+𝑃𝐸𝑉𝜋𝑖)

𝑃𝐺𝑟𝑖𝑑𝜋𝑝
, 𝑖𝑓(𝑃𝐸𝑉 ≥ 0)

(𝑃𝐵𝐸𝑆+𝑃𝐸𝑉)

𝑃𝐺𝑟𝑖𝑑
, 𝑖𝑓(𝑃𝐸𝑉 < 0)

  (14) 

 

The electricity purchase/sale tariff information is 

available for the day-ahead and like PV and load, is 

considered to be predetermined and definite. The number 

of dis/charging cycles, as a criterion in determining SOH 

of the BES battery is applied as a constraint of the 

problem and overshadows decision-making process in 

the proposed EMS. For this purpose, the declining curve 

of the maximum storable energy of BES in terms of 

changes in number of dis/charging cycles is applied to the 

problem as an input. The number of dis/charging cycles 

for a new battery is considered zero. But, for each charge 

or discharge, its value increases in the proposed 

algorithm. Moreover, EV mileage is considered as a 

criterion of its SOH in the proposed EMS. Similarly, the 

declining curve of SOH with respect to mileage changes 

is used to limit the problem in terms of the maximum 

energy that can be stored in EV. 

The application of E[k+1] quantification restriction 

is well shown in Figure 2. As shown in the figure, in k+1 

time step, due to an increase in the number of 

dis/charging cycles or operation compared to before, the 

final limit of the energy that can be stored in the battery 

has slightly decreased. Hence, the range of changes of 

possible value of E[k+1] in k+1 time step has become 

more limited than before. This would contribute to 

significant changes in EMS decision-making in the long 

run. Also, some E[k+1] values are not acceptable. 

Because in order to achieve these values, the exchanged 

battery power will exceed the nominal value of condition 

(12). These values are considered unacceptable and are 

not considered in the EMS process.  

With respect to EV application, in addition to the 

constraints mentioned in Figure 2, another constraint is 

applied to E[k+1] value. As it’s clear, EV initially 

behaved as a consumer that needs charging at various 

home, fast and ultra-fast levels. Depending on the 

conditions of the integrated energy system, power grid 

and electricity tariff, one of the above-mentioned 

charging levels is selected. Anyway, EV working mode 

is X2V; While based on the objectives of this paper, it 

may also be used in V2X applications if the EV owner 

approves. In this case, in X2V mode, E[k+1] 

quantification takes place only for ∀𝑘 ∈ 𝜏 → 𝐸[𝑘] ≤
𝐸[𝑘 + 1]. In other words, the inequality (12) will change 

to expression (15) in X2V program. However, in V2X 

program, it is conducted according to the explanations of 

Figure 2. 

−𝑃𝐶𝐻
𝑚𝑎𝑥 ≤ 𝑃𝐸𝑉[𝑘] ≤ 0 ,       ∀𝑘 ∈ 𝜏  (15) 

By calculating the average BES dis/charge times and 

EV performance in 24 hours, it is possible to determine 

the effect of battery degradation on power sharing in the 

long term. Moreover, the proposed EMS seeks to reduce 

the charging time in attaining higher SOCs (lower DOD), 

which is restricted by the maximum power that can be 

transferred to the battery, maximum exchanged power 

with the power grid, financial benefit and, the costs. 

The performance description of the proposed EMS 

is provided in flowchart of Figure 3, in which 𝑁𝐶ℎ
𝐵𝐸𝑆 , 

𝑁𝐶ℎ
𝐸𝑉 , 𝜋𝑝 and 𝜋𝑖   are the number of BES dis/charge, 

number of dis/charging cycles, electricity purchase tariff 

from the power grid and electricity feed-in-tariff (FIT) to 

the power grid, respectively. The quantification of 

𝐸𝐵𝐸𝑆[𝑘 + 1] and 𝐸𝐸𝑉[𝑘 + 1] is carried out from the 

minimum to maximum value of the inequality (9) under 

 

 

 E k

1

max

kE +

min
E 1E k +

max

kEmin
E

k ++

Some values are unallowed to 
access due to (9) 

This value is selected resulting 
lower max of financial benefit

Decrease in Emax due to 
number of charge and 
discharge of battery  

Figure 2. Quantification and restriction of 𝐸[𝑘 + 1] 
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Figure 3. Flowchart of proposed EMS 

 

 

certain intervals. The maximum value of this inequality 

is obtained according to 𝑁𝐶ℎ
𝐵𝐸𝑆 and 𝑁𝐶ℎ

𝐸𝑉values, based on 

the battery degradation diagram.  

By specifying 𝑃𝐸𝑉[𝑘 + 1], 𝑃𝐵𝐸𝑆[𝑘 + 1]  and 𝑃𝑃𝑉[𝑘 +
1] values, the MIMO converter is switched under one of 

the scenarios shown in Figure 4 or a combination of them. 

As shown, except for part (a), the rest of the scenarios are 

bidirectional power exchange. Also, it is possible to 

simultaneously implement one of the scenarios of one 

part with the scenarios of other parts. For example, 

PV2DClink, B2V, and G2V scenarios can be 

simultaneously implemented, which represents EV 

charging by PV, BES, and the power grid. This means 

 

 

 
(a) PV to DC-link 

 
(b) BES to EV and EV to BES 

 
(c) Grid to EV and EV to Grid 

 
(d) Grid to BES and BES to Grid 

Figure 1. Different operational scenarios of proposed EMS 

that the proposed EMS performs both decision-making 

and determination of power references at the same time. 

In the previous research conducted by Tarassodi et al. 

[22], performance of the MIMO converter in terms of the 

control system, efficiency, reliability, as well as the 

implementation of different performance scenarios, has 

been fully investigated and discussed. Therefore, in the 

next section, only results of the implementation of the 

proposed EMS on the integrated energy system under 

study have been examined and compared. 

 

 
4. RESULTS AND DISCUSSION 
 

In this section, a case study has been simulated in 

MATLAB, results of which are presented below. Also, in 

order to check the simulation results, the Simulated 

Annealing (SA) optimization method has been used as a 

benchmark. To this end, the SA method has been 

implemented for a system similar to the proposed method 

in MATLAB, then the SA analysis has been investigated 

under the same inputs. 

The simulation features of the intended case study are 

provided in Table 1. The nominal capacity of EV and 

BES batteries is given in this Table, which by taking into 

account the EV performance and the number of BES 

dis/charge cycles, determine the maximum energy that 

can be stored in the batteries. The primary SOC of the 

batteries is selected as a sample and can change within 

the permissible range during the planning. The maximum 

dis/charge power of the batteries are also determined 

given the capacity of the batteries and MIMO converter. 

The PV system is also an array of 16 cells connected in 

series/parallel with the specifications provided in Table 

2. Simulation specifications include predicted input data, 

such as radiation intensity, load consumption power, and 

electricity tariffs, as shown in Figure 5. 

The battery degradation curve is shown in Figure 6. 

Changes in SOH of BES in relation to an increase in 

frequency of dis/charging is illustrated in Figure 6(a). As 

shown in this figure, SOH remains constant until about 

100 dis/charge times, then, it gradually reduces. Since the 

number of EV dis/charge cycles for charging point is not 

known, the SOH of EV is obtained from Figure 6(b), 

which is based on mileage changes. 

 

 
TABLE 2. Simulation parameters value 

Description Value Unit 

Nominal Capacity of BES 1.7 kWh 

Nominal Capacity of EV 20 kWh 

BES usage 300 Cycle 

EV mileage 50000 Miles 

BES initial SOC 70 % 

BES

EV

PV

Cdc_link

L-Filter

Power 

Grid

Lev

Lbes

Lpv
DC load

PV2C:

BES

EV

PV

Cdc_link

L-Filter

Power 

Grid

Lev

Lbes

Lpv
DC load

B2V & V2B:

BES

EV

PV

Cdc_link

L-Filter

Power 

Grid

Lev

Lbes

Lpv
DC load

G2V & V2G:

BES

EV

PV

Cdc_link

L-Filter

Power 

Grid

Lev

Lbes

Lpv
DC load

G2B & B2G:
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EV initial SOC 50 % 

BES Dis/Charging power 0.5 kW 

EV Dis/Charging power 5 kW 

Dis/Charging efficiency 96 % 

Lower/upper charge limits [20-90] % 

Max of irradiance 1000 W/m2 

PV cell current in MPP 7.61 A 

PV cell voltage in MPP 26.3 V 

Number of PV cells connected in series 8 - 

Number of PV cells connected in parallel 2 - 

 

 

 
(a) Irradiance 

 
(b) Load power 

 
(c) Electricity tariffs 

Figure 5. Day-ahead data 

 

 

 
(a) BES 

 
(b) EV 

Figure 6. Battery degradation curves 

Given the flowchart in Figure 3, with the availability 

of the predicted inputs as well as measurement of the 

primary SOC of the batteries, E[k+1] quantification 

begins. As shown in the explanation of Figure 2, the 

quantification is conducted under the interval (9) and 

then, based on conditions such as V2G working mode, 

the SOH value and the maximum dis/charging power of 

the batteries would be restricted. Changes in the resource 

power and SOC of the batteries during 24 hours are 

shown in Figure 7. These results are achieved under the 

number of dis/charge cycles of 10 BES and operating 

range of 1000 miles of EV. In Figure 7(a), the power of 

the sources that are in the generator state (such as PV and 

batteries in discharge mode) is positive, and power of the 

load and batteries in charging mode is negative. As it is 

shown, with an increase in the PV power, the excess 

power available in the integrated energy system is used 

for charging EV. However, in time steps of 14 to 15 

(plotted as a column in 15), due to the increase of FIT and 

increase of EV SOC, not only the EV charging is stopped, 

but also it is discharged to some extent and the obtained 

excess power is injected into the power grid. SOC 

changes of batteries corresponding to paragraph (a) are 

shown in Figure 7(b). As it’s clear in the figure, 

depending on the conditions of each time step, the 

batteries are charged or discharged during 24 hours, so 

that the objective function of the problem is minimized 

in that time step. Hence, a curve including several 

charging scenarios and several discharging scenarios has 

been created. 

SOC changes of the batteries under the condition of 

300 and 700 cycles, and 50 and 100 thousand miles of 

operation are illustrated in Figure 8. It is clear in this 

figure that increasing life of batteries directly affects the 

integrated energy system planning, such that the 

dis/charge profile of the batteries has changed compared 

to before. These changes are more evident in the BES 

profile, which has a much lower capacity than EV. In the 

following, the numerical results of these analyses are 

summarized in Table 2. 

 

 

 
(a) Power of different component 

 
(b) SOC of BES and EV 

Figure 7. Changes in power and SOC per cycle=10 & 

mileage=1000 
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(a) cycle=300 & mileage=50000 

 
(b) cycle=700 & mileage=100000 

Figure 8. SOC of BES and EV under different conditions 

 

 

On the other hand, increasing EV lifetime, as a high-

capacity source, has a greater impact on the amount of 

EMS income. The 24-hour income of the integrated 

energy system under cycle and operation changes is 

shown in Figure 9. It is well known that the increasing 

EV battery life, as a higher capacity resource, has the 

greatest impact on the revenue from BES and EV 

integration in the energy system under study. 

Results shown in Figure 10 were obtained under the 

condition of no EV presence. As it is evident, without the 

presence of EV, more excess power is available for 

injection into the power grid. However, the interesting 

point is that this does not necessarily cause the integrated 

energy system to achieve higher financial benefits, 

because it lost the opportunity to benefit from a high-

capacity energy storage; and this has reduced the 

financial benefit of the system for 24 hours. This is 

because of the fact that FIT is low in the range where 

more excess power is available. In paragraph (b), SOC 

BES was obtained under different cycles that did not 

experience any specific changes without the presence of 

EV. The numerical results of these analyses are 

demonstrated in Table 2. 

 

 

 
Figure 9. 24-hour energy price per mileage changes 

 
(a) Power of different component 

 
(b) SOC of BES 

Figure 10. Changes in power and SOC without EV 

 

 

The impact of adding EV on the financial benefit of 

the integrated energy system is shown in Figure 11. This 

figure proves the effect of the presence of a high-capacity 

energy storage source (i.e., EV) on the overall financial 

benefit of the system. Such that in the presence of low-

functioning EV, the financial benefit has increased more 

than 2.3 times compared to the absence of EV. Over time, 

as the performance of EV increases, this ratio decreases 

until it reaches 1.6 times per 100,000 miles of operation. 

A comparison of the performance of the proposed 

method with a basic method, namely, SA is illustrated in 

Figure 12. The time step of this comparison is 1 second 

and performance of the system under the two proposed 

and benchmark methods is performed for 86400 seconds. 

Results obtained for EV indicate that the final SOC is 

almost equal, but the dis/charging profile of the batteries 

under the benchmark method is such that, in total, much 

less financial benefit is achieved. These results are given 

in Table 2. So, under the SA method, not only the system 

has not achieved the financial benefit, but also it has to 

pay an amount to the power grid. By comparing these 

results, it’s clear that a 10% reduction in SOC in the 

proposed method is totally acceptable in return for the 

financial benefit gained. For BES, the newer the batteries 

are, the greater the final SOC difference under the two  

 

 

 
Figure 11. 24-hour energy price per mileage changes, 

Cycle=0  
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(a) EV 

 
(b) BES 

Figure 12. Batteries dis/charging schedule comparison 

 

 

proposed and SA methods. However, with an increase in 

lifespan, the final SOC of the batteries has also been 

obtained similar to each other. In fact, this is a good 

indication that under the proposed method, an acceptable 

interaction has been created between the gained financial 

benefit and the final SOC value of the batteries. 

The numerical comparison between the results 

obtained from the proposed methods and SA, under 

different cycle and mileage conditions are provided in 

Table 3. As mentioned in the explanation of the above 

analysis, the maximum financial benefit under the 

proposed method is obtained in the presence of EV and 

SOH above EV. 
 

 

TABLE 3. Simulation parameters value 

Inputs 

Method 

Cycle Mileage Cycle Mileage Cycle Mileage 

10 1000 300 50000 700 100000 

Proposed 

With 

EV 
0.3580 0.2621 0.2607 

Without 

EV 
0.1584 0.1589 0.1598 

SA -0.2979 -0.2344 -0.2082 

 
 

5. CONCLUSION 
 

In this paper, an EMS based on mathematical relations is 

proposed for an integrated PV/BES/EV energy system. 

The proposed EMS generates BES and EV power 

references to minimize a multi-objective function, such 

that it would lead to the reduction of system energy 

payment costs to the grid and the increase of system costs 

received from the grid, taking into consideration the final 

SOC. In the proposed EMS relations, the maximum 

energy that can be stored in BES and EV are constraint 

based on the number of dis/charge cycles and mileage, 

respectively. In this way, an analysis of the effect of 

increasing the life of batteries and the presence or 

absence of EV as a high-capacity storage device on the 

financial benefit is provided. Based on the results 

obtained from the numerical analysis, it was found that 

although in the absence of EV, the system sells more 

energy to the grid, it does not achieve more financial 

benefits. Because it loses the possibility of using a main 

source of energy storage in optimal scheduling. Because 

a significant part of the energy sold was in the absence of 

EV when FIT is low. On the other hand, in the presence 

of EV, it is possible to sell significant energy to the grid 

at high FITs, and the system would achieve a higher 

financial benefit as a whole. 
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Persian Abstract 

 چکیده 
از پتانسیل بالایی برای مقابله با مشکلات ناشی از نفوذ بالای خودروهای (،  BESساز انرژی باتری )( و ذخیرهRESهای انرژی ادغام شده شامل منابع انرژی تجدیدپذیر )سیستم

سیستم در  میالکتریکی  برخودار  قدرت  سیستمهای  چنین  مزایای  کامل  تحقق  پیادهباشند.  گرو  در  )هایی  انرژی  مدیریت  سیستم  یک  بر  EMSسازی  نظارت  منظور  به   )

، پیشنهاد PV/BES/EVبرای یک مبدل چند پورت، به عنوان یک سیستم انرژی ادغام شده    EMSشد. در این مقاله، یک  باگذاری توان میان اجزای مختلف سیستم میاشتراک

 ها( باتریdis/chargingی شارژ/دشارژ )ریزی بهینهو منافع مالی، به برنامه BES، تعداد شارژ/دشارژ  mileage  EVپیشنهادی، با در نظر گرفتن میزان  EMSشده است. 

ساز پرتابل، در ارائه خدمات جانبی به شبکه  ها به عنوان یک ذخیرهEVی  توان از پتانسیل بالقوهدهد. بدین ترتیب، مینیز شرکت می V2Xهای  را در برنامه  EVته و  پرداخ

اند. با توجه به نتایج بدست آمده، به ازای یک بازه  با روش معیار مشخص شده  سازی و مقایسهپیشنهادی با انجام شبیه  EMSقدرت نیز استفاده کرد. مزایای بارز عملکرد  

پیشنهادی تعامل بهتری برقرار شده است. به طوریکه تحت روش    EMSم انرژی ادغام شده تحت  نهایی و سود مالی سیست  SOCزمانی مشخص، میان میانگین دستیابی به  

پوند )دریافتی از شبکه( بدست آمده که معادل آن در روش    0.2607نهایی نسبت به روش معیار، حداقل منفعی مالی حدود    SOCدرصد کاهش در   10پیشنهادی، در ازای  

 باشد. شبکه( می پوند )پرداختی به  0.2082-معیار 
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A B S T R A C T  
 

 

A series of large-scale laboratory model tests in a unit cell was performed to explore the behaviour of 

loose sandy soil due to improvement. An unreinforced and geogrid reinforced granular blanket, a single 
end-bearing stone column, and their combination were used for this purpose. Since the rupture of the 

geosynthetic reinforcement in the reinforced granular blanket has never been experimentally 

investigated. A novel method of installing the geogrid was used. Thus, geogrid was allowed to 
completely mobilize and fail under loads. In this investigation, load-settlement characteristics have been 

generated by continuing loading even after geogrid rupture until the desired settlement. Parametric 

studies were carried out to observe the effect of important factors, such as the blanket thickness and the 
layout of geosynthetic sheets, including the number and place of geogrid layers within the granular 

blanket. Reinforcing the blanket with geogrid while changing the usual form of the load-settlement 

characteristics has had a significant effect on enhancing load-carrying capacity and reducing settlement. 
It can be said using a stone column, granular blanket, or combination of both techniques to boost load-

carrying capacity was more effective than reducing settlement. However, the effect of single-layer and 

double-layer geogrid reinforcement on settlement reduction depends on their placement within the 
granular blanket.  In addition, the efficiency of improvement methods has been superior under looser bed 

conditions. The best layout was to arrange one layer of geogrid near the top of the blanket or two layers 
in the middle and near the top.  

doi: 10.5829/ije.2023.36.08b.13
 

 

NOMENCLATURE 

Dr Relative density D Diameter of the footing 

LR Load ratio S/D Settlement ratio 

LRmax Maximum load ratio BCR Bearing capacity ratio 

LRfinal Final load ratio Bf Footing width 

S Footing settlement  Zu 
Distance of the uppermost reinforcing row from the 

base of the footing 

 
1. INTRODUCTION1 
 
Nowadays, soil improvement techniques [1-5] are widely 

used. Knowing about soil improvement techniques and 

their applications is essential to ensure the safety and 

cost-effectiveness of projects. These methods are used to 

modify the properties of soil to improve its stability, 

strength, and bearing capacity, which is vital when 
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constructing structures such as buildings, bridges, and 

roads. 

Stone columns have been used successfully to 

improve the engineering properties of different types of 

soils, such as soft clays, silts, and silty sands. However, 

despite the stone column's advantages in improving 

ground behaviour, its performance is challenging in soft 

or loose soils. In these soils, the circumferential 
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confinement offered by the surrounding soil may not be 

sufficient to develop the appropriate load-carrying 

capacity. As a result, the stone column bulges and pushes 

the surrounding soil radially, reducing efficiency. Hence, 

studies have tried to employ various geosynthetics to 

reinforce the stone column and provide confining 

pressure around it [6-12], and reduce stress concentration 

at the column's top by placing a reinforced granular 

blanket [13, 14]. In response to this improvement, the 

stone column can take vertical loads and reduce bulging. 

The load-carrying capacity of the stone column and soil 

is increased due to the reinforced blanket's beam-like 

behaviour and ability to withstand some bending.  

Deb et al. [15] developed a mechanical model to 

predict the behaviour of a geosynthetic-reinforced 

granular fill over soft soil that improved with stone 

columns. They found that adding the geosynthetic layer 

reduced the total and differential settlement, while the 

settlement reduction increased with further load intensity 

and modular ratio. Moreover, Deb et al. [16] extended a 

mechanical model to investigate the behaviour of multi-

layer geosynthetic-reinforced granular fill over stone 

column-reinforced soft soil. It has been reported that 

compared to a single layer of reinforcement, using multi-

layer geosynthetic reinforcement along with stone 

columns had less effect in reducing the settlement. 

However, when soft soil had not included stone columns, 

the multilayer-reinforced system remarkably efficiently 

reduced maximum settlement. Laboratory model 

investigations on the unreinforced and geogrid-

reinforced sand bed over an end-bearing stone column-

improved soft clay were performed by Deb et al. [17] in 

a cubic tank. They determined the optimum thickness of 

unreinforced and geogrid-reinforced sand beds and the 

optimal size of geogrid reinforcement placed at the 

bottom of the sand bed. Elsewhere, Debnath and Dey [18] 

conducted a series of laboratory model tests on an 

unreinforced sand bed and a geogrid-reinforced sand bed 

placed over a group of vertically encased stone columns 

floating in soft clay, as well as their numerical 

simulations. They reported increased load-carrying 

capacity, optimal thickness of the unreinforced and 

reinforced sand bed, and the optimum diameter of the 

geogrid placed at the bottom of the sand bed while 

utilizing a reinforced sand bed along with encased stone 

columns. Finally, Mehrannia et al. [19] studied the effect 

of floating stone columns, granular blankets, and the 

combination of both methods in unreinforced and 

reinforced modes on improving the bearing capacity of 

scaled physical models in a cubic tank. Their findings 

showed the enhanced bearing capacity of the clay bed by 

using improvement methods. It has also been noted that 

applying geogrid reinforcement in the middle of the 

granular blanket and geotextile as stone column 

encasement has considerably improved their efficiency. 

Most stone column experimental studies have thus far 

been conducted on saturated clay beds. Meanwhile, 

laboratory studies on a stone column overlying with a 

granular layer of sand or gravel in a unit cell have been 

insufficiently examined. In none of the prior studies, the 

granular blanket has been reinforced with the horizontal 

geosynthetic reinforcement sheets in the unit cell. In 

addition, a few studies have been reported in the literature 

indicating the geosynthetic-reinforced granular blanket 

can noticeably enhance the bearing capacity of the 

foundation system [17, 18, 20]. However, earlier 

laboratory studies have modelled a single stone column 

with a reinforced granular blanket in cubic tanks, which 

has not considered the concept of the stone column within 

a group. Moreover, the reinforcement has been applied in 

optimum dimensions with sizes larger than the stone 

column diameter and the free end within the granular 

blanket. 

The failure mechanism of planar geosynthetics 

reinforced foundations has yet to be well investigated and 

understood. Therefore, to better analyze the failure 

mechanisms, it is necessary to examine the rupture of the 

geosynthetic reinforcement layers during loading. 

Besides, the placement of geogrid reinforcement near the 

top of the blanket positioned over the stone column-

improved bed has yet to be investigated. The present 

study investigates the effect of end-bearing stone 

columns, unreinforced and geogrid-reinforced granular 

blankets, and their combinations in a laboratory unit cell 

for improving the loose silty sand bed. A novel approach 

is also adopted to install granular blanket reinforcement 

in the unit cell, allowing the geogrid reinforcement to 

mobilize under the applied loads. A principal objective of 

this study is to conduct large-scale laboratory model 

testing to examine the effect of some parameters, such as 

the thickness of the blanket and reinforcing layout, 

including the number and place of geogrid reinforcement 

within the blanket. Other objectives of the present study 

are to reveal the rupture of geogrid reinforcement and to 

discover the relationship between the failure of the 

geogrid layers and the characteristics of load-carrying 

capacity and settlement of the model tests. It should note 

that compared to the load-carrying capacity, fewer 

experimental investigations have been conducted on 

reducing settlement, especially in physical modelling 

with the unit cell. 

 

 

2. MATERIALS AND EQUIPMENT USED 
 
2. 1. Sand and Aggregate Materials        Since the 

reinforcement of fine-grained sandy soil using a stone 

column is intended, the test bed sample was prepared 

from an admixture of desert sand and clay, with a particle 

size distribution curve within the range of the Vibro 

Replacement method [21, 22]. Hence, the mixed sample 

can be classified as SM per the Unified classification 
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system. A mix of fine sand and clay, with a relative 

density (Dr) of 25%, was used to provide the test sand bed 

in loose mode. 
A significant number of blows for the compaction of 

the stone column and blanket materials in the laboratory 

process can affect the relative density of the loose sand 

bed and crush the aggregates of the stone column. 

Because of this, sand and aggregate materials with self-

compacting properties and a particular grain size range 

were employed to lower the number of required hammer 

blows.  The particle size distribution curves of materials 

used as loose sand beds, granular blankets and stone 

columns are presented in Figure 1.  

According to guidelines suggested by Nayak [23] and 

Fattah et al. [24], the size of the aggregate used in the 

construction of the stone column should be 1/7 to 1/6 of 

the diameter of the stone column. Based on the works of 

Fox [25], Stoeber [26], and Mohapatra et al. [27], a value 

of 1/6 is satisfactory for this ratio. Therefore, crushed 

stone materials passing through sieve No 3/8 inch and 

remaining on sieve No 4 with grain sizes ranging from 

4.75 mm to 9.5 mm were used to construct stone 

columns. The ratio of this material's largest to the 

smallest grain size is equal to 2. However, it is tough to 

ensure a uniform diameter of a stone column with a 

relative density greater than 50% [28]. Therefore, the 

relative density of the stone column was chosen as 50%, 

and for the granular blanket, it was 70%. Sand with grain 

sizes ranging from 0.6 mm to 1.7 mm was chosen as a 

granular blanket, with a grain size ratio of 2.8. Table 1 

summarizes the properties of the sand and aggregate 

materials utilized in the laboratory model tests.  

 

2. 2. Geogrid Reinforcement          Finding 

geosynthetics with the required and reduced stiffness on 

a laboratory scale is extremely difficult. It is because 

manufacturers do not generate materials with the 

appropriate stiffness for the physical models. Therefore, 

fibreglass mesh with the specifications listed in Table 2 

has been used to reinforce the blanket in the tests. Its 

resistance parameters have been determined based on the 

ASTM D6637 [29]. Gniel and Bouazza [30] also used 

fibreglass and aluminium mesh as reinforcement in their 

laboratory research to model a stone column encased by 

geogrid. The desirable aperture size of geogrid 

reinforcement is roughly 3.5 times the average soil 

particle size, D50 [31]. Accordingly, an available geogrid 

of the aperture size of 5 mm × 5 mm was used to reinforce 

the granular blankets. In addition, a comparison of the 

average size of sand blanket grains and the size of 

fibreglass mesh aperture indicates that Koerner [31] 

recommendation, as well as the scale effect, was taken 

into account. 
 

2. 3. Unit Cell         Stone columns are often installed in 

a triangle or square pattern in a group with a certain 

influence area for each column. In the present 

experimental study, unit cell idealization of a single stone 

column within a triangular pattern of a group of columns 

has been used. The unit cell is the equivalent cylindrical 

influence area of a single stone column within a group of 

columns [21].  
 
 

 
Figure 1. Particle size distribution curves for sands and 

aggregate materials 
 

 

TABLE 1. Properties of sands and aggregate materials 

 

 

TABLE 2. Properties of geogrid reinforcement 

Parameter Value 

Ultimate tensile strength (kN/m) 8 

Strain at ultimate strength (%) 3.17 

Stiffness at ultimate strain (kN/m) 250 

Mesh aperture (mm) 55 

Mass (g/m2) 75 

Parameter Sand Bed 
Granular 

Blanket 

Stone 

Column 

Specific gravity 2.67 2.66 2.65 

Minimum dry unit weight 14.67 13.96 14.03 

(kN/m3)    

Maximum dry unit weight 18.71 17.36 17.21 

(kN/m3)    

Bulk unit weight 15.51 16.18 15.46 

(kN/m3) (Dr =25%) (Dr =70%) (Dr =50%) 

Internal friction angle 32 35 41 

(degree) (Dr =25%) (Dr =70%) (Dr =50%) 

Uniformity coefficient (Cu) 34.8 1.48 1.43 

Curvature coefficient (Cc) 15 0.9 0.91 

USCS classification SM SP GP 
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In this research, all large-scale laboratory model tests 

have been performed in a cylindrical steel tank 

representing the unit cell with 208 mm inside diameter, 6 

mm thickness, and 525 mm initial height. The height of 

the used unit cell can be increased up to 675 mm, by 

adding modular rings, each with a height of 15 mm made 

of the unit cell materials. Thus, while carrying out the 

blankets with variable thickness, in the cases where a 

fibreglass mesh is reinforcing the blanket, it can be 

appropriately restrained within the distance between the 

rings using the pressure resulting from the closure of the 

retaining nuts and the drop glue (Figure 2(a)).  

As displayed in Figure 2(b), a support grid is placed 

on top of the unit cell, keeping the pipe's head in place. 

The inner surface of the unit cell was coated with 

electrostatic paint to reduce friction between the tank's 

wall and the materials within. In the unit cell theory, 

radial stiffness is infinite; thus, the outer body was braced 

by two steel rings to prevent any radial deformation.  

 

2. 4. Test Setup             In this study, the pressure was 

applied to the surface of the models in the unit cell using 

a hydraulic jack-frame arrangement with a nominal 

capacity of 10 tons and load cells connected to it with 

capacities of 5 tons and 10 tons. A circular steel plate of 

diameter 200 mm and thickness 20 mm was used as test 

footing to transfer the uniform stress on the model's 

surface. The footing has a diameter of 8 mm less than the 

inner diameter of the unit cell, and the foam has been 

rolled around it to provide three following functions: 
• It prevents inaccuracy in the test caused by the 

footing's contact with the body of the unit cell. 

• It positions the footing in the unit cell's centre, 

parallel to the unit cell wall. 

• It maintains soil grains, especially the granular 

pad, from migrating around the footing. 

The intended load was applied as displacement 

control with a 1 mm/min strain rate in all tests [32-37]. 

This strain rate has been set based on the type of 

materials, their moisture, and the performance of trial 

tests to control the gradual densification of sand 

throughout the unit cell's entire height.  

To ensure that pressure is applied uniformly on the 

whole surface of the model tests, the load cell is joined to 

the footing with a pin connection, according to Figure 3. 

Another steel plate with a 100 mm diameter and a 15 mm 

thickness is also welded in the centre of the primary 

footing. A hole with a diameter and depth equal to 25 mm 

and 10 mm, respectively, was made in the second plate to 

adjust the steel ball placement connected to the bolt's end. 

Finally, a bolt and a steel ball attached to it transfer the 

load as a perpendicular force from the load cell to the 

footing. Two LVDTs with a displacement range of 100 

mm and an accuracy of 0.01 mm were utilized to record 

changes in the footing's settlement. Two LVDTs were 

installed diagonally near the edges of the footing, as 

depicted in Figure 3(a). 

 

 
3. PREPARATION OF MODEL TESTS 
 

An identical procedure was utilized in all tests to prepare 

the sand bed and construct the stone column and the 

granular blanket. At each step, a given amount of each 

material was poured into the unit cell based on their 

determined unit weight and desired volume. Before 

filling the unit cell with sand, the inner surface was 

coated with oil and grease to minimize friction between 

the wall and the materials. A stone column with a 

displacement construction method was formed in the 

centre of the unit cell with an open-ended thin-walled 

pipe, having an approximate thickness of 1.8 mm, and an 

outside diameter of 75 mm. The surrounding of the stone 

column was covered by much thin nylon with a meagre 

tensile strength to prevent sand migration into the coarse- 

grained material of the column.  
 

 

 
(a) (b) 

Figure 2. Unit cell: (a) unit cell head modular rings and ring 

bracings, (b) PVC pipe supporting grid and method of 

reinforcement installation 

 
 

 
                             (a)                     (b) 

Figure 3. (a) Load cell hinge connection to footing and 

LVDT installation, (b) loading frame and jack 
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The weight of sand materials required to fill the tank 

in 50 mm thick layers of test bed was determined with the 

known unit weight of sand. This volume of sand was 

poured from a shallow 50 mm height at each step until a 

specific level of the unit cell to prepare a uniform sand 

bed of the desired relative density. Similarly, the stone 

column was constructed by dividing its height into equal 

parts of 50 mm. At each step, a particular weight of self-

compacting aggregate material was poured into the PVC 

pipe. The filled depth of the pipe was measured at each 

step to monitor the proper relative density. If compaction 

has been required, mild tapping with a wooden tamper 

has been performed. No steel rod was used for the 

compaction of stone column materials due to the crushing 

of stone grains caused by the impact. The PVC pipe was 

slowly pulled out every 50 mm, according to the 

execution of each layer of the sand bed and stone column, 

so that the bottom of the pipe was always 50 mm in the 

sand bed and remained buried. In this approach, a 75 mm 

diameter end-bearing stone column with a length-to-

diameter ratio equal to 7 was physically constructed in 

the centre of the unit cell.  

Blankets with thicknesses of 35 mm and 65 mm were 

also prepared from self-compacting sand grains by 

pouring materials from a height in layers of 15 mm to 20 

mm. Each layer was compacted with a wooden hammer 

to achieve the desired relative density. On reaching the 

predetermined depth of the reinforcement layer, the soil 

surface was levelled, and a reinforcement layer was laid 

on the sand surface. Finally, drop glue was utilized to 

attach the reinforcing mesh throughout the perimeter of 

the unit cell edge. Also, the contact pressure of the upper 

and lower rings caused by tightening the retaining nuts 

has helped to restrain the geogrid fully. This geogrid 

installation method might be regarded as one of the 

present study's innovations.  

Figure 4 displays the models prepared for testing in 

the unit cell. To prepare all model tests, including the 

reinforced blanket, a 5 mm layer of granular fill was 

poured between the sand bed and the geogrid, as reported 

in the literature geogrid [38]. Vertical spacing between 

two geogrid layers was 30 mm, with 5 mm of granular 

material poured on top of the geogrid in models where 

the geogrid was placed near the top of the blanket. 
 

 

4. SCALE EFFECTS FOR EXPERIMENTS AND TESTS 
PROGRAM 
 

The similitude ratio is the ratio of each length size of the 

prototype model to its physical model equivalent size 

[18]. Dimensionless variables in the model and prototype 

must be equal; accordingly, it is feasible to calculate the 

ratio of the model's values to reality [39]. Based on the  

Buckingham [40] similitude theory, the ratio of the 

length scale of the model test to the prototype model is 

1/λ, which has been taken as 1/10 in this study . 

According to the laws of scale [36], the ratio of 

reinforcement stiffness in the prototype scale (Jp) to the 

model scale (Jm) could be calculated as Jp = Jm²λ  [42]; 

the same relationship also held in terms of tensile 

strength.  

In earthen constructions, geogrid reinforcements with 

tensile strengths of more than 400 kN/m and up to 1200 

kN/m have often been utilized [43]. Using the average 

values and according to the laws of similarity, geogrid 

reinforcement with a tensile strength of 8 kN/m has been 

used for laboratory model tests. Typically, in the physical 

model of earthen constructions, there should be infinite 

soil grains in the contact surfaces of the soil and the 

structure or the contact surfaces of the soil layers, as well 

as in the model's boundaries. However, as there are no 

infinite grains on the contact surfaces of aggregates and 

the number of grains on these surfaces is finite, the size 

of the aggregates must be decreased [39]. Thus, the size 

of the stone column material depends on its diameter. In 

the current study, the maximum size of the aggregates has 

been taken as 9.5 mm, while the stone column diameter 

was 75 mm. In most projects, the diameter of the stone 

column ranges from 60 cm to 120 cm. Since the stone 

column diameter in the laboratory model tests has been 

considered equal to 75 mm, the similitude ratio becomes 

8 to 16. 

The prototype stone column has a length-to-diameter 

ratio ranging from 5 to 20 [44]; this parameter is 

equivalent to 7 in this investigation, with a stone column 

having a length of 525 mm and a diameter of 75 mm. 

Compared to other laboratory studies with a similar 

background [17-19, 45], some distinctions could note. In 

the present study, the bed soil is fine-grained sand. The 

test tank shape has been changed from a large cube tank 

to a laboratory-scale unit cell. The stone column's 

diameter has been extended to 75 mm, and the number of 

geogrid layers within the blanket has increased to two 

layers. Extensive studies have been carried out on 

geosynthetic-reinforced soil systems [46-48]. However, 

there is no unified understanding of the failure mode of 

reinforcement, and few experimental investigations have 

been conducted on this topic [49].  

In the present study, the geogrid installation mode has 

been changed from applying with an optimal length and 

 

 

 
               (a)               (b)             (c) 

Figure 4. (a) sand bed, (b) sand bed and granular blanket, 

(c) sand bed with stone column 



A. Shahmandi et al. / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1532-1547                                1537 

 

a free end to an utterly restrained connection. As such, 

the geogrid's tensile strength is fully mobilized until it 

fails, significantly improving the load-carrying capacity 

and decreasing settlement. According to one of the 

study's principal purposes, the loading was continued 

once the geogrid failed. It continued until the desired 

settlement of 20 mm was attained, and the load-

settlement characteristics of models involving the 

reinforced blanket were recorded. The performed tests 

are presented in Table 3, and abbreviations are according 

to the general plan developed for the investigation. 

According to the types of tests mentioned in Table 3, the 

flowchart of Figure 5 shows the research methodology. It 

is observed that considerable studies have been 

conducted to study the effectiveness of geosynthetic 

reinforcement on load-carrying capacity. As compared, 

limited experimental investigations have been conducted 

on reducing settlement [49]. The points noted are also 

seen in the reinforced blanket used to improve the 

performance of stone columns.  

When the laboratory study of the improved soil with 

the geosynthetics-reinforced blanket with free ends is 

carried out in cubic tanks, further experiments should 

develop to determine the optimum reinforcement size. 

However, there has been no need for studies to identify 

the appropriate diameter of the geogrid in the current 

study because of the new method of connecting the 

geogrid sheets to the edges of the unit cell. One of the 

most significant challenges in confirming the accuracy of 

results in laboratory investigations is reproducibility. 

Hence, some tests were repeated to validate the findings. 

Inaccuracies can cause potential mistakes in material 

weighing and non-uniformity in the constructed test bed, 

stone column, or blanket . 
 

 

5. EXPERIMENTAL OBSERVATIONS  

 
5. 1. Effect of Unreinforced Blanket and Stone 
Column          The results of loading on several model 

tests until they settled 20 mm, as reported in the literature 

[17, 18], have been reported in this section.  

In addition, because of the laboratory limitations and 

increasing the internal pressure in the tank while applying 

load on the model tests, the settlement value of 20 mm 

was chosen.  

The load-settlement characteristics of the unimproved 

loose sand bed, loose sand improved by only stone 

column, loose sand along with 35 mm and 65 mm thick 

unreinforced blanket, and a combination of these scaled 

physical models are depicted in Figure 6. The settlement 

given is the average of two LVDTs placed at 

diametrically opposite ends on the footing. Because of 

the application of load on the entire surface of the model 

and the impossibility of lateral soil deformation, the 

sandy soil was gradually densified upon increasing the 

overburden pressure. As a result, its stiffness slowly 

increased, and the models behaved similarly to 

hydrostatic loading conditions. The model loaded in the 

unit cell with a rigid plate can be compared to the one-

dimensional consolidation test.  

 

 
TABLE 3. Summary of the experimental tests 

Tests 

series 
Type of tests Test name 

1 Sand bed (without stone column and blanket) SB 

2 Sand bed with a 35 mm and 65 mm thick unreinforced blanket 
SB+UB35 

SB+UB65 

3 Sand bed with a layer reinforcement at the bottom or near the top of the 35 mm thick blanket 
SB+1bRB35 

SB+1tRB35 

4 Sand bed with two-layer reinforcement at the bottom and middle of the 65 mm thick blanket SB+2b&mRB65 

5 Sand bed with two-layer reinforcement at the middle and near the top of the 65 mm thick blanket SB+2m&tRB65 

6 Sand bed with stone column SB+SC 

7 Sand bed with stone column and a 35 mm and 65 mm thick unreinforced blanket 
SB+SC+UB35 

SB+SC+UB65 

8 
Sand bed with stone column and a layer reinforcement at the bottom or near the top of the 35 mm 

thick blanket 

SB+SC+1bRB35 

SB+SC+1tRB35 

9 
Sand bed with stone column and two-layer reinforcement at the bottom and middle of the 65 mm 

thick blanket 
SB+SC+2b&mRB65 

10 
Sand bed with stone column and two-layer reinforcement at the middle and near the top of the 65 

mm thick blanket 
SB+SC+2m&tRB65 
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Present study methodology

Sand bed without stone column Sand bed with stone column

Unreinforced blanket Reinforced blanket

Blanket 

thickness=35 mm

Blanket 

thickness=65 mm

Blanket 

thickness=35 mm

Blanket 

thickness=65 mm

Geogrid at the bottom 

of the blanket

Geogrid near the top 

of the blanket

Geogrid at the bottom 

and in the middle of 

the blanket

Geogrid in the middle 

and near the top of the 

blanket
 

Figure 5. Research methodology of laboratory model tests 

 

 

 
Figure 6. Load-settlement characteristics of loose sand, 

unreinforced granular blanket, and stone column model tests 
 

 

In this kind of experiment, since the loading is in the 

stress path line K0, failure does not occur in terms of 

bearing capacity [16]. Soils subjected to hydrostatic 

loading exhibit nonlinear behaviour [50]. Hardening 

behaviour in load-settlement characteristics has rarely 

been reported in laboratory studies conducted by 

researchers in the unit cell under rigid loading on the 

entire model surface. 

Similar behaviour has been observed only in the 

laboratory modelling undertaken by Gniel and Bouazza 

[30], which considers unit cell idealization on a saturated 

clay bed improved with a geogrid-encased stone column. 

However, an approximate similar behaviour in laboratory 

models loaded in the unit cell on saturated clay improved 

with the stone column by Ambily and Gandhi [51] can be 

seen. Figure 6 shows the load rises with the settlement 

and the chart deviation of models without stone columns 

from those with columns increases. The slope of the load-

settlement charts becomes steeper while the presence of 

a stone column. Based on a comparison of the load-

carrying capacity of the models at a constant settlement 

value, it can be said the effectiveness of the improvement 

methods is more considerable under looser bed soil 

conditions. For example, in the case of a 10 mm 

settlement, the stone column enhances the load-carrying 

capacity by 92%. While placing 35 mm and 65 mm thick 

unreinforced blankets on top of the stone column and 

circumferential soil boosts the load-carrying capacity up 

to 105% and 122%, respectively. In the 20 mm 

settlement, the load-carrying capacity of the sand bed 

with a stone column rises by 66%. In contrast, combining 

the stone column and unreinforced blanket with the given 

thicknesses improves the load-carrying capacity by 78% 

and 84%, respectively.  

According to Deb et al. [17], the load-carrying 

capacity of a soft clay bed with an end-bearing stone 

column was improved by 69%. Again, it is noted that the 

load-carrying capacity of a sand bed with an optimum 

thickness of 50 mm (0.5 times the diameter of the 

footing) over a stone column-improved soft soil was 

grown by 141%. The findings of their study are related to 

a 20 mm settlement and the presence of a single stone 
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column in a large cubic tank. Debnath and Dey [18] 

observed that the floating stone column group augmented 

the load-carrying capacity of the improved clay bed by 

172%. They also reported a 363% rise in load-carrying 

capacity in settlement of 20 mm, where a sand bed with 

the optimal thickness of 40 mm (0.2 times the diameter 

of the footing) was positioned over the geotextile-

encased floating stone columns group.  

It can be said, compared to the stone column, the 

usage of the unreinforced blanket has a far lower effect 

on the improvement rate, especially when the thickness 

of the blanket is lower and roughly half the diameter of 

the stone column. While compared to an unreinforced 

granular blanket placed on the surface of loose soil, an 

end-bearing stone column will be more able to carry the 

load and reduce settlement. The effect of the stone 

column and the unreinforced blanket in enhancing the 

load-carrying capacity diminishes as the sand bed 

becomes gradually dense in the unit cell. The stone 

column causes a considerable role in decreasing 

settlement, whereas the unreinforced blanket has a minor 

effect. Exampling, at a loading intensity of 20 kN, the 

extent of settlement reduction of the model improved 

with a stone column reaching 30%. In contrast, with 35 

mm or 65 mm thick unreinforced blankets positioned 

over the stone column, the settlement drops 32% or 35%, 

respectively. The percentage of settlement reduction 

under 34 kN loading intensity for models improved with 

a stone column alone, a stone column along with a 35 mm 

thick unreinforced blanket, and a stone column along 

with a 65 mm thick unreinforced blanket is estimated to 

be around 23%, 26%, and 28%, respectively. Deb et al. 

[17] reported that for a loading intensity of 0.5 kN, 

compared to unimproved soil, the settlement has been 

reduced by 67% and 91%; when the soil is improved by 

only stone column and by stone column along with 

unreinforced, respectively.  

It suggests that the effect of stone columns and 

unreinforced blankets in reducing settlement is declined 

due to the sand bed's gradual densification while loading 

and its hardening behaviour. Based on the points noted, 

the role of the unreinforced granular blanket and the stone 

column in enhancing the load-carrying capacity is more 

significant than reducing settlement.  

 

5. 2. Effect of Geogrid-reinforced Blanket         
Several studies about the effect of geosynthetic 

reinforcement on soil foundation improvement have 

applied the reinforcement with the free end and the 

optimum length. Based on a literature review undertaken 

by Guo et al. [49], it is 4 to 5 times the width of the 

foundation. The optimum reinforcement length is 

affected by the number of reinforcing layers, density and 

type of soil [52]. As the geogrid has been installed and 

restrained in the current study, experiments have not been 

required to identify the appropriate size. Thus, blankets 

with thicknesses of 35 mm and 65 mm were reinforced 

with one and two layers of geogrid. The 35 mm thick 

blankets were reinforced with a single layer of geogrid at 

the bottom or near the top of the blanket, while blankets 

with a thickness of 65 mm were reinforced with two 

layers of geogrid at the bottom and middle or middle and 

near the top. A geogrid layer was applied at the bottom 

of the granular fill over stone column-improved soft soil 

in the studies by Deb et al. [15-17] and Debnath and Dey 

[18]. Mehrannia et al. [19] used single and double-layers 

geogrid reinforcement within the middle of the blanket 

but did not explain how the two layers were arranged 

relative to each other. Hamidi and Lajevardi [45] 

reinforced the granular mattress with a geogrid layer at 

the bottom or middle of it. Figure 7 displays the ruptured 

geogrid after emptying the unit cell from the granular 

material of the blanket at the end of the experiment.  
It can be seen the geogrid has been ruptured 

throughout the inner perimeter of the tank. A similar 

rupturing mechanism has been observed in all blankets, 

including one or two rows of geogrid reinforcement.  

The following section examines the influence of some 

factors on load-carrying capacity and settlement variation 

by comparing the load-settlement characteristics under 

various improving conditions. Figures 8 and 9 illustrate 

the load-settlement features of the unimproved sand bed 

and the sand bed, along with the 35 mm and 65 mm thick 

blankets reinforced with geogrid. Figure 9 indicates the 

cases where the loose sand bed has also included a stone  

 

 

 
Figure 7. A ruptured sample of the blanket’s geogrid 

reinforcement at the end of the test 

 

 

 
Figure 8. Load-settlement characteristics of sand bed 

without stone column having a geogrid-reinforced granular 

blanket 
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Figure 9. Load-settlement characteristics of sand bed 

including stone column and geogrid-reinforced granular 

blanket 

 

 

column. The charts reveal that reinforcing the blanket 

with geogrid significantly boosted the load-carrying 

capacity and reduced the settlement of the model tests. 

First, the slope of the load-settlement graphs increases 

until reaching a certain value; then, it becomes nearly 

constant within a range of the chart, after which the 

gradient rises again. As compared to unreinforced 

models, the inclusion of geogrid in the blanket alters the 

charts’ shape and slope. 

In addition, a noticeable prominence in load-

settlement features and a change of direction of chart 

concavity at the threshold of geogrid rupture in the 

settlement ranging from 1-5 mm is observed. The shift in 

concavity direction and varying the slope from ascending 

to constant trend are related to the yielding of geogrid. 

With the continuance of loading, geogrid rupture 

ultimately, and with the gradual process of sand 

densification, the chart returns to its ascending mode.  

Increasing the number of reinforcing layers helps to 

increase load-carrying capacity further and reduce 

settlement more. The charts in Figures 8 and 9 show that 

the load-settlement characteristics would be somewhat 

different with the inclusion of two layers of geogrid 

reinforcement. During the load enhancement process, 

two stages of slope variation and concavity direction 

change are observed when two geogrid layers are placed 

in the blanket. The first prominence is related to the 

failure of the first layer of geogrid reinforcement, 

followed by the failure of the second layer, which forms 

another prominence. There have been no reports of 

changes in the slope and direction of the concavity of the 

load-settlement characteristics in investigations of 

reinforced blankets with sheet geosynthetic 

reinforcement. These changes are caused by the way 

reinforcement operations and their failures. In the studies 

of Chen et al. [37], the rupture of sheet reinforcement 

layers under the foundation was reported, and the change 

in the form of a load-settlement curve was observed.  

The comparison of Figure 6 with Figures 8 and 9 

reveal that despite the geogrid rupture, the final load 

value at the settlement of 20 mm has grown compared to 

the case where the geogrid was not used. In addition, it 

can be said because of the sandy soil's hardening 

characteristic; its densification has been possible under 

the conditions causing tension in the geogrid. Under 

conditions with a stone column, the geogrid rupture at a 

higher intensity of load and less settlement due to the 

stiffer bed caused by the presence of a stone column. 

Models with reinforced blankets have similar load-

settlement characteristics in the geogrid rupture range, 

regardless of whether stone columns are included. All 

models with a layer of geogrid near the top of the blanket 

have load-settlement characteristics with steeper slopes 

and less settlement at the same load extent compared to 

the model with geogrid at the bottom. Similar findings 

have been observed while using two geogrid layers in the 

middle and near the top of the blanket, compared to 

placing the geogrid in the bottom and middle of the 

blanket. While the overburden pressure over the model 

developed, loose sand hardened, and its density and 

strength grew as the settlement increased. Therefore, the 

effect of all improving methods for reducing the 

settlement diminishes as the load-settlement curves grow 

gradually. The reduction in settlement following the 

failure of the geogrid reinforcement has a considerable 

drawdown in the models, including reinforced blankets. 

For example, the settlement of the model with a 35 mm 

thick reinforced blanket, including a layer of geogrid at 

its bottom resting on the stone column-improved sand 

bed for a loadings intensity of 5 kN, 15 kN, and 25 kN is 

reduced by 69%, 44%, and 38%, respectively. However, 

when the geogrid reinforcement is placed near the top of 

the blanket, with the given loads, the settlement decreases 

by 80%, 38%, and 35%, respectively. The comparison 

suggests that the drawdown in settlement reduction 

following the geogrid rupture is more severe in the model 

tests with a single layer of geogrid near the top of the 

blanket. It is also observed for reinforced blankets, 

including two geogrid layers in the middle and near the 

top. 

Based on the investigation of Deb et al. [17], for a 

loading intensity of 1.0 kN, as compared to an 

unreinforced sand bed, a 44% reduction in the settlement 

has been observed when the geogrid-reinforced sand bed 

is used, whereas, for a loading intensity of 1.3 kN, the 

settlement reduction is 55%. They resulted that the 

geogrid reinforcement is more effective for higher 

loading intensity than for lower loading intensity. 

As remarked in the introduction, Deb et al. [16] 

investigated mechanical models with multi-layer 

reinforced granular fill. They concluded that, compared 

to single-layer reinforcement, a granular fill reinforced 

with multi-layer geosynthetic had less effect on reducing 

settlement since a significant reduction in the settlement 

was related to the stone column. In addition, they 
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discovered that when stone columns have not been used, 

the multi-layer reinforcement curtails the settlement. The 

results of the present study show that at the geogrid 

rupture threshold, the settlement reduction is relative and 

depends on the place of reinforcing layers. For example, 

as compared the model having a layer of geogrid near the 

top of the blanket (35 mm thick) over a stone column-

improved sand bed, with employing two layers of 

geogrid at the bottom and middle of the blanket (65 mm 

thick) over the stone column-improved sand bed, the 

settlement drops by 40% more. When two geogrid layers 

are placed in the middle, and near the top of the blanket, 

settlement reduction grows by 60%. Compared to a 35 

mm thick blanket reinforced with a geogrid layer at the 

bottom, the extent of settlement reduction with the 

placement of two layers at the bottom and middle of the 

65 mm thick blanket grows by up to 63%. By placing two 

layers in the middle and near the top of the blanket, 

settlement is lower by up to 75%. Thus, the number of 

reinforcing layers and places will affect the settlement 

reduction.  

Furthermore, the final load-carrying capacity of the 

model tests at 20 mm settlement has been compared. In 

the case of using one row of geogrid at the bottom of the 

blanket or two rows in the middle and bottom of the 

blanket, up to 5% higher load-carrying capacity has been 

observed compared to placing a single layer of geogrid 

near the top of the blanket or two layers in the middle and 

near the top of the blanket. Due to the distance of the 

geogrid from the bottom of the footing, the reinforcement 

is ruptured in a more amount of settlement. As a result, 

the bed soil has reached a higher density, and the load-

carrying capacity has increased. Also, while the presence 

of a stone column, the final load-carrying capacity grows 

up to 38% in models having reinforced blankets with one 

row of geogrid. It is up to 28% in models with reinforced 

blankets, including two geogrid layers, compared to 

similar models without stone columns. 

 
5. 3. Improved Load Ratio           The load ratio 

parameter [42] is derived by dividing the improved sand 

bed load-carrying capacity (with a blanket, stone column, 

or a combination of both methods) by the sand bed load-

carrying capacity without improvement. This parameter, 

known as "LR", is related to the improved and 

unimproved models' load-carrying capacity in an equal 

settlement. In addition, the settlement ratio parameter 

(S/D), which is by dividing the footing settlement by the 

diameter of the footing, can be defined. Therefore, the 

preceding charts can be generated in different spaces 

when the axes are dimensionless, as illustrated in Figures 

10 and 11. The LR curve related to models without 

reinforced blankets peaks and then drops with a mild 

downward trend that the inclusion of blankets or the 

presence of stone columns causes the maximum load 

ratio (LRmax). Fine-grained sand bed compressibility is  

 
Figure 10. Load ratio-settlement ratio characteristics of 

improved model tests with an unreinforced and geogrid-

reinforced granular blanket 

 

 

 
Figure 11. Load ratio-settlement ratio characteristics of 

improved model tests with stone column and granular 

blanket 
 

 

higher than coarser-grained materials used in stone 

columns and blankets.  
The range of variations in the dry unit weight of these 

materials confirms this. However, adding a blanket or the 

presence of a stone column changed the stress 

distribution and affected the sand's hardening behaviour 

to some extent. Therefore, reducing the amount of stress 

in the depth of the improved sand bed models can be 

attributed to the fact that the stone column carries a 

significant share of the vertical stress. However, there is 

also the potential for relative displacement of stone 

column aggregates under pressure. In addition, the 

granular blanket's performance on the carriage of some 

overburden pressure has also affected the sand bed's 

hardening behaviour. 

The load ratio-settlement ratio characteristics for the 

models with reinforced blankets reveal a prominent peak. 

These noticeable peaks are caused by the geogrid's tensile 

strength mobilization, followed by a sudden drop yielded 

by the geogrid's rupture. After the failure of the 

reinforcement layers, the resistance was only generated 

by sand and aggregate materials, which explains the 
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sudden drop in LR variations. The mobilization of the 

tensile strength of the geogrid reinforcement lay within 

0.5-2.5% of the settlement ratio. In the model tests with 

a reinforced blanket including two layers of geogrid, the 

LR increases with the settlement ratio, then drops 

suddenly after the prominent peak point. It indicates that 

all reinforcement layers ruptured within a relatively short 

period. As Figure 11 points, the LRmax is enhanced to 

4.77 in model tests with a layer of geogrid at the bottom 

of the reinforced blanket with a thickness of 35 mm 

resting on the stone column-improved sand bed. In this 

model, when the geogrid reinforcement is placed near the 

top of the blanket, the LRmax grow to 7.9. It is while the 

settlement has been reduced from 4 mm to 2.5 mm. In 

other words, altering the geogrid's position from the 

bottom to near the top of the blanket results in 66% 

further growth of LRmax and 38% less settlement. 

Therefore, placing the geogrid near the top of the blanket 

is significantly boosted load-carrying capacity and is 

reduced settlement; thus, it could be regarded as the 

optimum place for a layer of geogrid reinforcement. 

Upon adding the stone column to the model with 

layer(s) of geogrid reinforcement, the growth of the load 

ratio increased further. Similar to using a single layer of 

geogrid, when two layers of the geogrid move away from 

the base of the footing while getting closer to the top of 

the stone column, the effect of the column in enhancing 

the load-bearing and reducing the settlement is 

intensified. Although, placing two geogrid reinforcement 

layers in the middle and near the top of the blanket is the 

optimal arrangement. With the presence of a stone 

column and the blanket reinforced with two layers of 

geogrid in the middle and near the top of the blanket, the 

maximum value of LRmax has been obtained equal to 

11.38.  

Mehrannia et al. [19] reported that at a settlement of 

50 mm, the bearing capacity rose by 85% and 92%, 

respectively, for the model including a layer of geogrid 

in the middle of the blanket with a thickness of 75 mm 

over the clay bed as well as for a clay bed model having 

floating stone column along with a similar blanket. 

Moreover, in the research of Deb et al. [17], the 

maximum enhancement in the load-carrying capacity of 

geogrid-reinforced sand bed over stone column-

improved soft clay was reported as 233%; such a 

condition that the sand bed had an optimum thickness of 

30 mm (0.3 times the diameter of the footing), which 

included a geogrid layer at the bottom. Debnath and Dey 

[18] obtained 8.45 times the load-carrying capacity with 

the geogrid-reinforced sand bed over the geotextile-

encased stone column group floating in a soft clay bed; 

the geogrid reinforcement has been placed at the sand 

bed's bottom with a 30 mm optimum thickness (0.15 

times the diameter of the footing). 

According to Figures 11 and 12, the LRmax could be 

derived within the geogrid rupture range and the LRfinal 

at the end of loading of model tests. The main differences 

between LRmax and LRfinal can be summarized as follows: 

• LRfinal values are lower than LRmax values in all 

model tests. 

• The model tests that improved with the stone 

column show further LRfinal compared to experiments 

without the stone column but with the reinforced blanket. 

• The difference between LRmax and LRfinal in 

models without the reinforced blanket ranges from 19%-

52%, whereas the variation in models with the reinforced 

blanket is between 108%-417%. 

• The difference between LRmax and LRfinal for 

models with the reinforced blanket and the stone column 

is less than that of similar ones without the stone column. 

• The models with one row of geogrid near the top 

of the blanket have a higher LRmax than the one with a 

stone column and one row of geogrid at the bottom. 

• The LRmax of models with a single layer of 

geogrid near the top of the blanket is 1.5 to 2 times that 

of models with one geogrid layer at the bottom, but it is 

not valid for LRfinal. 

• The LRfinal for models improved by the stone 

column alone and the models improved with one geogrid 

layer reinforced blanket without stone column are almost 

the same, which differs from the LRmax. 

• The models with stone column and unreinforced 

blanket have a higher LRfinal than those without stone 

column but with one geogrid layer reinforced blanket, 

which is the inverse of LRmax. 

• The models with a stone column and reinforced 

blanket with a single layer of geogrid have a higher LRfinal 

than models with the reinforced blanket including two 

geogrid layers, which is the inverse of LRmax.  

• In the final load, improving the sand bed with 

the stone column and the unreinforced blanket is a better 

alternative than improving the bed only with a reinforced 

blanket. In addition, it can be said utilizing the stone 

column along with the reinforced blanket is a more 

suitable alternative than employing each of these 

techniques alone. 

 
 
6. DISCUSSIONS 

 
The blanket material and geogrid reinforcement in the 

reinforced zone move downward when the footing settles 

under the applied load. However, since the geogrid 

reinforcement under the footing is curved, an upward 

force is mobilized to resist the applied load, increasing 

the load-carrying capacity [53, 54]. This force is one of 

the main reinforcing mechanisms with horizontal 

geosynthetic layers, known as the membrane effect. As 

illustrated in Figure 12, Das [55], Wayne et al. [56], and 

Chen [57] presented complete reinforcement rotation to 

model   the   membrane   tensioned   effect.   Chen   [57]  
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(a) (b) 

Figure 12. Complete rotation of geosynthetic: (a) vertical 

punching, (b) active triangular wedges (modified from Das 

[55], Wayne et al. [56], Chen [57]) 
 

 

attributed the contribution of geosynthetic reinforcement 

to providing lateral confinement to the punching wedge.  

The effect of lateral confinement could be noted 

among other geosynthetic reinforcing mechanisms. It is 

related to the relative movement of soil grains along the 

surface of the geogrid reinforcement under the 

foundation load, which mobilizes the frictional force at 

the reinforcement-soil interface. The interaction between 

the geogrid reinforcement and the soil effectively limits 

the soil grains' horizontal movement, increasing the soil's 

lateral confining stress and compressive strength beneath 

the foundation [54, 58]. Based on the method of installing 

the geogrid reinforcement and conditions of restraining 

its edges in the present study, there seems to be only the 

possibility of relative movement of soil grains and 

geogrid support under the conditions of developing strain 

in the geogrid during loading. Therefore, it can be said 

the membrane tension effect has dominated the 

development of lateral confinement in these types of 

tests. According to Giroud and Han [59], the influence of 

the membrane effect becomes increasingly significant 

with large deformations. When geogrid gets closer to the 

base of the footing, further reinforcement deformation 

occurs; hence the development of the membrane effect 

increases.  

Numerical studies of Debnath and Dey [18] 

conducted in the 3D software ABAQUS 6.12 confirm 

this. They reported that most geogrid deformations and 

stresses occurred mainly in the area immediately below 

the footing, with small deformations away from the 

loaded area. 

Given the restraint of the geogrid at the unit cell's 

edges and the conditions for its rupture, it is feasible to 

infer the full participation of the membrane tension effect 

and reinforcing tensile strength in enhancing the load-

carrying capacity and reducing the settlement. When the 

geogrid is placed near the top of the blanket, more 

curvature occurs on the surface of the geogrid 

reinforcement under the footing, mobilizing the 

membrane effect and increasing the contribution of its 

tensile strength. Under these conditions, the vertical 

component of the geogrid's tensile strength somewhat 

balances the upper loads on the reinforcement. In 

response to the combined effect of tensile mobilization 

strength and the geogrid reinforcement membrane effect 

due to its curvature, vertical stress diminishes in the 

region under the geogrid [17, 18, 60-62].  

Placing the geogrid at the bottom of the blanket 

causes a reduction of curvature of geogrid reinforcement 

under the applied load as well as the reduction of both 

membrane effect contribution and tensile strength 

mobilization [63]. Therefore, it has reduced the 

effectiveness of reinforcement, resulting in a further 

transferred part of the load being to the stone column. In 

this condition, the stone column is more involved in 

carrying the load and reducing the settlement. Also, when 

geogrid reinforcement is further away from the load, it 

ruptures at a higher footing settlement. But the model's 

further settlement will correspond to more densification 

of the sand bed. 

Also, since the load ratio parameter is calculated by 

dividing the improved model's load-carrying capacity by 

the model without improvement in the same settlement, 

if the geogrid fails at more amount of settlements blanket, 

the LRmax would be lower. This issue reveals the benefit 

of placement of a single layer or two layers of geogrid 

reinforcement closer to the top of the blanket in models 

without and with stone columns. 

The shallow failure is more likely to happen when the 

spacing above the uppermost reinforcement is greater 

than 2/3 times the width of the footing, according to 

Binquet and Lee [53]. Mandel and Salencon [64] 

developed a solution for a footing on sand bounded by a 

rigid base. Figure 13 presents footings with finite width 

and illustrates that the bearing capacity ratio (BCR) 

grows as the sand friction angle increases. However, 

when the distance of the uppermost reinforcing row (zu) 

from the base of the footing with width Bf increases, the 

bearing capacity ratio approaches one. The results of 

three laboratory investigations are consistent with these 

curves [65]. According to these curves, the bearing 

 

 

 
Figure 13. Bearing capacity ratio due to shallow failure 

above the uppermost reinforcement (after Wayne et al. [56], 

with permission from ASCE) 
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capacity ratio grows as the spacing between the 

reinforcement and the base of the footing diminishes, 

mainly when the friction angle and density of the soil are 

low. When zu is minimal, the overburden pressure related 

to the shallow footing on the uppermost reinforcing layer 

is low, and the reinforcement's pullout capacity is limited. 

Under such a condition, the slip surface extends below 

the uppermost reinforcement [65]. The current laboratory 

study is related to the unit cell and the simulation of the 

centre part of the soil from a wide loading area, which is 

different from the condition of applying a load via a 

finite-width foundation. As such, there is no reason for 

concern about the low overburden pressure on the 

uppermost reinforcing layer.  

Thus, in response to the overall outcome of these 

curves, if the load is applied over a large area or through 

multiple adjacent footings, the load-bearing capacity 

growth will be more remarkable where the geogrid 

reinforcement is closer to the base of the footing. In 

addition, an increase in normal stress would increase the 

shear strength at the contact surface between soil and 

geogrid [66, 67]. The conditions of the side stone 

columns differ from those of the others in an infinite 

group, and the unit cell assumption is unrealistic for 

them. As a result, the findings of this study cannot be 

generalized to side stone columns or stone columns of a 

small group. 
 

 

7. SUMMARY AND CONCLUSIONS 
 

In this study, the load-settlement characteristic of sand 

bed models improved with unreinforced and geogrid-

reinforced granular blankets, the end-bearing stone 

column, and with the combination of these methods 

investigated through large-scale laboratory model tests. 

The unit cell was used in this study to simulate the 

behaviour of a single stone column in an infinite group of 

stone columns. The thickness of the blankets has been 

taken as 35 mm and 65 mm, and the stone column was 

75 mm in diameter with a length-to-diameter ratio equal 

to 7. A new approach was utilized to install the geogrid, 

which allows complete mobilizing of the tensile strength 

and rupture of the geogrid reinforcement. 

The role of this mechanism on the load-carrying 

capacity and settlement characteristic of the physical 

models was identified. It should be noted that the geogrid 

reinforcement rupture mechanism has not been 

investigated earlier in reinforced blanket studies; thus, 

the findings of this research can be applied in practice. 

The following are the most prominent conclusions from 

the current laboratory study: 

• As compared to the stone column, the 

unreinforced granular blanket had a far lower effect on 

enhancing the load-carrying capacity and reducing 

settlement. It can be said using a stone column, granular 

blanket, or combination of both techniques to boost load-

carrying capacity was more effective than reducing 

settlement. However, when the sand bed gradually 

densified under loading, the effect of the stone column 

and granular blanket on increasing the load-carrying 

capacity and reducing settlement was diminished. In 

addition, the efficiency of improvement methods has 

been superior under looser bed conditions. 

• The results indicate that including geogrid 

reinforcement in the blanket significantly improves the 

load-carrying capacity and reduces the settlement of all 

model tests. However, the effect of single-layer and 

double-layer geogrid reinforcement on settlement 

reduction depends on their placement within the granular 

blanket. 

• The comparison of reinforcement layouts of the 

reinforced blanket with the geogrid indicates that when 

the geogrid is closer to the base of the footing, it will play 

a more effective role in enhancing the load-carrying 

capacity and decreasing the settlement. In models with 

reinforced blankets, the extent of reduction in the 

settlement after the rupture of the geogrid reinforcement 

has a significant drop. 

• In models with stone columns causing stiffer 

beds, the geogrid reinforcement ruptured under more 

loading intensity and at less extent of settlement. 

Regardless of the number of reinforcing layers, the stone 

column significantly improves the LRmax and reduces 

settlement in models with a geogrid layer at the bottom 

of the blanket. 

• In the final load, improving the sand bed with 

stone columns and unreinforced blankets is preferred 

over improving the sand bed with only reinforced 

blankets. Overall, the combination approach of the stone 

column and reinforced blanket is a preferable alternative 

rather than using either of these techniques individually.  
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Persian Abstract 

 چکیده 
اي غير مسلح و مسلح، اي سست بهسازي شده با بالشتک دانههاي بزرگ مقياس آزمايشگاهي در سلول واحد به منظور بررسي رفتار خاک ماسهنمونه  مطالعهدر اين پژوهش  

اي مسلح پرداخته نشده، روشي مطالعات تجربي به گسيختگي مسلح کننده در بالشتک دانهها انجام شده است. با توجه به اينکه تا کنون در  ستون سنگي اتکايي و ترکيبي از آن

هاي وارده محقق گردد. در اين  تا در نتيجه آن امکان بسيج کامل مقاومت کششي ژئوگريد و گسيختگي آن تحت تنشکار رفته  به  نوين جهت نصب ژئوگريد در سلول واحد  

ها حتي پس از گسيختگي ژئوگريد و تا رسيدن به نشست موردنظر ادامه يافته است. تمرکز مطالعات در راستاي بررسي تاثير متغيرهايي چون  نمونهنشست    - رفتار بار تحقيق

ستون سنگي و داراي  اي بدون  هاي فيزيکي بستر ماسهاي، طي ساخت مدلضخامت بالشتک و آرايش تسليح شامل تعداد و محل قرارگيري صفحات ژئوگريد در بالشتک دانه

نشست نسبت به ساير مطالعات با زمينه مشابه، اثر قابل توجهي بر افزايش باربري و    -مسلح سازي بالشتک با ژئوگريد ضمن متمايز نمودن شکل نمودارهاي بارستون است.  

روش بر افزايش توان باربري بستر بيشتر از کاهش نشست بوده است. چگونگي اي يا هر دو  ها داشته است. ميزان تاثير استفاده از ستون سنگي، بالشتک ماسهکاهش نشست نمونه

تري قرار داشته  هاي بهسازي در حالتي که خاک بستر در شرايط سست کننده بالشتک بر کاهش نشست بستر، به محل قرارگيري آن در بالشتک وابسته است. اين روشتاثير مسلح

کننده در ضخامت بالشتک تلقي  هاي بهينه قرارگيري مسلحلايه ژئوگريد در بالا يا دو لايه در ميانه و بالاي ضخامت بالشتک را موقعيتتوان قرارگيري يک  اند. ميموثرتر بوده

 نمود. 
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A B S T R A C T  
 

 

Due to its non-interfering nature, face recognition has been the most suitable technology for designing 

biometric systems in recent years.   This technology is used in various industries, such as health care, 
education, security, and surveillance. Facial recognition technology works best when a person is looking 

straight into the camera. On the contrary, the performance of facial recognition degrades when 

encountered with an angled facial image, because they are generally trained using images of a full face. 
The purpose of this paper is to estimate the feature vector of a full face image when there are several 

angular facial images of the same person, one example being angular faces in a video. This method 

extracts the basic features of a facial image using the non-negative matrix factorization (NMF) method. 
Then, the feature vectors are fused using a generative adversarial network (GAN) to estimate the feature 

vector associated with the frontal image. The experimental results on the angular images of the FERET 

dataset show that the proposed method can significantly improve the accuracy of facial  recognition 
technology methods. 

doi: 10.5829/ije.2023.36.08b.14 
 

 
1. INTRODUCTION1 
 
Among the biometric techniques to identify and 

authenticate people, the facial recognition method is 

widely used because of its many benefits, including 

simplicity and easy access [1]. Self-driving cars, criminal 

identification, video surveillance, and building access 

control are some of the applications of the facial 

recognition system. Despite many improvements, this 

system still faces problems such as angle changes, 

occlusion, lighting, and other factors [2]. Several face 

recognition methods exist in literature, including 

Eigenfaces [3], Fisherfaces [4], independent component 

analysis [5], method based on the analysis of local 

features [6], hashing in Uncontrolled environment [7], 

and sparse processing in the recognition of thermal face 

images [8] which are able to achieve a good result. Many 

facial recognition methods require the facial image be 

frontal (full face) to accurately identify the person. In 

other words, as the angle of the face to the camera 

increases, the accuracy of face recognition methods 
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decreases. Recently, feature fusion technique [9, 10] has 

improved the performance of facial recognition systems 

to some extent. In a facial recognition system, the fusion 

of information can be done at the decision level or at the 

feature level [11]. Feature level techniques combine input 

characteristic sets into fused sets, then use them in a 

typical classifier, while decision-level techniques 

combine different classifiers [12, 13]. AL-Shatnawi et al. 

[14] proposed a face recognition method based on the 

Laplace Pyramid (LP) fusion technique at the level of 

fused features. Based on this, key facial features are 

identified, general features are extracted using Principal 

Component Analysis (PCA), and local features are 

extracted using Local Binary Pattern (LBP) method. 

Finally, using the LP fusion technique, the extracted 

features are combined, then classified by the artificial 

neural network classifier. Often the fusion at the decision 

level is based on the combination of the output scores 

from the classifiers. The fusion was performed by Štruc 

et al. [15] based on LBP, Gabor, and pixel scores. Hu et 

al. [16] used feature-dense SIFT, multi-scale SIFT, and 
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LBP to train a deep neural network. Finally, the features 

were combined at the score level. 

The process of taking multiple angular faces and 

combining the identification information is followed in 

this work. This study presents a scheme based on which 

recognition can be performed, using feature fusion, by 

receiving several angular faces of the same person. This 

paper uses the non-negative matrix factorization (NMF) 

for face feature extraction. The feature vectors of various 

faces from the same person are fused using a weight 

vector which is the same size as the feature vector. The 

weight vectors, which depend to face angle, are obtained 

using a genetic algorithm, and indicate the significance 

of each feature in fusion. Finally, the fusion result is fed 

to a generative adversarial network (GAN) to 

appropriately estimate the feature vector of the front face. 

Other sections of the article are the following. In 

Section 2, we review the literature related to facial 

recognition technology. Section 3 describes the proposed 

method in detail. Section 4 presents the experimental 

results of the proposed method. And finally, section 5 

contains the conclusion. 

 

 

2. LITERATURE REVIEW 
 
Shanthi and Nickolas [11] proposed a method for 

integrating different descriptors in face recognition, 

which is generally done at two levels: feature level and 

decision level. By fusing different descriptors, strong 

descriptors can be obtained. In the feature-level method, 

the extracted features are fused into a feature vector and 

sent to a classifier. The advantage of this method is the 

simplicity of training and exploiting the correlation of 

multiple features in the early stages. Alternatively, the 

integration approach can be used at the decision level, 

where separate classifiers are used to obtain the score of 

the extracted features, and local decisions are combined 

to obtain the final decision. The advantage of this method 

compared to the feature level is the easy possibility of 

fusing decisions compared to the fusion of features. Jabid 

et al. [17] proposed a method based on local orientation 

pattern (LDP) for face recognition system. LDP obtains 

different values of edge response in all eight directions 

from each pixel. LDP histograms are generated from 

multiple blocks that are regularly concatenated into a 

unified feature vector. In the proposed method, the 

weighted chi-square criterion is used, which determines 

different weights in the facial block areas due to the better 

recognition capacity of facial features such as mouth, 

eyes, and nose. The performance of the proposed model 

has been compared with PCA and LBP, and the 

experimental results show that the proposed method can 

improve the accuracy of face recognition in aging and 

light conditions compared to PCA and LBP methods. In 

the same vein, Al-Dabagh et al. [18] proposed a method 

based on feature fusion for face recognition. In this 

method, features are extracted from face images by local 

binary pattern (LBP) and Gabor and then fused. In the 

next step, for recognition, distinct features are extracted 

from the fusion feature vector by Conventional 

Correlation Analysis (CCA). After that, classification 

and identification are done using Support Vector 

Machine (SVM). The experimental results indicate that 

this method can achieve 97.14% recognition accuracy. 

Similarly, Liu et al. [19] proposed a face recognition 

method based on feature fusion which fuses hybrid color 

space, Gabor, Discrete Cosine Transform (DCT), and 

local binary patterns (LBP). In this method, the combined 

color space is obtained by merging the R component from 

RGB color space, Cr from YCbCr color space, and Q 

from YIQ color space. The experimental results 

demonstrate that the proposed method can achieve a 

recognition accuracy of  92.43%. In a unique study, a new 

method for hyperspectral face recognition was 

introduced by Uzair et al. [20] the proposed method uses 

a band fusion strategy based on spectral-spatial 

covariance. The fusion algorithm incorporates local 

spatial information. After obtaining the composite image, 

Partial Least Square regression (PLS) is used for 

classification. The experimental results on three standard 

databases of PolyU, CMU, and UWA demonstrate that 

the proposed method has been able to improve the 

accuracy of hyperspectral face recognition in the range of 

95.2% to 99.1%. Bi et al. [21] introduced a thermal face 

recognition method that is based on multi-feature fusion. 

The proposed approach extracts features from the input 

image by using Gabor descriptor, LBP, Weber descriptor, 

and downsampling, which are then fused. The 

experimental results indicate that the proposed method 

can achieve a recognition accuracy of 91.5%. 

Additionally, Zhu et al. [22] proposed a novel face 

recognition method based on big data. This method 

extracts global features of the face by using the two-

Dimensional Principal Component Analysis (2DPCA) 

and local features by using the Local Binary Pattern 

(LBP) algorithm, which are then fused. In the subsequent 

step, the fusion features are employed as input to the 

convolutional neural network. Finally, the trained feature 

vector is utilized for face recognition. The results 

demonstrate that the proposed method achieves a 

recognition accuracy of  95%. Wang et al. [23] proposed 

a method for integrating facial and finger vein biometric 

features by using a Convolutional Neural Network 

(CNN). The method utilizes AlexNet and VGG-19 

networks for feature extraction. After feature extraction 

and fusion, a fusion feature vector is obtained. In this 

method, the fusion feature vector and vein and face 

features are recombined to prevent information loss and 

optimize the effective information. Experimental results 

indicate that the proposed method enhances identification 

accuracy in both networks by over 98.4%. Medjahed et 
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al. [24] aimed to enhance the performance of unimodal 

biometric-based security systems by matching face, right 

and left palm scores. They utilize CNN to extract features 

from biometric data such as face, right palm and left 

palm. Following feature extraction, a fusion operation is 

conducted at the score level. Finally, a K-Nearest 

Neighbor (KNN) classifier is used for identification. In 

this method, testing is carried out on both healthy data 

without noise, data with salt and pepper noise, Gaussian 

noise, and data rotation with various degrees. 

Experimental results reveal that the proposed method is 

more robust to disturbances than the one-way biometric 

system. Zhang et al. [10] proposed the idea of combining 

features from each layer of the CNN network for face 

recognition. Since the operation after the convolution 

layer in the CNN network is usually nonlinear, some 

useful features for identification might be lost. Thus, this 

method extracts shallow, middle, and deep features of the 

image, which are then fused together through the CNN 

network. The experimental results indicate that this 

method has improved the accuracy of face recognition 

against occlusion. Xu et al. [25] conducted a study based 

on fusion biometric features using a CNN network. In 

this method, feature extraction is performed from the 

face, iris, and palm by using a CNN, and then the 

extracted feature vectors are integrated. Finally, 

classification is obtained based on the fusion feature 

vector. Experimental results on three databases, 

including CMU PIE, CASIA, and Poly-U, show that the 

proposed method improved recognition accuracy in the 

range of 96-97%. Likewise, Almabdy and Elrefaei [26] 

presented a face recognition method based on a 

combination of features. In the proposed method, feature 

extraction is performed by AlexNet and ResNet-50 

convolutional neural networks, and the extracted features 

are combined. In the next step, support vector machine 

(SVM) is used to classify the fusion feature vector. 

Different datasets, including FEI, ORL, and LFW have 

been used for testing. The experimental results show that 

this method has been able to improve the accuracy of face 

recognition in the range of 96.21% to 100% by using the 

combination of features.  

Previous studies have utilized feature extraction and 

fusion techniques to perform face recognition. However, 

a new approach is proposed in this study for recognizing 

faces in angled images. The method involves estimating 

the feature vector of the frontal state of the face by fusing 

the features extracted from the angled image of the 

individual. By doing so, this method aims to accurately 

recognize faces despite the presence of angles in the input 

image.  
 

 

3. PROPOSED METHOD 
 

This study utilizes the NMF method to extract features 

from the angular images of an individual. The feature 

vectors associated with the angular faces are fused and 

then fed into a GAN neural network to estimate the 

feature vector of the frontal face. The general structure of 

the proposed method is depicted in Figure 1. 
 

3. 1. NMF-Based Feature Extraction          NMF is a 

feature extraction technique that utilizes a non-negative 

constraint, which distinguishes it from other methods 

[27]. In the NMF method, the constraint of non-negative 

elements in two matrices, W and H, are consistent with 

the intuitive concept, and therefore, the method learns 

component-based features [28]. In this technique, the 

image dataset is considered as a V matrix, which is an n 

× m matrix. Each column of the matrix represents n 

nonnegative values from one of the m face images. The 

matrix V is divided into two matrices W and H. 

According to Equation (1), each column of the matrix V 

is obtained as a linear combination of r columns of the 

matrix W: 

Vmn  ≅ (WH)n = ∑ WmaHan
r
a=1   (1) 

After obtaining the feature vector (H) of the dataset 

images based on Equation (1), the image (Yi ) is first 

converted into a vector, then by using the matrix W 

(obtained from the matrix analysis of the dataset 

images,WTrain) and the vector (Yi), the feature vector of 

an angular image is obtained by using Equation (2). 

Hi
~ = WTrain_i

−1 × Yi  (2) 
 

 

 

 
Figure 1. The overall structure of the proposed method. The weight values during the training phase of the proposed method are 

determined by using a genetic algorithm. 
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In this method, the feature vectors, extracted based on 

the component, have spatial dependence on each other, 

which can be used in the GAN network. In the next step, 

the optimal weight vector for the extracted feature 

vectors is obtained by the genetic algorithm. The steps 

for calculating the optimal weight vector are as follows:  
 

3. 2 Optimal Weight Vector          The feature vectors 

associated with angular images of the same person are 

fused by using a weight vector that is the same size as the 

feature vector and indicates the significance of each 

vector in the fusion process. During the training phase of 

the proposed method, the optimal weight vector is 

calculated based on the following steps: 
1. After calculating the frontal image feature vector (Hi) 

according to Equation (1) and the feature vector of the 

angled images of the person(Hi
~) based on Equation (2), 

the Euclidean distance between them is calculated 

according to Equation (3). 

Ei = (Hi, Hi
~) = √∑ (Hi − Hi

~)2M
i=1   (3) 

2. The Euclidean distance based on Equation (4) between 

the feature vector of the person's front image (Hi) and the 

feature vector of the person's angular image (Hi
~) is 

obtained by multiplying the optimal weight vector (W) 

which is the same size as the feature vector (Hi
~). The 

initial values of W are chosen randomly and then are 

optimized through several steps of the genetic algorithm. 

The algorithm selects chromosomes by using a roulette 

wheel at each iteration and forms new chromosomes in 

the next population by combining genes of two 

chromosomes based on the one-point crossover operator. 

The mutation operator randomly assigns new values 

within [0, 1] at the gene level on each of the 

chromosomes. Such an important feature helps the 

genetic algorithm to break out the local trap. 

Fi = (Hi, (Hi
~ × Wi)) = √∑ (Hi − (Hi

~ × Wi))2N
i=1   (4) 

3. If   Fi is smaller than Ei, it can be concluded that the 

optimal weight vector can reduce the Euclidean distance 

between the angular feature vector and the frontal feature 

vector of the person.  

4. After calculating the optimal weight vector, the fusion 

vector is calculated for each person's angular feature 

vectors through the weighted averaging operation 

according to Equation (5). 

HFusion_Person =
∑ Hi

~k
i=1 ×Wi

k
  (5) 

In Equation (5), the value of k indicates the number of 

angular images of the person.  

After generating the fusion feature vector for each 

individual, the GAN neural network is used to estimate 

the fusion feature vector associated with the frontal face 

feature vector. 

3. 3. Network Structure          In this study, we utilize a 

GAN network to estimate the feature vector which is 

linked with the frontal face. The GAN deep learning 

network comprises two sub-models, namely generative 

and discriminative [29]. A method based on feature 

enhancement GAN (FI-GAN) for face recognition was 

proposed by Rong et al. [30]. In this method, the 

difference between the front face and the profile is 

estimated, and FI-GAN maps the features of profile face 

images to the front space. The experimental results 

demonstrate that the proposed method can improve the 

accuracy of face recognition in large situations. 

Shahbakhsh and Hassanpour [31] utilized a GAN 

network for detecting low-resolution facial images. The 

proposed method employed feature-level image 

resolution enhancement to preserve the structure of low-

resolution faces. This method primarily focuses on edges 

and reconstructing high-frequency details in the images. 

The proposed method successfully increased the 

accuracy of face recognition for low-resolution images 

within the range of 71.84 to 79.51. Han et al. [32] 

introduced a GAN-based method for face recognition 

from various angles. In this method, the front view is 

initially trained by a CNN network. Subsequently, the 

original face and the synthesized face are merged 

together. The results indicate that the recognition 

accuracy of the proposed method has improved 

compared to some existing methods. 
Figure 2 illustrates the general structure of the 

proposed GAN network for estimating the frontal face 

feature vector. 

Figure 3 shows the structure of the generator.  The 

convolution layer in the proposed generator structure 

has a filter (1×1) with stride=1 and output =32. The 

proposed discriminator network utilizes a single 

convolution layer with Leaky Relu activation. The 

convolution layers are characterized by kernel sizes of 

(1×1) and filters of 32. 

 

 

 
Figure 2. The overall structure of the proposed GAN 

network for estimated feature vector associated with the 

frontal image  
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Figure 3. The general structure of the GAN network 

generator  in Figure 2 

 
 

This study employs two loss functions to train the 

generator structure. Each loss function compares the 

estimated feature vector with the frontal feature vector 

from different perspectives Finally, the loss function is  

obtained from the sum of these functions: 

The Mean Absolute Error (MAE) function is used to 

minimize the distance between the estimated feature 

vector and the frontal feature vector. The MAE loss 

function is as follows:  

𝐋𝐨𝐬𝐬𝐌𝐀𝐄 =
𝟏

𝐧
∑ |𝐥𝐢 − 𝐥𝐢

̂ |𝐧
𝐢=𝟎   (6) 

where 𝑙𝑖 is the frontal feature vector, and 𝑙𝑖
̂  is the 

estimated frontal feature vector. 

The Binary Cross Entropy (BCE) compares the 

predicted probabilities with the actual class output (0 or 

1). It then calculates a score to penalize the probabilities 

based on their distance from the expected value. The 

BCE loss function is as follows: 

𝐋𝐨𝐬𝐬𝐁𝐂𝐄 = 𝐚𝐛𝐬(𝐥𝐢
̂ − 𝐥𝐢)  (7) 

where 𝑙𝑖 is the frontal feature vector, and 𝑙𝑖
̂  is the 

estimated frontal feature vector.  

Finally, the total loss results from the sum of all loss 

functions: 

𝑻𝒐𝒕𝒂𝒍 𝑳𝒐𝒔𝒔 =  𝑳𝒐𝒔𝒔𝑴𝑨𝑬 + 𝑳𝒐𝒔𝒔𝑩𝑪𝑬  (8) 

 
 
4. EXPERIMENTS AND DISCUSSION 
 
In this section, first, the dataset which was used for the 

proposed network is introduced. After that, we will 

explain the implementation details of the proposed 

method and evaluate its face recognition accuracy for 

angular faces. 

 

4. 1. Dataset           The FERET dataset [33] contains 

1684 face images, of which 1500 are used for training 

and 184 for testing. These images vary in light, face 

angle, pose position, etc. In the present study, for each 

person 6 images were used at angles of 5, 10, 15, 20, 30 

and 40. Figure 4 shows images of the FERET dataset.  

 
4. 2. Implementation Details          In the proposed 

method, images up to an angle of 40° have been selected 

for each person. As mentioned in section 3, first, feature 

vectors are obtained for the images using NMF. After 

that, the fusion operation is performed for the angular 

feature vectors. Experimentally, it was found that 

averaging was the most suitable fusion operation for 

appropriately estimating the frontal feature vector. In this 

research, the size of each image is 200 × 200, and by 

using the NMF method, the length of the feature vector 

obtained for each image is 538.  

Subsequently, the estimated feature vector for each 

individual was obtained through the fusion feature vector 

by using the GAN neural network. The Adam optimizer 

(learning_rate=0.0001) was used to train the GAN neural 

network. All the code was written in Python 3.7 by using 

the Keras platform. In addition, network training and 

evaluation were performed by using the GeForce GTX 

3060 GPU. 

 

4. 3. Face Recognition       This article employs the 

correlation coefficient similarity criterion to compare the 

estimated feature vectors with the feature vectors of the 

images in the dataset. The correlation coefficient is 

calculated using the following formula: 

𝐂 =
∑ ∑ (𝐗𝐦𝐧−𝐗̅)(𝐘𝐦𝐧−𝐘̅)𝐧𝐦

√(∑ ∑ (𝐗𝐦𝐧−𝐗̅)
𝟐

)𝐧𝐦 (∑ ∑ (𝐘𝐦𝐧−𝐘̅)
𝟐

)𝐧𝐦

  (9) 

where X is the estimated feature vector and Y is the 

feature vector of the image in the dataset. Also, X̅ is the 

mean of X, and Y̅ is the mean of Y.  
 

 

 

5°  10° 15° 20° 30° 40°  

      

      

 

 

 

  

 

      

Figure 4. FERET Dataset images in different angles 
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The correlation coefficients of two feature vectors are 

considered in the decision-making process. Ultimately, 

the coefficients of the estimated feature vector are 

compared with the coefficients of all the feature vectors 

in the dataset. If the correlation coefficient between all 

the feature vectors in the dataset reaches the highest 

value, the two feature vectors are considered similar. 

 

4. 3. 1. Face Recognition Results        This section 

presents a comparison of the accuracy of the proposed 

method with PCA and Nikan [34] in Table 1. Based on 

the results, the existing identification methods are very 

sensitive to the angles of the image and can obtain good 

results when facing the camera. However, they lose their 

effectiveness when there is a slight change in the image 

angle. In contrast, the proposed method has been able to 

significantly improve the accuracy of angular face 

recognition by estimating the frontal feature vector. 

Figure 5 shows the results of the proposed method,  

 

 
TABLE 1. Comparing face recognition accuracy between the 

proposed method and Nikan [34] , PCA 

RECOGNITION RATE (%) 

Face 

Recognition 

Nikan [34] 
up to 15 degrees 23 

up to 40 degrees 9 

PCA 
up to 15 degrees 11 

up to 40 degrees 5 

PROPOSED 

METHOD 

fusion feature vector up 

to 15 degrees 
80 

fusion feature vector up 

to 40 degrees 
63 
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F_A20 

 
 

d(F_Front,F_A20) =577/1310 
 

 
F_A30 

 
 

d (F_Front,F_A30) = 584/3154 

 

 
F_A40 

 
 

d (F_Front,F_A40) = 595/5905 

 

 
 

F_Fusion 

 
d (F_Front, F_Fusion) = 22/9086 

 

F_Front                          F_Simulated 

 
d (F_Front, F_ Simulated) = 20/2378 

 

Figure 5. Feature vector estimated using the GAN network 
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including the representation of each feature vector and 

the similarity between the angular feature vector of the 

image and the frontal feature vector, based on the 

Euclidean distance. A smaller Euclidean distance 

between these two vectors indicates a higher degree of 

similarity. 
 

 

5. CONCLUSION 

 
This article proposed a technique to improve the 

accuracy of face recognition in the presence of angular 

faces. Feature vectors extracted from different angles of 

a person are fused and the obtained vector is fed to a 

GAN neural network to estimate the feature vector 

associated with the frontal face. Experimental results on 

the FERET dataset containing pose images with the angle 

of up to 40 degree indicate capability of the proposed 

method in detecting angular faces in video face 

recognition system. 
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Persian Abstract 

 چکیده 
های بیومتریک تبدیل شده است. این فناوری در صنایع مختلفی از  ترین فناوری برای طراحی سیستمتداخلی، به مناسبهای اخیر، تشخیص چهره به دلیل ماهیت غیر در سال

گیرد. فناوری تشخیص چهره زمانی بهترین عملکرد را دارد که فرد مستقیماً به دوربین نگاه کند.  آموزشی، امنیتی و نظارتی مورد استفاده قرار میهای بهداشتی،  جمله مراقبت

شود.  ک چهره کامل آموزش داده مییابد، زیرا معمولاً با استفاده از تصاویر یشود کاهش میدار مواجه میبرعکس، عملکرد تشخیص چهره زمانی که با یک تصویر چهره زاویه

شود.  دار از یک فرد وجود دارد، مانند تصاویری که در یک ویدیو یافت میصورت است، زمانی که چندین تصویر زاویه هدف از این مقاله تخمین بردار ویژگی یک تصویر تمام

کند. سپس، بردارهای ویژگی با استفاده از یک شبکه  ( استخراج میNMFاتریس غیر منفی )های اساسی یک تصویر چهره را با استفاده از روش فاکتورسازی ماین روش ویژگی

نشان   FERETای مجموعه داده  آمده بر روی تصاویر زاویهدستشوند. نتایج تجربی به  ( برای تخمین بردار ویژگی مرتبط با تصویر جلویی ترکیب می GANمتخاصم مولد )

 توجهی دقت فناوری تشخیص چهره را بهبود بخشد.  ند به طور قابلتوادهد که روش پیشنهادی میمی
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A B S T R A C T  
 

 

Brain tumor Segmentation is one of the most crucial methods of medical image processing. Non-

automatic segmentations are broadly used in clinical diagnosis and medication. However, this kind of 

segmentation does not have accuracy in medical images, especially in terms of brain tumors, and it 
provides a low level of reliability. The primary objective of this paper is to develop a methodology for 

brain tumor segmentation. In this paper, a combination of Convolutional  Neural Network and Fuzzy K-

means algorithm has been presented to segment the lesion area of brain tumor. It contains three phases, 
Image preprocessing to reduce computational complexity, Attribute extraction and selection and 

Segmentation. At first, the database images are pre-processed using adaptive filters and wavelet 

transform in order to recover the image from the noise state and reduce the computational complexity. 
Then feature extraction is performed by the proposed deep neural network. Finally, it is processed 

through the Fuzzy K-Means algorithm to segment the tumor region separately. The innovation of this 

article is related to the implementation of deep neural network with optimal parameters, identification of 

related features and removal of unrelated and repetitive features with the aim of observing a subset of 

features that describe the problem well and with minimal reduction in efficiency. This results in reduced 

feature sets, storage of data collection resources during operation, and overall data reduction to limit 
storage requirements. This proposed segmentation approach has been verified on BRATS dataset and 

produces the accuracy of 98.64%, sensitivity of 100% specificity of 99%. 

doi: 10.5829/ije.2023.36.08b.15 
 

 

NOMENCLATURE 

ψ (t) Mother wavelet function Ĉ showed the purpose 

x (t) signal wavelet transform 𝑟̄𝑐𝑓 correlation mean value 

𝜓𝑠, wavelet function 𝑟𝑓̄𝑓 one-to-one mean value of correlation 

O 𝑠 Feature vector 𝑟𝑐𝑓𝑖 and 𝑟𝑓𝑖𝑓𝑗 variables 

X 𝑟 𝑟𝑡ℎinput channel N the number of data points 

W 𝑟 the kernel for input M the fuzzy parameter 

X the input to the ReLU function  positive and small number 

 

1. INTRODUCTION1 
 

Image segmentation is defined as dividing a digital image 

into several sections (a collection of pixels also, known 

as superpixel). The purpose of segmentation is to 

simplify or/and create a change in displaying pixels to 

those that are more meaningful and simpler for analysis. 

Segmentation is usually used for finding the location of 

objects and boundaries (lines, curves, etc.) in the image. 

 

*Corresponding Author Email: hfarsi@birjand.ac.ir (H. Farsi) 

In other words, image segmentation means the process, 

in which a label is allocated to each pixel so that the 

pixels with the same labels have similar features.  

Cancer can be defined as abnormal and uncontrolled 

growth and division of body cells. This occurrence means 

the abnormal growth and divisions of the cells in the 

brain tissues as a mass, and it is called a brain tumor. 

Brain tumors are not very common; however, they are 

from very deadly types of cancers [1]. Brain tumors 
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might have various shapes and sizes, and they grow 

enough until the diagnosis time. The most common brain 

tumor among adults is glioma which is made of glial cells 

and has the highest rate of mortality prevalence [2]. This 

type of brain tumor is divided into High-Grade Glioma 

and Low-Grade Glioma based on the severity of the 

glioma and its origin [3]. Low-Grade Glioma has a less 

aggressive effect and penetration compared to High-

Grade Glioma [4]. At the moment, brain tumor 

segmentation usually depends on the personal and 

scientific experience of the doctor. This situation presents 

various segmentation results due to the different 

professional knowledge of the doctors, in addition to 

wasting much time and human mistakes. Further, brain 

tumor segmentation is challenging because of the 

different shapes and similarities of the Gray Level 

between the tumor tissue and its adjacent organs. Thus, 

the method of accurate and efficient segmentation of 

brain tumors has been a critical research method using 

deep neural networks [5]. Recognizing the tissues of 

brain lesions and determining the situation of these 

tissues in the medical images are accounted as significant 

issues in medical images. Analyzing the pathology 

presents an important role in diagnosing, predicting, and 

medical planning for brain tumors. Today, great 

achievements have been provided by studies about brain 

tissues and their molecular understanding. At the present, 

some tools can be created for analyzing these 

complicated images automatically, using digital 

pathology, such as digital scanning and saving the tumor 

tissue sections in patients. Therefore, analyzing image 

data has attracted a lot of attention in recent years. Kernel 

segmentation from the tissue images is necessary, 

especially for the approaches relevant to the biological 

characteristics. The type of tissue, the difference in color, 

and the type of cell present various visual features, and 

they lead to many difficulties for segmentation 

algorithms of the traditional images that work 

appropriately for all of these cases.  

The non-automatic analysis of the many sampled 

slides of the tissue by the doctors is an intensive and 

expensive process. Thus, the computerized diagnosis 

systems that are being converted into influential tools are 

used by doctors to discover and diagnose tumors [6, 7]. 

The most common method for brain tumor medication is 

surgery. However, some methods, such as radiotherapy 

and chemotherapy are used to reduce the speed of tumor 

growth. Brain tumor segmentation in images might have 

a significant effect in diagnosing the tumor properly, 

predicting its growth speed, and also, planning for the 

medication. Some tumors, such as meningioma can be 

easily segmented. Nevertheless, defining the location of 

tumors such as glioma is much more difficult. These 

tumors are always more scattered with swelling around 

them, and they have poor contrast with the healthy tissues 

around themselves. In addition, they spread with 

tentacle-like structures that make their segmentation 

difficult. The other basic problem in brain tumor 

segmentations is their different shapes and sizes 

anywhere in the brain [8]. Brain tumor segmentation 

performed by seasoned radiologists is considered a 

standard reference. However, the semi-automatic and 

full-automatic computer segmentation methods result in 

improving the speed of segmentation and reproducibility 

of the results. Moreover, the full-automatic segmentation 

removes inconsistency between the observer and within 

the observer as the result of some factors, such as 

differences in expertise, attention, and errors due to 

visual fatigue [9-11]. Besides, significant progress has 

been achieved in increasing the similarity of 

segmentation in the manual and automatic methods with 

segmentation algorithms using deep neural networks 

[12].  

Healthy brains are usually made of three types of 

tissue: white matter, gray matter, and cerebrospinal fluid. 

The purpose of brain tumor segmentation is to diagnose 

the area and prevent the development of the tumor area, 

meaning the tissue area of active tumor of necrotic and 

edema. This action is performed by identifying the 

abnormal areas compared to the natural tissue [13, 14]. 

In this study, the researchers segment the MRI 

(BRATS) images, in which the data are directly 

controlled as a section of the learning process of the 

neural network via the proposed deep neural network 

architecture. Afterward, we observed more accuracy with 

increasing speed by comparing this model to several 

common algorithms used in this field. 

In this research, by using the fuzzy K-means 

clustering method, structural similarity is considered as 

an index and this index is used as an important parameter 

to find the similarity between segmented results and 

ground truth images.  

Next, in order to select the appropriate feature, we 

extract the feature that contains information around the 

target and define a set of features that have a high 

correlation with the target feature as a suitable set. This 

definition of the  Deep Neural Network with optimal 

parameters and high learning power at a suitable speed is 

one of the innovative aspects of this research. 

One of the advantages of using deep neural networks 

is the automatic adjustment of parameters and weights at 

every moment of training. The mechanism of sharing the 

weights in each feature also makes it possible that the 

number of parameters in each layer of the neural network 

is reduced and the computational load on the processor is 

avoided. 

The structure of this study is as follows: 

Section two reviews some studies that have been 

conducted in this field, section three introduces the 

proposed method, and section four presents the results of 

this study. Finally, this study ends with a general 

conclusion in section five.  
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2. RELATED WORKS 
 

Many methods have been introduced by researchers for 

automatic and semi-automatic segmentation of brain 

tumors in recent years. Making difference among the 

body tissues in medical images manually is boring and 

results in human mistakes. The crucial purpose of each 

method is to identify and classify the tumor area properly. 

Many studies have been carried out about the automatic 

segmentation of brain tumors using deep learning 

considering the success of deep neural networks in terms 

of medical image processing.  

Toğaçar et al. [15] have performed the process of 

feature extraction for effective segmentation using the 

architectures of ALEXnet and VGG16. Thus, in the first 

stage, they enhanced the outstanding features via Hyper 

column technique, and in the second stage, they 

combined the extracted features from both architectures. 

In this method, recurrent feature elimination was utilized 

to select the most appropriate features. Ultimately, a 

support vector machine was applied for the segmentation. 

This method eventually reported 96% accuracy for this 

study.  

Amin et al. [16] used a deep learning algorithm by 

focusing on preprocessing and MRI image segmentation 

before presenting it as an input. Their idea was to sharpen 

the images; thus, they used the median filter which is one 

of the non-linear filters in digital filtering to remove 

noise. After that, the tumor area was segmented with 

accurate adjustment using the growing area to give it as 

the input to a model of stacked sparse autoencoders 

(SSAE). This model was trained and examined on the 

collection of BRATS data. The results indicated the 

accuracy and sensitivity improvement of the proposed 

techniques compared to other methods. 

Islam et al. [17] focused on multi-level 

segmentations, and first, they preprocessed the database 

images to extract the efficient features from the MRI 

scans of the brain tumors. Afterward, they segmented the 

areas of brain tumors using methods of thresholding, 

watershed algorithm, and morphological operations. In 

this method, the features were extracted from the 

convolution, and the database images were classified as 

two cancer and non-cancer classes via the K-SVM 

method. The proposed algorithm reported an accuracy of 

87.4%.  

Zhang et al. [18] investigated brain tumor 

segmentation from MRI images via multiple encoders. 

This model reduced the difficulty of feature extraction by 

defining several encoders and improving segmentation 

accuracy. Besides, this model presented Categorical Dice 

Loss which provided various weights for different areas 

of segmentation to solve the problem of unbalanced data. 

The proposed method illustrated the accuracy of 88.2% 

for the segmentation.  

Hasan et al. [19] proposed an improved model of U-

net which was introduced by substituting an inverse 

convolution stage with an algorithm that was the nearest 

neighbor for the increased sample. Besides, an elastic 

transformation was used to enhance the collection of 

training data to empower the model for database image 

segmentation.  

Rajan and Sundar [20] implemented a system based 

on a combination of K-Means with FCM methods, and 

they used the active contour as a post-processing for brain 

tumor segmentation. Standardizing the image severity 

was the main purpose of using active contour. The 

function of the proposed method was evaluated based on 

the black-and-white pixels and the tumor locations. This 

study provided a comparable function to other 

approaches. 

The other effective study was conducted by Begum 

and Lakshmi [21] with the title of combining statistical 

wavelets and recurrent neural networks for brain tumor 

segmentation. This study classified and segmented the 

brain tumor via statistical features. To do so, it 

preprocessed the images for noise removal, and then, it 

extracted the statistical features, using longitudinal 

navigation of tissue and GLCM matrix. Afterward, the 

features were reduced via gravitational search algorithm 

(OGSA) and were given to the recurrent neural network 

to classify the images as tumor and non-tumor classes. 

After that, the images were entered into the next 

implementation step for the area segmentation. In this 

case, the algorithm of modified region growing was used 

for the segmentation stage.  

Thaha et al. [22] introduced the enhanced convolution 

neural network (E-CNN) by Loss function optimization 

and using the BAT algorithm to segment the 

abnormalities from the MRI images of the brain. 

Therefore, the results of accuracy improvement of the 

segmentation were shown via intelligent optimization. 

Gao and Qian [23] focused on one of the methods of 

artificial neural networks called as DeepLab. This 

method made difference between lesion and background 

using the semantic-based and patch-based segmentation 

approaches. In the following, it accurately adjusted the 

borders of the lesion area by combining some other 

methods, such as conditional random fields (CRF).  

Emadi et al. [24] have proposed a new method for 

improving brain tumor segmentation accuracy based on 

super-pixel and fast primal dual (PD) algorithms. The 

proposed method detects brain tumor tissue in Flair-MRI 

imaging in BRATS2012 dataset. This method detects the 

primary borders of tumors using a super-pixel algorithm, 

and improves brain tumor borders using fast PD in 

Markov random field optimization. Then, post-

processing processes are used to delete white brain areas. 

Finally, an active contour algorithm was employed to 

display tumor area. Different experiments were carried 

on the proposed method and qualitative and quantitative 
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criteria such as sensitivity, accuracy and F-measure were 

used for evaluation. The obtained results showed the 

efficiency of the proposed method in the accuracy and 

sensitivity are 86.59% and 88.57% and F1-Measure 

86.37%. 
Azimi et al. [25] presented a fully-automated method 

based on graph shortest path layer segmentation and fully 

convolutional networks (FCNs) for fluid segmentation.  

This research presented a fully-automated method for 

fluid segmentation based on fully convolutional networks 

(FCNs) applied to OCT scans and their corresponding 

regions of interest computed by graph shortest path in 

neutrosophic (NS) domain.  From the results of this 

research, it can be concluded that in the future will be 

train FCN with augmented training data by random 

translation, reflection, rotation, flipping and cropping to 

achieve more accurate results.   

Khan et al. [26] have presented the segmentation 

process for brain tumor images by using the K-Means 

clustering method and deep learning by increasing the 

combined data, focusing on the non-invasive feature of 

MRI images and better display of internal tumor 

information. 

Rai et al. [27] merged CNN with the full fuzzy 

specialist (NS-CNN) neutrosophic, confident entropy to 

diagnose brain tumors. These images were then added to 

the CNN for the extraction of characteristics and finally, 

extracted features are fed in the SVM classification to be 

classified as benign or malignant with an averaged 

95.62% accuracy. 

We carefully find out in related works that the 

reported methods often used traditional approaches and 

pre-trained networks and researchers try to classify the 

created classes and finally the desired segmentation. The 

proposed method tries to provide an efficient technique 

with high accuracy and applicable at a suitable speed on 

ordinary processors. Therefore, we define the proposed 

research in 3 sections: pre-processing, feature extraction 

and selection, and segmentation. In the pre-processing 

stage, a method is presented to remove noise and reduce 

computational complexity, and further, by using the 

concepts of deep learning and the definition of 

convolutional neural network, the high-level features of 

medical images are extracted, which can be of great help 

in accurate segmentation.  Finally, using the Fuzzy K-

Means algorithm, we will try to minimize the distortion 

and the best clustering for the final segmentation of the 

images. 

 

 

3. THE PROPOSED METHOD 
 

Algorithm 1 illustrates the general segmentation process 

of the lesion area of a brain tumor. First, in the proposed 

method, the proposed CNN extracted the critical features 

of the images from the preprocessed images by the 

adaptive filters. Afterward, the features with high 

significance were selected via correlation-based feature 

selection. Finally, the tumor area was extracted from the 

primary images via the fuzzy K-Means algorithm. 

In algorithm 1, database images that are manually 

segmented are considered as input.  

 

 
Algorithm 1: Algorithm of the proposed method. 

      Input: 

1) trainImgSet: The medical images Set, with segmented 
brain tumor areas manually in theirs; 

2) targets = The segmented brain tumor areas manually in 

trainImgSet. 

 
1. get  N = The number of images in trainImgSet 

2. get  wavelet = The wavelet transform according to Equation 
(1,2) 

3. get  th_w = The threshold limit of wavelet transform 

4. get  CNN = Our Convolutional Neural Netwprk 
5. get  FKM = The fuzzy-kmeans algorithm 

6. get  K = The number of clusters needed to feature clustering 

in FKM 
7. get  th_k = The threshold limit of FKM 

 

8. for i = 1 to N do: 
9.     WT[i]= wavelet(trainImgSet[i]) 

10.     WT_b[i]= remove coefficients less than th_w in WT[i] 

11.     Im_wt[i]= inverse wavelet(WT_b[i]) 
12.     RI=Divide Im_wt[i] into 9 equal areas 

13.     CNN_Features=[] 

14.     for region in the RI do : 
15.           RCI=CNN(region) 

16.           add RCI to CNN_Features 

17.      Selcted_features= Applying feature selection algorithm 
on CNN_Features according to Equation 8,9 

18.      Segmented_features=FKM(Selcted_features,K,th_k) 

 
       Output: 

       Segmented_features = an image, that tumor pixels are 

distinguished. 
 

The designed convolution network was regarded based 

on Table 1, and the N variable was the number of training 

images. The k variable was the number of required 

clusters for clustering the image pixels (with and without 

tumors).  

th_w is the threshold limit of the defined wavelet 

transform, and th_k equaled the threshold limit of K-

Means of X variable for each parameter or other network 

that has been already determined in this study. The 

wavelet transform on the image has been applied 

according to formulas 1 and 2. Afterward, the 

coefficients less than the y parameter were removed, and 

the inverse wavelet transform (denoised image) was 

applied. Correspondingly, the image was divided into 

nine equal areas. The selected features were chosen based 

on the formula of eight and nine references by applying 

CNN transform to each area and extracting the features. 

The fuzzy K-Means were applied to the selected features 

based on k and z (dividing them into two classes). 

Ultimately, the output of an image similar to the original 
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TABLE 1. The Proposed Architecture of CNN for Extracting Feature 

Input Fc unit filters Stride Filter size Layer type Layer number 

4*33*33 - 64*64 1*1 3*3 convolution Layer 1 

64*66*33 - 64*64 1*1 3*3 convolution Layer 2 

64*33*33 - 64*64 1*1 3*3 convolution Layer 3 

64*33*33 - - 2*2 3*3 Max-Pooling Layer 4 

64*16*16 - 128*128 1*1 3*3 convolution Layer 5 

128*16*16 - 128*128 1*1 3*3 convolution Layer 6 

128*16*16 - 128*128 1*1 3*3 convolution Layer 7 

128*16*16 - - 2*2 3*3 Max-Pooling Layer 8 

6272 256    FC Layer 9 

256 5    FC Layer 10 

 

 

image, in which the tumor pixels were determined was 

displayed as the final purpose of this study. 

 

3. 1. Preprocessing            Pre-processing steps, 

including normalization in order to prevent to lose 

features and wavelet transformation, a process that 

reduces unnecessary information for the convolutional 

neural network and leads to optimal use of the proposed 

convolutional neural network. And finally, the structure 

of the adaptive filter, which is used with fixed and 

predetermined specifications for pre-processing 

operations in order to reduce the computational 

complexity. 
First, we cut the images relevant to the database in 

this study to reduce the computational complexity and 

create a model for better evaluation. After that, we 

adjusted the image brightness to understand the proposed 

network from the database images better. Adaptive filters 

are filters that can change their parameters in some ways 

despite the traditional filters with fixed and 

predetermined specifications. Therefore, they can 

respond to the changes in their surrounding environment, 

considering specific purposes. Wavelet transform is a 

method for displaying the image in two dimensions of 

time and frequency. All the wavelet functions have been 

made of a wavelet called a mother wavelet. Wavelet 

transform is a function of scale that is related to the 

inverse frequency and transform which has been shown 

in Equation (1).  

The modified and extended versions of the mother 

wavelet can be demonstrated as the signal wavelet 

transform of x (t) with the mother wavelet function of 

ψ(t) [28]. 

 𝑠,𝑟 = 
1

√𝑠
 (

𝑡− 

𝑠
) (1) 

Signal wavelet transform of x (t) and wavelet function of 

𝜓𝑠, are displayed as follows [28]: 

(2) T (s, )= ∫ 𝑥
+∞

−∞
 (t) ∗ (

𝑡−

𝑠
)dt 

Wavelet transform is a combination of two low-pass and 

high-pass filters that are applied to the input image during 

various stages. Two small and large scales were used to 

introduce the high and low frequencies in these 

transforms. The purpose of small scales was to achieve 

the short-term behaviors of the image, and the purpose of 

large scales was to access the long-term behavior of the 

image. To do so, this transform used an image and 

selected one mother wavelet that this study had used a 

Daubechies wavelet. Correspondingly, wavelet 

transform presented images with high frequency, 

representing image details, and images with low 

frequency, approximately representing input image in 

each stage. Therefore, the input image was achieved from 

the output of the approximation low-pass filter, and 

details of the input image were achieved from the output 

of the high-pass filter in this study. These filters reported 

the wavelet coefficient and scaling function. Sub-band 

coding, including the sequence of the filtering process 

and reduction of sampling rate, was used in this study. In 

the first stage, the input image was filtered by two high-

pass and low-pass filters. After that, the output of both 

filters was reduced in sampling by factor 2. In the second 

stage, the output of the low-pass filter in the first stage 

was filtered by those low-pass and high-pass filters and 

its rate was reduced by factor 2 so that the output 

sequence was produced with a length of N/4. This 

process of filtering the output of the low-pass filter and 

rate reduction continued. The database images were 

decomposed into the wavelet coefficient, using wavelet 

transform. To do so, the Daubechies wavelet of db2 was 

used to extract the features. Wavelet thresholding was 

performed to recover the image from the noisy mode in 

the wavelet transform method. Therefore, the small 

coefficient of the wavelet was adjusted to zero, and the 
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coefficients compatible with the image remained. This 

process decreases the unnecessary information for the 

CNN, and it leads to optimized use of the proposed CNN. 

Figure 1 shows the block diagram of image preprocessing 

and deep neural network training in order to reduce 

computational complexity and to create a better 

evaluation model. 

The block diagram of Figure 1 shows the combination 

of pre-processing and deep network training. The 

purpose of normalization in this section is that all features 

are involved in our decision-making and features with 

large values do not remove other features. Wavelet 

transform parameters are changed in such a way that they 

are able to respond to the changes in their surroundings 

according to specific goals and the short-term and long-

term behaviors of the images are known. In this block 

diagram, suitable features are extracted using deep neural 

network and after denormalization, the output is provided 

to the K-means Fuzzy algorithm for segmentation. 

 

3. 2. The Proposed Deep Neural Network        In this 

section, the proposed method based on CNN has been 

introduced to extract the appropriate features of brain 

tumors. Training network is minimizing the error 

function based on the real outputs of the network 

compared to the appropriate outputs of the network. This 

process was done by modifying free network parameters, 

meaning weights and biases. The method of training used 

in the current proposed structure was the training method 

with an observer. Thus, a supervisor observed the 

behavior of the learners and reminded them to do the 

proper action. In other words, the learner system is a set 

of data pairs, consisting of network input and appropriate 

output. After applying the network input, its output was 

compared to the appropriate output. Besides, the learning 

error of computation was used to modify the network 

parameters in a way that if it was given to those input 

networks once again, the network output was closer to 

the appropriate output. The Loss function should have 

reached its lowest limit despite being non-linear to train 

the CNN. In the following, a sliding window (filter) was 

considered in all the image sections to make difference 

between the normal areas and tumor areas or the cancer 

cell nucleus. Therefore, each area of the image 
 

 

 
Figure 1. Block diagram of preprocessing the image and 

training the deep neural network 

determined the local tissue from the image pixels via 

these windows and introduced them to the CNN. All the 

information and features received from the local tissues 

determined by the windows helped identify the tumor 

area and cancer cell nucleus more accurately. Further, a 

more accurate decision could be made to identify the 

healthy and damaged tissues from that image by putting 

the features of these sections together. In this case, the 

brain tumor tissues were completely observable. In this 

stage, the features were extracted from the determined 

areas of each image using the proposed CNN. The filter 

size in the convolution layers was considered 3*3; thus, 

the image resolution might have decreased during this 

path. Each feature vector of O 𝑠 was related to one or 

several kernels, concerning the convolution filters. The 

feature vector was achieved from the following equation 

[29]: 

𝑂𝑠 = 𝑏𝑠+∑ 𝑊𝑠𝑟𝑟  * 𝑋𝑟 (3) 

X 𝑟 was the 𝑟𝑡ℎinput channel, W 𝑟 was the kernel for 

input, * showed the convolution operator, and b 𝑠 was 

considered the bias number. In other words, the 

convolution operation was performed for each feature 

vector. The collection of convolution filters was added to 

each pixel by the sum of one number as bias that provided 

the location of each pixel. However, feature extraction in 

the traditional methods depended on one fixed 

instruction. The excellence of the proposed CNN to these 

methods was due to their ability in learning weights and 

extracting specific features in particular jobs. 

Correspondingly, a non-linear element was applied to the 

convolution results to achieve the transformed non-linear 

features of the input. In this study, an activation function 

of ReLU was used because the network could train more 

quickly without making difference in accuracy due to 

computational efficiency. This function was very 

effective in terms of computation and let the network be 

converged quickly. The reason was that its relationship 

was linear; thus, it was faster than the Sigmoid and Tanh 

functions.  

The mathematical relation of this function was as 

follows:  

Parameter X was the input to the ReLU function, and 

here, the values of computed pixels were in the 

convolution layer [30]. 

ƒ(x) = max (0, x) (4) 

The purpose of using non-linear activation functions 

in the proposed CNN was to create a complex mapping 

between the inputs and outputs. In other words, these 

functions provided our model the possibility to adapt 

itself to complex and non-linear data. The pooling layer 

was periodically put among the convolution layers in the 

proposed CNN at certain intervals after each convolution 

layer. The purpose of putting the pooling layers in this 

study was to decrease the mapping size of features and 

CNN 

Normalization + Input 

DWT Denormalization 

Output for segmentation 
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parameters of the deep neural network. The function of 

this layer was to reduce the spatial size of the image to 

decrease the parameter numbers and computations inside 

the network, and finally, to control the overfitting. The 

most common form of using this layer was using the 

layers with filters by size and Max_Pooling. 

The Max_Pooling layer was used after the activation 

function. This action selected the maximum value in each 

window of the feature vectors. Thus, it kept the number 

of feature pages; however, the size of the feature page 

decreased. The computation relation of this action has 

been stated in relations 5 and 6 [29]: 

𝑍𝑠,𝑖,𝑗 = max{𝑂𝑠,𝑖,𝑗 , 𝑂𝑠+1,𝑖,𝑗 , … , 𝑂𝑠+𝐾−1,𝑖,𝑗} (5) 

𝐻𝑠,𝑖,𝑗 = max 𝑍𝑠,𝑖+𝑝,𝑗+𝑝 (6) 

In relation 5, the p symbol indicated the size of the 

Max_Pooling window. Max_Pooling actions reduced the 

size of feature vectors. This action was performed under 

the built-in windows by controlling the regarded pooling 

size and the steps in the vertical and horizontal modes. 

Figure 2 shows one stage of the blocks of the convolution 

layer, activation functions, and pooling layer. 

The convolution networks could extract a hierarchy 

of increasingly complex features that made them more 

attractive. This process was performed by processing the 

feature vectors achieved from the output of a convolution 

layer that was used as the input of the lateral convolution 

sublayers. As it is obvious from the fully-connected 

layer, all the neurons of this layer were connected to the 

previous layer. The main duty of the fully-connected 

layer was combining the local feature in the bottom layer, 

especially the local feature in the top layers. Dropout was 

used to prevent overfitting in the fully-connected layer. 

The way of working this layer was that in each stage of 

training, some nodes of the network were removed with 

the probability of p-1, and other nodes remained with the 

probability of p. Therefore, a decreased network 

remained that prevented overfitting.  

Loss function was used in this study, and it was tried 

to reach in minimum in training and testing. To do so, 

Categorical Cross-entropy has been used. The C symbol 
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Figure 2. The blocks of the convolution layer, activation 

functions, and pooling layer 

indicated the probable predictions, and Ĉ showed the 

purpose [31]. 

 𝐻 = −Ʃ𝑗𝑣𝑜𝑥𝑒𝑙𝑠 ∑ 𝐶𝑗,𝑘𝑘𝑐𝑙𝑎𝑠𝑠𝑒𝑠 log (Ĉ𝑗 , 𝑘) (7) 

Table 1 illustrates the used layers in the architecture 

of the deep neural network. The size of digital filters of 

all layers was considered 3*3 in this study. First, the 

Max_Pooling layer was used after three convolution 

layers and an activation function. The size of the steps 

was 1*1 in the convolution layer, and 2*2in the 

Max_Pooling layer. If we define these layers as a box, 

another box is made of the three convolution layers and 

the activation function same as the first box in the 

following. Ultimately, two fully-connected layers and no 

network overfitting were used. 

 

 
3. 3. Feature Selection        Feature selection can be 

defined as the procedure of identifying relevant features 

and removing irrelevant and repetitive features. 

Correspondingly, the purpose is to observe a subset of 

features that defines the issue clearly with a minimal 

reduction in efficiency degree. This method has various 

advantages that have been explained in this study as 

folows: 
▪ Improving the efficiency of machine learning 

algorithms 

▪ Understanding the data, achieving knowledge about 

the procedure, and helping its visualization 

▪ Decreasing the general data, limiting requirements, 

and saving and probably helping costs decrease 

▪ Decreasing the features collection, saving the 

resources in the following period, and collecting 

data during the use 

▪ Having the simplicity and capability of using 

simpler models and gaining speed 

To recognize a feature relevant to the issue, this 

definition was used so that one feature is relevant if it has 

information about the purpose. 

The method of correlation-based selection feature 

was used in this study. In this method of feature selection, 

the subsets of features were considered good subsets, in 

which the features had a high correlation with the target 

feature on one hand, and they were uncorrelated on the 

other hand. The merit or being good of a subset of 

features was computed via the following relation in this 

study [32]. 

𝑀𝑒𝑟𝑖𝑡𝑠𝑘= 
𝑘𝑟̄𝑐𝑓

√𝑘+𝑘 (𝑘−1) 𝑟 𝑓𝑓
 (8) 

In this relationship, 𝑟̄𝑐𝑓 was the correlation mean 

value that was computed between the target feature and 

all the features in the data set. Further, 𝑟̄𝑓𝑓 was the one-

to-one mean value of correlation computed among the 

features. Finally, the correlation-based method was 

formulated as follows [32]: 
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𝐶𝐹𝑆 = max𝑠𝑘 [
𝑟𝑐𝑓1+𝑟𝑐𝑓2+⋯+𝑟𝑐𝑓𝑘

√𝑘+2 (𝑟𝑓2𝑓1+𝑟𝑓𝑖𝑓𝑗+⋯+𝑟𝑓𝑘𝑓1
]  (9) 

In this relation, the variables of 𝑟𝑐𝑓𝑖  and 𝑟𝑓𝑖𝑓𝑗  were 

regarded as the correlation variables. Further, the 

correlation-based method was used to select the best 

features. 

 

3. 4. Segmentation by Fuzzy K-Means       This 

method was considered an exclusive and flat method in 

this study. Different forms have been defined for this 

algorithm; however, all of them had a repetitive 

procedure that tried to estimate the following items for a 

fixed number of clusters.  
Gaining some points as the cluster centers. These 

points were actually those point means that belonged to 

each cluster. 

Attributing each given data to a cluster where the data 

had the shortest distance to the center. 

This method was used to reduce distortion [33]. 

 𝑗 = Ʃ𝑗=1
𝑘 Ʃ𝑗=1

𝑁 𝑢𝑖,𝑗
𝑚𝑑𝑖𝑗  (10) 

In this relation, the N indicated the number of data 

points, and the m showed the fuzzy parameter which 

equaled 2. The cluster numbers were displayed as the K 

symbol that represented the square of Euclidean distance 

between selected pixels in the image with a clustering 

center. 𝑢𝑖𝑗 should have regarded this limitation for the 

above relation according to this relation [33]. 

Ʃ 𝑢𝑖𝑗 = 1      𝑖 = 1 𝑡𝑜 𝑁𝑗=1
𝑁  (11) 

Reducing the Euclidean distance was the first priority 

of this study to segment the database images, considering 

that the purpose of Euclidean distance was the target 

function. Therefore, the distortion was reduced in the 

target function. The FKM algorithm started clustering by 

a collection of the primary centers in a way that these 

centers have been selected completely randomly, and 

none of the two or several clusters had the same cluster 

center. Afterward, the function components were updated 

to compute the new centers using the Euclidean distance. 

A group was made between those image pixels and the 

nearest center of the cluster after computing the new 

centers. Thus, a repetitive procedure was done. The new 

cluster centers changed their locations for each repetition 

until the cluster center was stable. Correspondingly, the 

fuzzy K-Means algorithm reduced the Euclidean distance 

between image pixels and cluster centers which were our 

target function. By minimizing the Euclidean distance, 

the distortion reached its lowest degree. Therefore, the 

distortions were reduced in the target function. In this 

technique, the function of the new membership was 

determined by gaining the value mean of the previous 

membership function.  

 
2 www.kaggle.com/datasets/dschettler8845/brats-2021-task1 

The K-Means algorithm worked in a way that it first, 

selected a set of primary clusters randomly and adjusted 

P=1. Afterward, the square of the Euclidean distance of 

𝑑𝑖𝑗  was computed, and the membership function of 𝑢𝑖𝑗 

was updated using mathematical relations [33]. 

𝑢𝑖𝑗 = ((𝑑𝑖𝑗)
1

𝑚
−1
Ʃ𝑙=1
𝑘 (

1

𝑑𝑖𝑙
)

1

𝑚
−1
)

−1

  (12) 

In this mode, l j, if the 𝑑𝑖𝑗 <, and 𝑢𝑖𝑗 = 1 is adjusted, 

where the  is a positive and small number.  

In the next step, the new set of cluster centers was 

computed using the following equation [33].  

𝐶𝑗 = 
∑ 𝑢𝑖𝑗

𝑚𝑋1
𝑁
𝑖=1 

∑ 𝑢𝑖𝑗
𝑚𝑛𝑁

𝑖=1

 (13) 

Finally, ‖𝐶𝑗 − 𝐶𝑗−1‖  is stopped for repeating j=1 

to N, otherwise, p+1→p was adjusted, and the second 

stage was repeated. 

The computation complexity for the third step was 

higher than the fourth step. In this algorithm, the ideal 

condition was provided, and the repetition stopped after 

10 stages of repetition 
 

 

4. RESULTS  
 

4. 1. Database           The purposive evaluation received 

from numerous and new methods of brain tumor image 

segmentation was more difficult. However, a widely 

accepted criterion was used for the automatic 

segmentation of brain tumors to develop the BRATS 

criteria. At the moment, purposive comparison of 

numerous methods of brain tumor segmentation was 

possible, using this common database. The BRATS 

database contains 274 MRI scans of glioma patients, 

which are divided into HGG and LGG levels, this version 

was segmented by an expert manually so that the 

proposed system function was evaluated by these scans. 

The image dimensions were decreased to 254*254 pixels 

to increase the processing speed. Some examples of the 

database are shown in Figure 32.  
 

4. 2. Evaluation Criteria          In this section, the 

output data of deep learning was compared to the 
 

 

 
Figure 3. Some Examples of the Database Images [2] 
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diagnostic data in society by specialist doctors, and 

finally, the efficiency of the proposed methods was 

validated. Ultimately, the function of the proposed brain 

tumor segmentation was evaluated by using various 

criteria, such as sensitivity and accuracy.  
TN: Represented the number of records, of which the 

real cluster was negative, and classification algorithms 

recognized their cluster as negative properly. 

TP: Represented the number of records, of which the 

real cluster was positive, and classification algorithms 

recognized their cluster as positive properly. 

FP: Represented the number of records, of which the 

real cluster was negative, and classification algorithms 

recognized their cluster as positive by mistake. 

FN: Represented the number of records, of which the 

real cluster was positive, and classification algorithms 

recognized their cluster as positive by mistake. 

The ability to assess the sick and healthy cases from 

other cases was called accuracy. The following relation 

has illustrated this concept [33]. 

Accuracy= 
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝐹𝑁+𝑇𝑃+𝐹𝑃
 (14) 

The accuracy criteria did not make difference 

between FN and FP. Thus, the precision criterion was 

defined to solve this problem.  

The ability of one method to find sick cases, lesion 

areas, and cancer nuclei is called sensitivity. To  compute 

the sensitivity of a test, the proportion of the true positive 

rate to the sum of the true positive rate and negative false 

should be computed which is been shown in the 

following relation [34]. 

sensitivity= 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (15) 

 

4. 3. The Output Results         In this section, the 

efficiency of the proposed method was compared to other 

methods that indicated effective parameter improvement 

in database image segmentation. The purpose of using 

the K-Means algorithm in the proposed method was to 

implement this algorithm easily and quickly. Considering 

the sensitivity of this algorithm to the primary cluster 

centers, it could produce a locally optimal response. This 

algorithm was one of the valid methods of clustering that 

performed clustering means based on the shortest 

distance of each data from a cluster center. Table 2 shows 

the implementation of segmenting lesion areas of brain 

tumors by various methods that depended on selecting 

features from the images. It was observed that the 

proposed method had more segmentation accuracy and  

precision compared to other methods. This was related to 

the method of high-level feature extraction, using CNN 

and the correlation-based feature selection among the 

feature. 
 

TABLE 2. Comparing the Results of Lesion Area 

Segmentation of Brain Tumors with Other Methods 

Specificity 

(%) 

Sensitivity 

(%) 

Accuracy 

(%) 
Methods 

98.1 99 96 ALEX-Net + VGG16 [15] 

92.2 88.3 89.2 
Stacked Sparse 

Autoencoders [16] 

90 90 87.4 
CNN+Multilevel 

segmentation [17] 

89 90.1 88.2 
Multi Encoder – Net (ME-

Net) [18] 

90 93 91 Modified U-Net [19] 

- - 89 K-means + FCM [20] 

92 100 96 

Optimal Wavelet Staistical 
+ RNN+ Modified Region 

Growing [21] 

87 92 92 Enhanced-CNN [22] 

90.01 89.9 94.06 
K-means + deep learning 

[26] 

- - 95.62 
NS-CNN feature fed to 

SVM classifier [27] 

86.7 87 85.7 Deep Lab+CRF [23] 

99 100 98.64 Proposed method 

 

 

Figures 4 and 5 report the increasing procedure of 

accuracy and Loss function minimization in two stages 

of training and testing. The purpose of using fuzzy logic 

in this study was to develop the classical set theories in 

mathematics. The elements’ membership followed a zero 

pattern and a binary pattern. However, the theory of fuzzy 
 

 

 
Figure 4. The Progress Procedure in the Training Stage 
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Figure 5. The progress procedure in the testing stage 

 

 

sets developed this concept and introduced graded 

membership. Therefore, one element could be a member 

of a set to some degree and not completely. This concept 

helped increase image segmentation accuracy and Loss 

function minimization. 

Figures 4 and 5 show the process of maximizing the 

accuracy of the proposed method and minimizing the loss 

pan. In this process, there is a period or epoch when the 

entire data set is transferred back and forth through the 

neural network only once. Since an era is too large to be 

entered into the system at once, we divide it into several 

smaller categories called epochs. 

In this study, the fuzzy neural networks clusterer was 

used as the best separator, and training the network was 

based on using images segmented and indexed by the K-

Means algorithm as the input in this network. Afterward, 

computing the white points of various brain areas, 

diagnosing the different brain areas, estimating the tumor 

area, and diagnosing the exact location of the brain tumor 

were done by fuzzy clustering. Therefore, the exact 

location of the tumor could be computed by extracting 

the best features from the image. In this study, it was tried 

to help the doctors’ diagnosis via computer techniques 

and tools due to the high significance of diagnosing brain 

tumors in the later stages of treating the patient. Figures 

6 and 7 illustrate the output of this research, showing the 

lesion area and the area of different tumor types in 

advanced mode. 

In Figure 6, only the tumor and non-tumor area are 

specified. This figure shows the original image, the 

image diagnosed by the medical doctor, and the final 

output image segmented by the proposed method, which 

shows a more comprehensive and accurate diagnosis than 

the one specified by the medical doctor. Meanwhile in 

Figure 7, in addition to identifying the tumor area, 

different types of tumors are also identified. 

In this research, convolutional neural network is 

trained in order to extract suitable features in database 

images. In the following, by defining the feature selection 

method based on correlation, a subset of features are 

created that have correlation with the target feature and 

are not correlated with each other. We consider this type 

of feature selection as the process of identifying related 

features and removing unrelated and repetitive features.  

The use of fuzzy logic enables a process-oriented view of 

the result along with the use of various conditions. Since 

fuzzy K-Means segmentation is important in this 

research from the point of view that in the images, we 

consider points as cluster centers, and the average points 

belong to the cluster. This increases the accuracy of 

segmentation.  On the other hand, in this case, we assign 

each data sample that has the smallest distance to the 

cluster centers to that cluster, which increases the speed 

of segmentation. The advantage of this regularization 

method under the Gaussian criterion is to obtain suitable 

cluster centers, which reduces non-homogeneous 

interference and better segmentation. 

 

 

 
Figure 6. The output image and the segmentation of brain 

lesion area 

 

 

 
Figure 7. The output image and the segmentation of brain 

lesion area 
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5. CONCLUSION 

 

In clinical practice, segmenting the area of a brain tumor 

in the image still depends on the human operators; 

nevertheless, manual segmentation is a time-consuming 

process, and its quality completely depends on the 

operator’s experience. In this field, finding a complete 

automatic segmentation method is necessary to 

determine the brain tumor area in measuring the tumor 

exactly. Some progresses have recently been done in the 

semi-automatic and fully-automatic algorithms to 

segment brain tumor. However, there are main 

challenges for this process due to the many varieties of 

brain tumors in size, shape, location, and heterogenous 

appearance. The diagnosis speed presented in the method 

is much faster than the proposed methods in other studies 

that use low-level learning methods. In addition, the 

diagnosis method is performed by a person. This subject 

can be known as the result of using hierarchy learning of 

the proposed method that led to deep learning. Further, 

selecting features with high significance by the method 

of correlation-based feature selection and decreasing the 

size of the feature vector were other consequences. The 

modern world has made it possible to receive and store 

images digitally. Sometimes, in order to obtain better 

results, it is necessary to make changes for the purpose of 

processing, analyzing and understanding the image. In 

this context, using the science of mathematics and needs 

assessment in the field of medicine with the use of 

artificial intelligence, goals such as optimizing deep 

learning networks through a combined method, 

considering algorithms to minimize the variance of 

images with the aim of reducing the avoidable 

differences in terms of the fact that the network needs less 

data for training and focusing on optimal feature 

selection can be considered as a research approach for 

researchers. 

 

 

5. REFERENCES 
 

1. Yogananda, C.G.B., Shah, B.R., Vejdani-Jahromi, M., Nalawade, 

S.S., Murugesan, G.K., Yu, F.F., Pinho, M.C., Wagner, B.C., 
Emblem, K.E. and Bjørnerud, A., "A fully automated deep 

learning network for brain tumor segmentation", Tomography,  

Vol. 6, No. 2, (2020), 186-193. doi: 10.18383/j.tom.2019.00026.  

2. Soomro, T.A., Zheng, L., Afifi, A.J., Ali, A., Soomro, S., Yin, M. 

and Gao, J., "Image segmentation for mr brain tumor detection 

using machine learning: A review", IEEE Reviews in Biomedical 

Engineering,  (2022). doi: 10.1109/RBME.2022.3185292.  

3. Liu, Z., Tong, L., Chen, L., Jiang, Z., Zhou, F., Zhang, Q., Zhang, 

X., Jin, Y. and Zhou, H., "Deep learning based brain tumor 
segmentation: A survey", Complex & Intelligent Systems,  Vol. 

9, No. 1, (2023), 1001-1026. doi: 10.3390/app122311980.  

4. Magadza, T. and Viriri, S., "Deep learning for brain tumor 
segmentation: A survey of state-of-the-art", Journal of Imaging,  

Vol. 7, No. 2, (2021), 19. doi: 10.3390/jimaging7020019.  

5. Somasundaram, S. and Gobinath, R., "Current trends on deep 
learning models for brain tumor segmentation and detection–a 

review", in 2019 International conference on machine learning, 

big data, cloud and parallel computing (COMITCon), IEEE. 

(2019), 217-221. 

6. Biratu, E.S., Schwenker, F., Ayano, Y.M. and Debelee, T.G., "A 

survey of brain tumor segmentation and classification 
algorithms", Journal of Imaging,  Vol. 7, No. 9, (2021), 179. doi: 

10.3390/jimaging7090179.  

7. Devunooru, S., Alsadoon, A., Chandana, P. and Beg, A., "Deep 
learning neural networks for medical image segmentation of brain 

tumours for diagnosis: A recent review and taxonomy", Journal 

of Ambient Intelligence and Humanized Computing,  Vol. 12, 

(2021), 455-483. doi: 10.1007/s12652-020-01998-w.  

8. Zhang, W., Wu, Y., Yang, B., Hu, S., Wu, L. and Dhelim, S., 
"Overview of multi-modal brain tumor mr image segmentation", 

in Healthcare, MDPI. Vol. 9, (2021), 1051. 

9. Karimi, D. and Salcudean, S.E., "Reducing the hausdorff distance 
in medical image segmentation with convolutional neural 

networks", IEEE Transactions on Medical Imaging,  Vol. 39, 

No. 2, (2019), 499-513. doi: 10.1109/TMI.2019.2930068.  

10. Arabi, H., Dowling, J.A., Burgos, N., Han, X., Greer, P.B., 

Koutsouvelis, N. and Zaidi, H., "Comparative study of algorithms 

for synthetic ct generation from mri: Consequences for mri‐
guided radiation planning in the pelvic region", Medical Physics,  

Vol. 45, No. 11, (2018), 5218-5233. doi: 10.1002/mp.13187.  

11. Arabi, H., Zeng, G., Zheng, G. and Zaidi, H., "Novel adversarial 
semantic structure deep learning for mri-guided attenuation 

correction in brain pet/mri", European Journal of Nuclear 

Medicine and Molecular Imaging,  Vol. 46, (2019), 2746-2759. 

doi: 10.1007/s00259-019-04380.  

12. Bahrami, A., Karimian, A., Fatemizadeh, E., Arabi, H. and Zaidi, 

H., "A new deep convolutional neural network design with 
efficient learning capability: Application to ct image synthesis 

from mri", Medical Physics,  Vol. 47, No. 10, (2020), 5158-5171. 

doi: 10.1002/mp.14418.  

13. Angulakshmi, M. and Deepa, M., "A review on deep learning 

architecture and methods for mri brain tumour segmentation", 

Current Medical Imaging,  Vol. 17, No. 6, (2021), 695-706. doi: 

10.2174/1573405616666210108122048.  

14. Isensee, F., Kickingereder, P., Wick, W., Bendszus, M. and 

Maier-Hein, K.H., "Brain tumor segmentation and radiomics 
survival prediction: Contribution to the brats 2017 challenge", in 

Brainlesion: Glioma, Multiple Sclerosis, Stroke and Traumatic 

Brain Injuries: Third International Workshop, BrainLes 2017, 
Held in Conjunction with MICCAI 2017, Quebec City, QC, 

Canada, September 14, 2017, Revised Selected Papers 3, 

Springer. (2018), 287-297. 

15. Toğaçar, M., Cömert, Z. and Ergen, B., "Classification of brain 

mri using hyper column technique with convolutional neural 

network and feature selection method", Expert Systems with 

Applications,  Vol. 149, (2020), 113274. doi: 

10.1016/j.eswa.2020.113274Get rights and content.  

16. Amin, J., Sharif, M., Gul, N., Raza, M., Anjum, M.A., Nisar, 
M.W. and Bukhari, S.A.C., "Brain tumor detection by using 

stacked autoencoders in deep learning", Journal of Medical 

Systems,  Vol. 44, (2020), 1-12. doi: 10.1007/s10916-019-1483.  

17. Islam, R., Imran, S., Ashikuzzaman, M. and Khan, M.M.A., 

"Detection and classification of brain tumor based on multilevel 

segmentation with convolutional neural network", Journal of 

Biomedical Science and Engineering,  Vol. 13, No. 4, (2020), 

45-53. doi: 10.4236/jbise.2020.134004.  

18. Zhang, W., Yang, G., Huang, H., Yang, W., Xu, X., Liu, Y. and 
Lai, X., "Me‐net: Multi‐encoder net framework for brain tumor 

segmentation", International Journal of Imaging Systems and 



S. Fooladi et al. / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1556-1568                                    1567 

 

Technology,  Vol. 31, No. 4, (2021), 1834-1848. doi: 

10.1002/ima.22571.  

19. Hasan, S.K. and Linte, C.A., "A modified u-net convolutional 

network featuring a nearest-neighbor re-sampling-based elastic-
transformation for brain tissue characterization and 

segmentation", in 2018 IEEE Western New York Image and 

Signal Processing Workshop (WNYISPW), IEEE. (2018), 1-5. 

20. Rajan, P. and Sundar, C., "Brain tumor detection and 

segmentation by intensity adjustment", Journal of Medical 

Systems,  Vol. 43, (2019), 1-13. doi: 10.1007/s10916-019-1368-

4&.  

21. Begum, S.S. and Lakshmi, D.R., "Combining optimal wavelet 
statistical texture and recurrent neural network for tumour 

detection and classification over mri", Multimedia Tools and 

Applications,  Vol. 79, (2020), 14009-14030. doi: 

10.1007/s11042-020-08643.  

22. Thaha, M.M., Kumar, K.P.M., Murugan, B., Dhanasekeran, S., 

Vijayakarthick, P. and Selvi, A.S., "Brain tumor segmentation 
using convolutional neural networks in mri images", Journal of 

Medical Systems,  Vol. 43, (2019), 1-10. doi: 10.1007/s10916-

019-1416-0.  

23. Gao, X. and Qian, Y., "Segmentation of brain lesions from ct 

images based on deep learning techniques", in Medical Imaging 

2018: Biomedical Applications in Molecular, Structural, and 

Functional Imaging, SPIE. Vol. 10578, (2018), 610-615. 

24. Emadi, M., Jafarian Dehkordi, Z. and Iranpour Mobarakeh, M., 

"Improving the accuracy of brain tumor identification in magnetic 
resonanceaging using super-pixel and fast primal dual algorithm", 

International Journal of Engineering, Transactions C: Aspects, 

Vol. 36, No. 3, (2023), 505-512. doi: 

10.5829/IJE.2023.36.03C.10.  

25. Azimi, B., Rashno, A. and Fadaei, S., "Fully convolutional 

networks for fluid segmentation in retina images", in 2020 
International Conference on Machine Vision and Image 

Processing (MVIP), IEEE. (2020), 1-7. 

26. Khan, A.R., Khan, S., Harouni, M., Abbasi, R., Iqbal, S. and 
Mehmood, Z., "Brain tumor segmentation using k‐means 

clustering and deep learning with synthetic data augmentation for 

classification", Microscopy Research and Technique,  Vol. 84, 

No. 7, (2021), 1389-1399. doi: 10.1002/jemt.23694.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

27. Rai, H.M., Chatterjee, K. and Dashkevich, S., "Automatic and 
accurate abnormality detection from brain mr images using a 

novel hybrid unetresnext-50 deep cnn model", Biomedical Signal 

Processing and Control,  Vol. 66, (2021), 102477. doi: 

10.1016/j.bspc.2021.102477.  

28. Engineering, J.O.H., "Retracted: Brain tumor detection and 

classification by mri using biologically inspired orthogonal 
wavelet transform and deep learning techniques", Journal of 

Healthcare Engineering,  Vol. 2023, (2023), 9845732. doi: 

10.1155/2023/9845732.  

29. Obeidavi, M.R. and Maghooli, K., "Tumor detection in brain mri 

using residual convolutional neural networks", in 2022 
International Conference on Machine Vision and Image 

Processing (MVIP), IEEE. (2022), 1-5. 

30. Dubey, S.R., Singh, S.K. and Chaudhuri, B.B., "Activation 
functions in deep learning: A comprehensive survey and 

benchmark", Neurocomputing,  (2022). doi: 

10.1016/j.neucom.2022.06.111.  

31. Clough, J.R., Byrne, N., Oksuz, I., Zimmer, V.A., Schnabel, J.A. 

and King, A.P., "A topological loss function for deep-learning 

based image segmentation using persistent homology", IEEE 

Transactions on Pattern Analysis and Machine Intelligence,  

Vol. 44, No. 12, (2020), 8766-8778. doi: 

10.1109/TPAMI.2020.3013679.  

32. Balasubramanian, K. and Ananthamoorthy, N., "Correlation-

based feature selection using bio-inspired algorithms and 

optimized kelm classifier for glaucoma diagnosis", Applied Soft 

Computing,  Vol. 128, (2022), 109432. doi: 

10.1016/j.asoc.2022.109432.  

33. Nawaz, M., Mehmood, Z., Nazir, T., Naqvi, R.A., Rehman, A., 
Iqbal, M. and Saba, T., "Skin cancer detection from dermoscopic 

images using deep learning and fuzzy k‐means clustering", 

Microscopy Research and Technique,  Vol. 85, No. 1, (2022), 

339-351. doi: 10.1002/jemt.23908.  

34. Musallam, A.S., Sherif, A.S. and Hussein, M.K., "A new 

convolutional neural network architecture for automatic detection 
of brain tumors in magnetic resonance imaging images", IEEE 

Access,  Vol. 10, (2022), 2775-2782. doi: 

10.1109/ACCESS.2022.3140289.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



1568                                      S. Fooladi et al. / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1556-1568 

 
  

 

COPYRIGHTS 
©2023  The author(s). This is an open access article distributed under the terms of the Creative Commons 

Attribution (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, as 

long as the original authors and source are cited. No permission is required from the authors or the publishers . 
 

 

 

 

Persian Abstract 

 چکیده 
مورد    ینیو درمان بال   صیبه طور گسترده در تشخ غیر اتوماتیک  یها  یبند  میتقسهای پردازش تصاویر پزشکی به شمار می رود.  ترین روشبندی تومور مغزی یکی از مهمقطعه  

کند. ندارد و سطح پایینی از قابلیت اعتماد را فراهم میاین نوع تقسیم بندی در تصاویر پزشکی بخصوص تصاویر مربوط به تومور مغزی دقت بالایی    رند،یگ   یاستفاده قرار م

  ه ی ناح  بندیتقسیم  یبرا ی فاز K-means تم یکانولوشن و الگور ی از شبکه عصب ی بیمقاله، ترک ن یاست. در ا یتومور مغز  یبند میتقس  ی برا ی مقاله توسعه روش نیا یهدف اصل

  م ی ( تقس3)  ی ژگی( استخراج و انتخاب و2)   ی محاسبات  ی دگیچیکاهش پ  ی برا  ریپردازش تصو شی( پ1حله است، )مر  سه  شامل  پژوهش  نی ا  ارائه شده است.  یتومور مغز  عهیضا

شوند،  یپردازش م  شیپ ،یحاسباتم یدگیچیو کاهش پ زیاز حالت نو ریتصو یابیموجک به منظور باز ل یو تبد یقی تطب یلترهایداده با استفاده از ف گاهیپا ری. در ابتدا، تصاویبند

توسط   ی ژگیسپس استخراج وگردد. می کانولوشن  ی از شبکه عصب نهیو منجر به استفاده بهشود می کانولوشن  یشبکه عصب یبرا یضرور  ر یباعث کاهش اطلاعات غ ندیفرآ نیا

 ن یا  یکند. نوآور  بندیمیتومور را به طور جداگانه تقس  هیتا ناح  شودی پردازش م  K-Means  یفاز  تمی الگور  قیاز طر  ت،یشود. در نها  یانجام م  یشنهادیپ  ق یعم  یشبکه عصب

 ییهای ژگیاز و  یارمجموعهیبا هدف مشاهده ز  ینامرتبط و تکرار  یهای ژگیمرتبط و حذف و  یهای ژگیو  ییشناسا   نه،یبه  یبا پارامترها  قی عم  ی شبکه عصب  یمقاله مربوط به اجرا

و   ات یدر طول عمل    هاداده  یآورجمع  ،منابع  یسازرهیذخ  ها،یژگیمنجر به کاهش مجموعه و  ایده  نی. اکنندی م  فیتوص  ییو با حداقل کاهش کارا  یرا به خوب  مسئلهاست که  

  BRATS  یهامجموعه داده  یبر رو  یشنهادیپ  یبندمیتقس  کردیرو  نی. اشودیم  هانهیبه کاهش هز   منجر  متعاقباو    یسازرهیذخ  یازهایها به منظور محدود کردن نداده  یکاهش کل

 . کندیم جادای را ٪99 یژگوی ٪100 تحساسی ،٪64/98و دقت  انجام گرفته شده
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A B S T R A C T  
 

 

Radiology report generation is a critical task for radiologists, and automating the process can 
significantly simplify their workload. However, creating accurate and reliable radiology reports requires 

radiologists to have sufficient experience and time to review medical images. Unfortunately, many 

radiology reports end with ambiguous conclusions, resulting in additional testing and diagnostic 
procedures for patients. To address this, we proposed an encoder-decoder-based deep learning 

framework that utilizes chest X-ray images to produce diagnostic radiology reports. In our study, we 

have introduced a novel text modelling and visual feature extraction strategy as part of our proposed 
encoder-decoder-based deep learning framework. Our approach aims to extract essential visual and 

textual information from chest X-ray images to generate more accurate and reliable radiology reports. 

Additionally, we have developed a dynamic web portal that accepts chest X-rays as input and generates 

a radiology report as output. We conducted an extensive analysis of our model and compared its 

performance with other state-of-the-art deep learning approaches. Our findings indicate significant 

improvement achieved by our proposed model compared to existing models, as evidenced by the higher 
BLEU scores (BLEU1 = 0.588, BLEU2 = 0.4325, BLEU3 = 0.4017, BLEU4 = 0.3860) attained on the 

Indiana University Dataset. These results underscore the potential of our deep learning framework to 

enhance the accuracy and reliability of radiology reports, leading to more efficient and effective medical 
treatment. 

doi: 10.5829/ije.2023.36.08b.16 
 

 
1. INTRODUCTION1 
 

Hospitals around the world heavily rely on medical 

imaging, which provides valuable insights for disease 

diagnosis and treatment planning [1, 2]. However, it is 

crucial for the radiologist to thoroughly examine the 

medical images in order to provide comprehensive 

findings and interpretations [3]. The sample chest x-ray 

images with the associated unstructured medical text data 

is shown in Figure 1. The radiologists carefully analyze 

the chest X-rays, which include both frontal and lateral 

views. Their meticulous examination leads to the creation 

of comprehensive reports that confirm the diagnosis by 

documenting their detailed findings [4]. A diagnostic 

 

*Corresponding Author Email: shashankshetty.177it002@nitk.edu.in 

(S. Shetty) 

report is a comprehensive document that includes several 

sections to convey important information about a 

patient's condition. One of these sections is the 

indication, which describes the reason why the diagnostic 

test was ordered. The findings section presents the results 

of the test, including any abnormalities or other 

observations that were made. The impression section 

summarizes the radiologist's overall interpretation of the 

test results and may include a diagnosis or recommended 

next steps. Finally, the report may also include manual 

annotations, which are additional notes or comments that 

the radiologist has added to provide more context or 

clarification. 
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Figure 1. Sample chest X-ray images (i.e., frontal and lateral 

view) with associated unstructured medical report 
 

 

In order to produce precise and reliable radiology 

reports, it is necessary for the radiologist to possess 

ample experience and devote a significant amount of time 

to scrutinizing the medical images [5]. A large number of 

radiology reports may end with inconclusive comments, 

resulting in patients undergoing additional tests, such as 

advanced imaging or pathology exams. The issue of the 

time required for a radiologist to create a detailed report 

is a significant concern, as on average, an experienced 

radiologist will need approximately 10-20 minutes to 

produce a thorough report. In situations such as 

overcrowded hospitals or during a pandemic [6-8], 

writing radiology reports can become challenging due to 

the ever-increasing number of cases [9]. These 

circumstances inspired our research into developing an 

automated radiology reporting system using a deep 

learning framework to faciliate Clinical 

Recommendation System (CRS) [10]. 

A CRS is a critical component of modern healthcare 

delivery systems that are necessary for providing high-

quality healthcare. CRS is “a health information system 

that assists clinicians in making well-informed decisions 

about patient care by utilizing patient data, including 

medical history, current medications, and symptoms, to 

provide enhanced evidence-based recommendations to 

clinicians in real-time”. We propose an artificial 

intelligence (AI)-based CRS framework for generating 

diagnostic reports from Chest X-Rays (CXR). 

The organization of this paper is as follows: Section 

2 introduces the problem statement and contribution, 

followed by section 3, which covers related work on deep 

learning-based report generation. Section 4 provides a 

comprehensive methodology, while section 5 focuses on 

the experimental setup and evaluation. The paper 

concludes with section 6, which includes the conclusion 

and discussion, and finally, section 7 presents the 

references. 

 

 

2. PROBLEM STATEMENT AND CONTRIBUTION 
 

The increasing demand for accurate and timely radiology 

reports, coupled with the challenges radiologists face in 

examining medical images and creating diagnostic notes, 

has led to burnout, errors, and delays in providing care 

[11]. While experts have turned to artificial intelligence 

and deep learning (DL) technologies to automate the 

generation of radiology reports, implementing and 

adopting these technologies, face several challenges [12, 

13]. These include the need to address concerns 

regarding the accuracy and reliability of automated notes, 

integrating these technologies into existing clinical 

workflows, and ensuring that they are accessible and 

affordable to all healthcare facilities. Addressing these 

challenges will be crucial in realizing the potential of AI 

and DL technologies to improve the speed, accuracy, and 

efficiency of radiology diagnoses, ultimately enhancing 

patient care outcomes. The problem statement is defined 

as follows: “Considering the multimodal medical cohort 

containing radiology images with associated diagnostic 

notes, design and develop an automatic diagnostic report 

generation by analyzing the visual features from the 

Chest X-ray scans”. 

We propose a solution to the challenge by developing 

a deep encoder-decoder model that can automatically 

generate reports from chest X-rays. To achieve this, we 

have utilized a Multi-channel dilation layer with 

Depthwise Separable Convolution Neural Network to 

extract imaging features and knowledge-based text 

modelling for textual feature extraction. Finally, the 

Long Short-Term Memory (LSTM) model is used to 

fine-tune the generated report. We summarize the 

contributions of this study as follows: 

• We propose an encoder-decoder-based deep 

learning framework to generate diagnostic 

radiology reports for given chest x-ray images. 

• We have developed a dynamic web portal that can 

efficiently take in chest X-ray images as input and 

generate radiology reports as output, thereby 

providing an accessible and user-friendly solution. 

• We conduct a comprehensive analysis and compare 

the performance of the proposed model with the 

state-of-the-art deep learning approaches.  

 

 

3. RELATED WORKS         

 

Considerable progress has been made in the field of 

generating medical descriptions. Yuan et al. [14] 

introduced an automatic report generation model that 

utilizes a multiview CNN encoder and a concept-
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enriched hierarchical LSTM. The model leverages multi-

view information in radiology by employing visual 

attention in a late fusion manner and enriches the 

semantics in the hierarchical LSTM decoder with 

medical concepts. Nguyen et al. [15], presented a set of 

three modules consisting of classification, generation, 

and interpretation. For the classification module, a multi-

view encoder is employed to extract visual features from 

chest X-rays, while a text encoder converts reports into 

embeddings. The generation module utilizes both visual 

and textual features to create text on a word-by-word 

basis. Finally, the interpretation module fine-tunes the 

text generated. Tripathy et al. [16] showcased an 

automatic report generation model with following stages-

NLP Pipeline: (Tokenization, Embedding, Removing 

special characters etc.); CNN: acts as an encoder in our 

model. A transfer Learning Model: ChexNet is used to 

extract the features of the image. Hierarchical LSTMs 

and Co-Attention mechanism: Hierarchical LSTMs are 

designed to enrich the representation ability of the 

LSTM, and the co-attention mechanism provides the 

context. The sentence and word LSTMs then generate the 

final reports required. Zhou et al. [17] presented a visual-

textual attentive semantic model which uses 

DenseNet201 as a visual encoder model and BioSentVec 

as a text encoder. The LSTM model is utilized to generate 

the report.  

A Knowledge Graph Auto-Encoder (KGAE) model is 

proposed by Liu et al. [18], which utilizes independent 

sets of Chest X-ray images and their associated reports 

during the training phase. KGAE consists of a pre-

constructed knowledge graph, a knowledge-driven 

encoder and a knowledge-driven decoder. They have 

used the knowledge-driven encoder to project medical 

images and reports to the corresponding coordinates in 

latent space and the knowledge-driven decoder to 

generate a medical report on a given coordinate in that 

space. Sirshar et al. [19] propose an encoder-decoder 

model with CNN used as a visual encoder and an RNN 

decoder with attention used to produce the radiology 

reports. Nicolson et al. [20] presented the report 

generation framework, where the DenseNet pretrained on 

imageNet is used as an encoder for imaging feature 

extraction, and the Bidirectional Encoder 

Representations from Transformers (BERT) NLP 

encoder is utilized for textual feature extraction. The 

decoder model with attention is incorporated for report 

generation. The various general domain and domain-

specific pre-trained checkpoints are evaluated and the 

best checkpoints are chosen for warm starting the 

encoder-decoder of a CXR report generator. These warm 

starting helps generate a diagnostically accurate report 

that can be used in a clinical setting. From the literature 

it is observed that there is a significant need for 

improving performance and the quality of the generated 

report.  

The research paper introduced a deep learning model 

called CDGPT2, which aimed to generate radiology 

reports based on chest X-rays sourced from the Indiana 

University dataset [21]. To extract both visual and textual 

features, the model incorporated pre-trained Chexnet and 

ChatGPT2. However, the study identified limitations in 

the model's performance attributed to the small size of the 

available data. In a separate investigation, Babar et al. 

[22] introduced a novel metric known as Diagnostic 

Content Score (DCS). They initially created Diagnostic 

Tags for each report, leveraging them as external 

knowledge. By utilizing these tags, they developed a 

probabilistic model based on the training data. 

Subsequently, the model was employed to assess the 

diagnostic quality of the generated reports from the test 

data. However, the approach exhibited limitations, as 

indicated by a reduced Bleu4 score of 0.12 on the Indiana 

University dataset. 

The accurate interpretation and summary of medical 

images, particularly those generated by radiology tests 

such as X-rays, CT scans, and MRIs, are crucial 

components of clinical diagnosis. Generating a diagnosis 

report from radiology images is an essential step in 

clinical diagnosis, and highly skilled radiologists are 

required for this task. However, the process can be time-

consuming and mentally taxing for radiologists, 

especially in busy and overcrowded situations. To 

alleviate this burden and speed up the diagnosis process, 

there is a growing need for automated and reliable 

diagnostic report generation frameworks. Existing deep 

learning techniques for report generation have shown 

promise, but there is still room for improvement, 

particularly in terms of the BLEU score [14-22]. One 

promising approach is to develop a cross-modal 

framework that combines textual and imaging features to 

assist radiologists in automatically generating accurate 

reports from medical images. The proposed cross-modal 

framework leverages the knowledge base to extract 

textual features and incorporates multi-scale feature 

extraction from chest X-ray images. This approach 

facilitates the extraction of highly discriminative 

features, resulting in enhanced performance compared to 

existing methodologies. By using such frameworks, 

healthcare providers can reduce the workload on 

radiologists, speed up the diagnosis process, and provide 

better patient care. Additionally, these frameworks can 

ensure consistency and accuracy in diagnosis reports, 

minimizing the risk of errors and improving the overall 

quality of patient care. 

 

 

4. METHODOLOGY 
 

The proposed encoder-decoder framework aims to 

generate radiology reports from chest X-rays, which 

include both frontal and lateral images. During the 

training process, both the chest X-rays and the 

corresponding reports are provided as input to the 

encoder. The encoder consists of two components: the 

Unimodal Medical Visual Encoding Subnetwork (UM-
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VES) for extracting visual features and the Unimodal 

Medical Text Embedding Subnetwork (UM-TES) for 

extracting textual features. These features are then used 

by the LSTM-based decoder to generate the reports. The 

encoder operates by processing each item in the input 

sequence and aggregating the captured information into 

a context vector. Once the entire input sequence has been 

processed, the encoder transfers the context vector to the 

decoder, which generates the output sequence item by 

item. This process allows the model to effectively 

combine the visual and textual information and generate 

contextually relevant reports.  

The detailed architecture of the proposed cross-

modal retrieval is shown in Figure 2. During the training 

phase, the model aims to establish connections between 

the textual information in the reports and the visual 

features extracted from the chest X-ray images. The UM-

TES approach is employed to encode the textual 

information, while the UM-VES technique is used to 

extract visual features. These modalities are then 

integrated into a joint representation, enabling the model 

to learn the correlations between the input chest X-ray 

images and the associated textual information in the 

reports. By iteratively optimizing the model's parameters, 

it gradually acquires the capability to generate coherent 

and contextually relevant reports. 

During the testing phase, only the chest X-ray 

images are provided as input to the trained model. 

Drawing upon the learned associations between the 

image and the textual information from the training 

phase, the model generates a report based solely on the 

input image. This process is achieved by utilizing the 

decoding mechanism of the trained model, such as a 

Long Short-Term Memory (LSTM), to generate the text-

based output. 

 

 

 
Figure 2. Overall architecture of the proposed cross-modal 

deep learning-based model for automatic report generation 

4. 1. Unimodal Medical Visual Encoding 
Subnetwork (UM-VES)           The UM-VES technique 

suggested employs a depthwise separable convolution 

neural network with a multichannel dilation layer to 

extract imaging features. The suggested multichannel 

dilation convolution layer provides more comprehensive 

imaging data by generating a larger receptive field, while 

keeping the network parameters constant, in contrast to 

the traditional convolutional layer. Moreover, to ensure 

an even distribution of computational workload across 

each layer, the Depthwise Separable convolution 

network is utilized instead of the conventional 

convolution network [23]. The UM-VES framework is 

used to extract visual features from both the frontal and 

lateral CXR images independently, and the resulting 

features are combined by concatenation. The overall 

architecture of the proposed UM-VES model is shown in 

Figure 3. The UM-VES model is composed of three 

parallel dilation channels that capture imaging features 

with a wider receptive field. The resulting features are 

then concatenated and passed through 13 depthwise 

separable layers to learn and extract additional features. 

For a more comprehensive understanding of the model, 

readers can refer to our previous paper [23], where we 

provide a detailed overview and description of the UM-

VES model's architecture and components. 
 
4. 2. Unimodal Medical Text Embedding 
Subnetwork (UM-TES)          The radiology findings are 

subjected to pre-processing, which involves removing 

stop words and punctuation, as well as performing 

stemming to retain root words. Additionally, tokenization 

is applied to extract important latent medical concepts. 

Customized Clinical Knowledge-based Text Modelling 

is utilized to learn word embeddings from medical 

terminology. During the training of the text model, the 

glove word embeddings [24] are combined with the word 

embeddings obtained from a knowledge base of 4.5 

million Stanford reports [25, 26]. This combination 

enhances the effectiveness of the text model by 

leveraging the information contained in the knowledge 

base. The dense word embeddings generated are then 

mapped to medical terms from the findings using the 

Embedding Layer. The detailed architecture of the 

proposed UM-TES model is shown in Figure 4. To gain 

a more thorough understanding of the UM-TES model's 

architecture and components, readers can refer to our 

previous paper [23], where we offer a detailed overview 

and description. 

 

4. 3. Long Short-term Memory-based Report 
Generation            The fundamental concept of utilizing 

LSTM for report generation centers around the memory 

cell, denoted as 𝑐, which primarily stores the information 

on the input received at any given moment. The function 

of these cells is controlled by layers or gates that are 

inserted in a multiplicative manner and can maintain 

values of either 0 or 1 which are determined by the gates.  
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Figure 3. Overall architecture of the UM-VES model 

 

 

 
Figure 4. Overall architecture of the UM-TES model 

 

 

Specifically, three gates are employed to monitor 

whether the present value of the cell should be 

disregarded, if the new cell value should be generated 

(output gate 0), or if it should be interpreted as input, as 

illustrated in Figure 5.  

Equations (1), (2) and (3) depicts the input, forget, 

and output layers, respectively. 

𝑖𝑛𝑝𝑢𝑡𝑡 = 𝜎(𝑊𝑖𝑦𝑦𝑡 +𝑊𝑖𝑚𝑚𝑡−1)  (1) 
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𝑓𝑜𝑟𝑔𝑒𝑡𝑡 = 𝜎(𝑊𝑓𝑦𝑦𝑡 +𝑊𝑓𝑚𝑚𝑡−1)  (2) 

𝑜𝑢𝑡𝑝𝑢𝑡𝑡 = 𝜎(𝑊𝑜𝑦𝑦𝑡 +𝑊𝑜𝑚𝑚𝑡−1)  (3) 

Equations (4), (5) and (6) represent the other operation of 

the LSTM model. 

𝑐𝑒𝑙𝑙𝑡 = 𝑓𝑜𝑟𝑔𝑒𝑡𝑡 ⊙ 𝑐𝑒𝑙𝑙𝑡−1 + 𝑖𝑛𝑝𝑢𝑡𝑡 ⊙

ℎ(𝑊𝑐𝑦𝑦𝑡 +𝑊𝑐𝑚𝑚𝑡−1)  
(4) 

𝑐𝑒𝑙𝑙𝑡 = 𝑜𝑢𝑡𝑝𝑢𝑡𝑡 ⊙ 𝑐𝑒𝑙𝑙𝑡  (5) 

𝑃𝑡+1 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑚𝑡)  (6) 

where, 𝑖𝑛𝑝𝑢𝑡𝑡, 𝑓𝑜𝑟𝑔𝑒𝑡𝑡 and 𝑜𝑢𝑡𝑝𝑢𝑡𝑡 denotes the output 

of the input, forget and output gates, respectively at time 

𝑡; 𝑦𝑡  represents the input vector at time 𝑡; 𝑚𝑡 − 1 is the 

hidden state of the LSTM at time 𝑡 − 1; 𝑊𝑖𝑦, 𝑊𝑓𝑦, 𝑊𝑜𝑦, 

𝑊𝑐𝑦 , 𝑊𝑖𝑚, 𝑊𝑓𝑚, 𝑊𝑜𝑚 and 𝑊𝑐𝑚 indicate the weight 

matrices that manage that manage the input and hidden 

connections between the input, forget and output gates 

and cells; 𝑐𝑒𝑙𝑙𝑡  represents the state of the cell at time 𝑡 
and 𝑃𝑡+1 represents a probability distribution over a set 

of possible outcomes at time 𝑡 + 1. 

 
4. 4. Web-based Framework for Report 
Generation             We utilized the Flask web framework 

to create a user-friendly web interface for our model. By 

uploading both frontal and lateral X-ray images through 

this interface, users can obtain reports with ease. To 

streamline the user experience, we implemented Ajax, a 

technique that enables data to be sent and retrieved 

asynchronously in the background of the application 

without requiring the entire page to be reloaded. This 

approach is particularly useful when we want to update 

specific portions of an existing page without redirecting 

or reloading the page for the user. As depicted in Figure 

6, in order to obtain a report, users are required to upload 

both frontal and lateral X-ray images. After clicking on 

the 'Generate Report' button, an Ajax request is sent to 

the Flask App hosted on the server. The Flask application 
 

 

 
Figure 5. Long Short-term Memory Architecture 

 
Figure 6. Client-Server interaction used for predicting 

reports 

 
 

utilizes the uploaded images to generate predictions for 

the report, which are then transmitted back to the client 

side. Upon receipt, the predicted report is displayed to the 

users. 

 
 

5. EXPERIMENTAL SETUP AND EVALUATION 
 

For model training, we utilized the IU Chest X-Ray 

collection [27], which includes a comprehensive set of 

chest x-ray images accompanied by their corresponding 

diagnostic reports. The cohort of multimodal medical 

data consisted of 7,470 pairs of images and reports, with 

a total of 3,996 cases. The reports contained two main 

sections, impressions and findings. In our investigation, 

we selected frontal and lateral images and the content of 

the findings section as the target captions to be generated. 

To conduct our experiment, we removed cases without 

reports and frontal/lateral images, ultimately working 

with 3,638 cases. Two methods were used to generate 

text reports: greedy search [28] and beam search [29]. 

Greedy search is an algorithmic approach that 

incrementally constructs a solution by selecting the next 

piece that seems to provide the most immediate benefit. 

In contrast, beam search expands on the greedy search 

technique by generating a list of the most likely output 

sequences, each with its own score. The sequence with 

the highest score is then chosen as the final result. 

To evaluate the performance of the generated 

reports, we incorporated the BLEU score [30]. The 

Bilingual Evaluation Understudy (BLEU) Score is a 

method used to evaluate the similarity between a 

generated sentence and a reference sentence. The score 

ranges from 0.0, indicating a total mismatch, to 1.0, 

indicating a perfect match. This approach involves 

tallying the number of matching n-grams in the candidate 

text with those in the reference text. For instance, a uni-

gram or 1-gram would correspond to each token, whereas 

a bi-gram comparison would correspond to each pair of 

words. Achieving a perfect score is not practical, as it 

necessitates an exact match with the reference, which 

even human translators cannot achieve. Furthermore, 
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comparing scores across datasets can be difficult due to 

the number and quality of the references used to 

determine the BLEU score. 

We computed the BLEU score for an automatic report 

generated using beam and greedy search. It is observed 

that beam search produces a superior BLEU score 

compared to the greedy search algorithm. The qualitative 

analysis of the proposed deep learning-based model 

using a beam and greedy search algorithm is shown in the 

Table 1. The BLEU score of 0.5459, 0.4131, 0.386 and 

0.3552 is obtained for different n-grams in the greedy 

search approach. The beam search approach produces a 

BLEU score of 0.5881, 0.4325, 0.4017 and 0.3860. We 

have also compared the results with the existing 

automatic diagnostic report generation work. Most of the 

existing work has shown lesser BLEU4 as it compares 

the four words together with the ground truth. Our 

proposed model outperforms the existing models while 

generating robust diagnostic reports. This may be due to 

the multi-channel visual features and knowledge-based 

discriminate text features extracted in the encoder of the 

proposed network. The detailed analysis with the various 

existing model is summarized in Table 2. 

We designed and developed a flask web application 

interface for quantitative analysis of the model. Figure 7 

shows the web interface to upload the chest x-ray images 

and produce the diagnostic report. The user has to input 

frontal and lateral chest X-ray images to the web 

interface. When the user clicks the "generate report", an 

Ajax request will be sent to the Flask App on the server, 

where the Flask application uses the uploaded images to 

predict reports. The predicted reports will be sent back to 

the client, where they are displayed to the users with the 

BLEU score. Figures 8 and 9 present two samples of 

reports generated using the proposed framework. 
 

 

TABLE 1. Performance analysis of the proposed model 

Method Bleu1 Bleu2 Bleu3 Bleu4 

Greedy Search 0.5459 0.4131 0.3864 0.3552 

Beam Search 0.5881 0.4325 0.4017 0.3860 

 

 

TABLE 2. Performance analysis compared with existing work 

of report generation 

Method Bleu1 Bleu2 Bleu3 Bleu4 

Tripathy et al. [16], 2021 0.213 0.258 0.325 0.381 

Nguyen et al. [15], 2021 0.515 0.378 0.293 0.235 

Liu et al. [18], 2021 0.417 0.263 0.181 0.126 

Zhou et al. [17], 2021 0.536 0.392 0.314 0.339 

Sirshar et al. [19], 2022 0.58 0.342 0.263 0.155 

Nicolson et al. [20], 2022 0.4777 0.308 0.2274 0.1773 

Proposed Model 0.5881 0.4325 0.4017 0.3860 

 
Figure 7. The dynamic web portal for automatic diagnostic 

report generation 

 

 

 
Figure 8. Generated Report (Sample 1) 

 

 
Figure 9. Generated Report (Sample 2) 

 

 

In summary, an automated framework that employs a 

deep learning-based encoder-decoder approach to 

generate reports from chest X-ray scans. The modules 

used in the framework, such as UM-VES, UM-TES, and 

LSTM, are discussed in detail. In addition, a dynamic 

web framework was developed and implemented that 

accepts chest X-ray images as input and generates 

diagnostic reports as output. To evaluate the proposed 
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framework, a comprehensive set of experiments was 

conducted, and the results were compared with those of 

state-of-the-art report generation frameworks. The 

proposed framework yielded better performance, as 

evidenced by an improved BLEU score compared to 

existing models. 

 

 

6. CONCLUSION AND FUTURE WORK 
 

In this paper, we aimed to develop a deep learning-based 

model that can accurately and automatically generate 

diagnostic reports from CXR images. To achieve this, we 

employed a cross-modal retrieval technique that retrieves 

radiology reports from the image. Our approach, which 

utilized the beam search method, outperformed existing 

models in generating robust diagnostic reports. This can 

be attributed to the encoder of our proposed network, 

which extracted multi-channel visual features and 

discriminative text features based on knowledge. 

Compared to existing models, our approach showed 

superior results in terms of BLEU4 scores, which is a 

standard metric used to compare the accuracy of 

generated text to the ground truth. In addition, we created 

a dynamic web portal that allows for the easy uploading 

of frontal and lateral CXR images, and provides the 

corresponding diagnostic reports as output. This feature 

greatly simplifies the report writing process for 

radiologists, as it automates the process and saves time. 

One potential limitation of the proposed work is the 

need to assess the generalizability of the model. While 

the deep learning framework exhibited notable 

enhancements in generating accurate and reliable 

radiology reports compared to existing models, it is 

crucial to recognize that the evaluation and analysis were 

restricted to the Indiana University Dataset. The 

performance of the model may differ when applied to 

alternative datasets or diverse clinical settings. Therefore, 

additional research and validation on varied datasets and 

real-world scenarios are imperative to determine the 

generalizability and robustness of the proposed approach. 

Furthermore, we plan to expand the scope of our 

model by applying it to other types of diagnostic images 

such as MRI, ultrasound and CT scans. This will allow 

us to further evaluate the effectiveness and robustness of 

our proposed model across different modalities and 

ultimately improve its overall utility in clinical settings. 
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Persian Abstract 

 چکیده 
 جاد یحال، ا  ن یساده کند. با ا  یقابل توجه  زان یتواند حجم کار آنها را به م  یم  ندیفرآ  نی ها است و خودکار کردن ا  ستیولوژیراد  یبرا  یات یح  فه یوظ  کی  یولوژیگزارش راد  دیتول

 ی هااز گزارش   ی اریداشته باشند. متأسفانه، بس  ی پزشک  ریتصاو  یس برر  یبرا  ی ها تجربه و زمان کاف  ست یولوژیو قابل اعتماد مستلزم آن است که راد  ق یدق  یولوژیراد  ی گزارش ها

چارچوب   کیموضوع، ما  نیپرداختن به ا ی. براشودیم مارانیب یبرا یصیتشخ یهاو روش یاضاف یهاشیکه منجر به آزما ابندییمبهم خاتمه م یهایریگجهیبا نت یولوژیراد

  ک ی. در مطالعه خود،  کندی استفاده م  یصی تشخ  یولوژیراد  یهاگزارش   دیتول  یبرا  نهیقفسه س   کسیاشعه ا  ریکه از تصاو  میکرد  شنهادیرمزگشا پ -بر رمزگذار  ی مبتن  ق یعم  یریادگی

 دف . همیاکرده  ی خود معرف  یشنهادیپ  یرمزگشا-بر رمزگذار  یمبتن   قیعم  یریادگیاز چارچوب    یرا به عنوان بخش  یبصر  یژگیاستخراج و  ی و استراتژ  دیمتن جد  یمدل ساز

  ک یما    ن،ی و قابل اعتمادتر است. علاوه بر ا  ترقیدق  یولوژیراد  یهاگزارش   دیتول  یبرا  نهی قفسه س  کسیاشعه ا  ریاز تصاو  یضرور ی و متن  یما استخراج اطلاعات بصر  کردیرو

  یگسترده ا  لیو تحل  هیکند. ما تجز  یم  دیتول   یبه عنوان خروج  ار  یولوژیو گزارش راد ردیپذ  یم یرا به عنوان ورود  نهیقفسه س  کسیکه اشعه ا  میکرده ا  جاد یا  ایپورتال وب پو

 یشنهادیاست که توسط مدل پ  یتوجهدهنده بهبود قابلما نشان  یا هافتهی.  میکرد  سهیمقا   قیعم  یریادگی  شرفتهیپ  یکردهایرو  گریو عملکرد آن را با د  میاز مدل خود انجام داد

 BLEU1 = 0.588 ،BLEU2 = 0.4325 ،BLEU3 = 0.4017  ،(BLEU4بالاتر ) BLEUموجود به دست آمده است، همانطور که با نمرات  یهابا مدل سهیما در مقا

 یگزارش ها  نانیاطم  تیدقت و قابل  شیافزا  یما برا  قیعم  یریادگیچارچوب    لیبر پتانس  جینتا  نیمشهود است. ا  انایندیدانشگاه ا  یها به دست آمده در مجموعه داده0.3860 =

 شود. یکارآمدتر و موثرتر م  یکند که منجر به درمان پزشک یم دیتاک یولوژیراد
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A B S T R A C T  
 

 

In this paper, integrated control of highways and intersections is investigated. A modular Petri-Net-based 

framework is implemented to model the traffic flow of highway and arterial traffic network systems. In 

this framework, arterial intersection traffic lights are modeled by Timed Petri Nets (TPN). The timing of 
traffic lights and variable speed limits on the highway is managed to be optimized using an intelligent 

algorithm. This algorithm provides a trade-off between the length of the queue of vehicles on the 

highway and the entrance ramp and the length of the queue at the intersection after each time cycle. The 
performance of the optimized traffic controller and the fixed control were compared. The simulation 

results verify that the use of optimization methods to manage the timing of traffic lights in intersections 

and speed limitation in highways can considerably improve traffic flow in special conditions such as 
rainy weather and accidents. Additionally, this method can considerably enhance traffic flow in normal 

hours, while in rush hours and midnight, such improvement is negligible. 

doi: 10.5829/ije.2023.36.08b.17 
 

 
1. INTRODUCTION1 
 

Nowadays, the urban transportation sector is one of the 

major emitters of greenhouse gases. The number of 

vehicles traveling in urban areas is increasing, especially 

in metropolitan areas, due to the rapid growth of urban 

areas. This incremental growth in the number of on-road 

vehicles has led to an increasing number of undesirable 

drawbacks such as heavy traffic, air and noise pollution, 

road congestion, and waste of citizens' useful time which 

will indeed lead to a higher citizen dissatisfaction rate. A 

sign of these drawbacks may be seen in the growing 

number of research in this field [1]. 

Traffic control is considered to be a very beneficial 

and cost-effective approach to overcome the 

aforementioned problems in comparison to 

infrastructural development. Designing a solution for 

improved traffic control performance is conducted 

through two different approaches in the literature: 

Highway Networks Control and Arterial Control, with 

the latter tending to manage the control of intersections 

and urban arteries. The highway network control 
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approach imposes restrictions on highway entrances. 

Speed limits on the upstream will reduce congestion and 

facilitate traffic [2]. Furthermore, much research has 

been conducted to investigate the effectiveness of the 

input control method. The performance of these methods 

is evaluated using the comparison with local scheduling 

strategies [3]. These experiments demonstrate the 

superiority of this approach over local and no-control 

strategies. Different input control strategies have been 

implemented and tested in Paris and Amsterdam [4]. 

Taheri et al. [5] used queueing system analysis to provide 

an analytical method for calculating the fixed-time 

control system's average waiting time at a single isolated 

intersection. 

Furthermore, the same methodology was applied to 

control the input as well as the speed limit simultaneously 

for one ramp and two-speed control panels. The 

coordinated feedback control of the input and the control 

of the mainstream traffic flow on the highways was 

applied using speed limitations [6]. Furthermore, a 

Resilliance Control for multi-lane highways in the 

presence of vehicle counting systems and prediction  
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engine has been proposed by Mohammadi et al. [7]. 

In the arterial control approach, the most common 

way to regulate and manage urban traffic is to control the 

timing signal of traffic lights. Regarding work introduced 

by Fu and Chen [8], these functions are categorized into 

two groups; Fixed Time Control Systems and Traffic 

Responsive Control Systems. In the first category, pre-

scheduled timing scenarios are executed using the offline 

optimization method. In the second category, the traffic 

control strategy is executed using optimized timing 

scenarios obtained from stimulated signals from traffic 

sensors and an online optimization method . 

The origin-destination (O-D) pairs that colored Petri 

networks consume were analyzed by Fu and Chen [8], 

along with the latency that could be computed between 

Petri net nodes. Each node holds data about network 

subregional congestion, and colored tokens represent 

automobiles that move through the graph over time, 

following an O-D pair. 

In addition to these studies, the utilization of Petri 

nets (PNs) in modeling, performance analysis, and 

control of traffic systems has been used for several years 

[9]. Additionally, a timed Petri net is utilized to model 

the timing maps of traffic lights controlling the 

intersections [5], implemented deterministic-timed PN 

(DTPN) for a microscopic model of a signalized traffic 

urban area, including signalized intersections and roads. 

This paper presents a Traffic Responsive Control System 

based on the colored timed Petri net (CTPN) model and 

Macroscopic models of traffic flow. Microscopic models 

are very detailed, and consequently, the computational 

effort can be exceptionally high when modeling large 

road networks. On the other hand, macroscopic models 

are less computationally intensive and can be used to 

model large road networks with an acceptable 

computational load. However, this computational 

advantage is balanced by their inability to capture some 

specific traffic phenomena related to the behavior of 

individual drivers. CTPN [3, 9, 10] describes traffic more 

finely: vehicles are individually shown by considering 

the interactions between them. By contrast, the 

macroscopic models represent the traffic flow with 

general variables such as the flow rate, flow density, and 

average flow speed. In the past literature, modeling is 

either considered microscopically for intersections or 

macroscopically for highways. At the same time, both 

models have been considered in the model proposed in 

this paper. The proposed control system aims to control 

the timing of traffic lights to reduce traffic jams in a 

certain part of the city. This urban area consists of three 

intersections and a highway [11], traffic light schemes 

with two extra traffic signals were defined using a Petri 

nets method. A warning on a particular road will be 

announced on one, and a road closure will be announced 

on the other. They made assumptions about the start and 

end dates of the strategy's operational period. 

With respect to Fu et al. [12] Multi-Regional MFD 

Systems with Boundary Queues have been designed 

using Colored Petri Nets for both Perimeter Control and 

Route Guidance. The intersections and road segments 

that separate each pair of adjacent subregions are 

modeled as a buffer zone in this Accumulation-based 

traffic model using Petri Nets, which is introduced here 

as a reference for perimeter control. The proposed control 

framework incorporates both perimeter control and route 

guiding, taking into account the waiting cars in the buffer 

zones. 

A large number of studies have been carried out to 

develop different signal timing plans, which are mainly 

classified into three classifications fixed-timed, 

predictive control strategies, and traffic responsive [13]. 

The first one is widely adopted in most current urban 

traffic systems due to their inexpensive and easy 

implementation. However, its disadvantage is that the 

time plan is fixed even in abnormal conditions. The 

second one is based on an optimization control strategy 

that can predict the future traffic behavior of the network 

based on traffic-forecasting models. The third one is 

based on those measured current traffic states and has 

been effectively used in many cities around the world. In 

this paper, the signal timing plan of the intersections and 

speed limitation in highways are determined so that 

traffic congestion is minimized. In other words, we deal 

with an optimization problem aiming to maximize the 

traffic flow using a signal timing plan of the intersections 

and speed limitation in different sections of the highway. 

The superiority of this method in comparison with other 

studies is modular traffic network modeling. In other 

words, any possible structure of the traffic network 

containing several intersections and highways can be 

created using this modular system. In contrast, other 

studies just considered either intersections or highways 

while, in a modular framework, the dimension of the 

traffic network becomes huge, and therefore, the 

computational cost is heavy. Additionally, in this 

modular framework, the performance of the proposed 

control system can be evaluated under various types of 

abnormal conditions such as rainy weather, accident 

occurrence, temporary obstruction, and any stochastic 

fluctuation in demand . 

Bargegol et al. [13], investigated the correlation 

between speed, density, and flow in various conditions 

by analyzing the conduct of pedestrians while crossing 

both within and outside of crosswalks, and considering 

the duration of crossing during both pedestrian green and 

red times. The study employs linear and non-linear 

regression analysis to obtain these findings. In the work 

that follows, Petri nets and evolutionary algorithms are 

combined. Srivastava and Sahana [14] attempted to 

optimize waiting times in a city network model using this 

technique. In the study, the authors employed a hybrid 

technique that included ACO, GA, and the Stackelberg 
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competition model to reduce the average waiting time in 

the tested network by 4% more than they could have with 

an evolutionary algorithm that had found the best 

solution on its own. Luo et al. [15] investigated the 

utilization of CTM for the purpose of devising control 

tactics to address traffic congestion resulting from 

dispersion accidents. Additionally, the effectiveness of 

said strategies is evaluated. The utilization of deep 

learning methodology for the identification of traffic 

congestion was suggested by Perez-Murueta and 

colleagues in 2019. The utilization of deep learning and 

k-shortest path algorithm was suggested by the authors 

for the purpose of identifying traffic congestion [16]. 

The paper is organized as follows: The next section 

describes the urban area in a modular representation. 

Section III represents the formulation of the problem as 

an optimization problem. In section IV, various traffic 

scenarios used to evaluate the proposed control system 

are described, and simulation results are presented under 

different scenarios. The conclusion of the paper is 

presented in the last section. 

 

 

2. MODULAR MODELING OF THE HIGHWAY, 
INTERSECTIONS AND LINKS 
 

Traffic flow can be modeled as a hybrid system 

characterized by continuous and discrete behaviors. The 

continuous behaviors of traffic flow use continuous Petri 

nets with variable speed (VCPN) to model and analyze 

the highways from a macroscopic point of view, whereas 

in discrete ones, colored timed Petri nets (TPN) are used 

to describe traffic flow in intersections from a 

microscopic point of view. VCPN [17, 18] describes 

traffic flow by global variables such as the flow rate, the 

flow density, and the average flow velocity. In contrast, 

TPN focuses on the individual vehicle's behaviors in the 

streets  . 

As mentioned before, VCPN can model the traffic 

flow on the highway, and TPN can be used to represent 

how the vehicles move in the intersections; therefore, in 

this section, the modular modeling of the highway and 

intersections using VCPN and TPN are presented, 

respectively. 

 

2. 1. Highways Modelling by VCPNs          Continuous 

Petri Nets with Variable Speed (VCPN) are proven to be 

suitable to model traffic flow with modular spatial 

discretization. VCPN model for a segment of highway is 

shown in Figure 1. 

Each place iP
 corresponds to the segment  1−i ix ,x

 

whose length can be variable. The transition iT
 

represents the stream from one segment to another. The 

marking ( )im t
 of the place iP

 stands for the number of 

 
Figure 1. VCPN model for a segment of highway 

 
 

vehicles ( )in t
 in the named segment. The transition firing 

speed ( )ix t
 stands for the flow rate ( )iq t

. iC  and i  

denote the capacity and length of segment i respectively. 

freeiv
 and 

i  are maximum velocity and firing rate of 

each segment. 


 is a continuous function denoting 

density. The relation between different variables in 

VCPN can be formulated as follows [19]:  

( )
( ) =



i

i

i

m t
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( ).
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= i i

i
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x t
v t

m t
 (2) 

( ) ( )1
=


i i

i

d t dm t

dt dt
 (3) 

1

( )
( ) ( )−= −i

i i

dm t
x t x t

dt
 (4) 

( )max 1 1( ) .min , ( ), ( )+ +=  −i i i i i ix t x m t C m t  (5) 

max =


free i

i

i

v
x  (6) 

max .
 =

i i

i

free i

q

v
 (7) 

max .=  i i iC  (8) 

Thus, a huge highway can be modeled. Every 

segment is characterized by its own density, velocity, 

capacity, and speed limitation. Therefore, traffic flow can 

be represented by VCPNs on highways. 

 

2. 2. Intersection Modelling by Colored Timed 
Petri Nets          In this colored Petri net modeling, four 

basic components are taken into consideration: signalized 

intersections, links, vehicles, and traffic lights. Each link 

shows the space between two adjacent intersections and 

can contain one or several lanes. That is, a signalized 

urban area consists of several intersections controlled by 

planned traffic lights and has a number of links gathered 
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in the set  1= =iL L i ,...,I . The links are divided into 

three main categories: input, intermediate, and output 

links. Each general link with a pertained length has a 

limited capacity of vehicles 0iC . which denotes the 

number of Passenger Car Units that the link can handle 

at the same time. Therefore, each link may be divided 

into 
iC  cells based on unit capacity. It is also necessary 

to consider the physical space which each vehicle 

occupies while crossing the intersection. It is assumed 

that each cell's capacity is 1. 
Traffic Networks (TNs) are modeled using two types 

of Petri nets in the simulation. The intersections of the 

traffic network are represented by a Colored Timed Petri 

Net (CTPN), and traffic lights are represented by a Timed 

Petri Net (TPN). Traffic lights are considered to pertain 

to a common signal timing plan. A TPN is defined as a 

digraph  =TPN P,T ,Pr e,Post,FT  in which P  

represents a set of places, T  represents a set of 

transmissions, Pre and Post are the pre-incidence and 

post-incidence matrices and FT  is the firing time vector. 
FT  specifies the deterministic duration of the firing of 

each transition. Colored Timed Petri Nets (CTPNs) are 

defined as a digraph  0=CTPN P,T ,C ,Pr e,Post,FT , in 

which we can consider all of the same elements with the 

TPN  and 
0C  as different colors.  Furthermore, T  is a set 

of timed transitions representing the flow of vehicles 

between successive cells.  

The value of 
jFT  pertaining to each transition is 

equal to the average time interval at which each vehicle 

moves from one cell to another or occupies it. This value 

depends on the average speed of the vehicle. The firing 

times are equal to the times when vehicles can enter the 

network. In addition, a colored token is indicative of a 

vehicle. The color of each token is equal to the routing 

assigned to each vehicle. This routing indicates the 

different paths that a vehicle can travel, starting from a 

particular position.  

The Petri net model of the three links’ traffic lights is 

shown in Figure 2. 

In the initial state, the token is located in 
0m , then the 

token is transited to 
1m  and the traffic light color is 

changed to the color of the corresponding place. The 

successive steps take place similarly until a cycle 

completes and reaches the initial state. 

Moreover, the TPN model of the traffic light 

controller is depicted in Figure 3 in accordance with 

Table 1. Also, the controller operating process is shown 

in Figure 4. 

 

2. 3. Timed Petri Net Model of Traffic Lights          The 

traffic lights of a traffic network must be  defined in 

accordance to a signal timing plan. This signal timing 
 

 
Figure 2. CTPN modelling the simulated intersection 

 

 

 
Figure 3. The TPN Modeling of the Traffic Light Controller 

of Intersection 

 

 
TABLE 1. Signal Timing Plan of Represented Intersection 

 Phases 

 Links 1 2 3 4 5 6 

Streams 

1, 2 1       

5 3       

3, 4 6       

Phase Duration [s] 1  
2  

3  
4  

5  
6  

Cycle Duration [s] CT 

tP83
t

t

P1 P10

P11 P20

P84 P85

P30 P40 P41

P21 P31 P50

P86 P87 P88

P73 P63 P53

P82 P72 P62

P51

P52

t1 t11

t30 t40

t12

t21

t20

t29

t41 t70

t60 t69

t52 t61

t51 t80 t81

t82

t90

t91

t101

t130

t102

t111

t91

t120

t131 t160

t142 t151

t150 t159

t141 t170 t171

t172

t180

t181

t107 t108

t109 t110 t111

t112 t113

…

…

…

…
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Figure 4.The way of applying the control signal to the 

system 
 

 

plan has three phases including red, yellow and green 

used in Iran. Green, red and amber splits are the decision 

variables in the timing plan. 

Cycle Time is defined as the duration of time from the 

center of red phase to the center of the next red phase. 

Furthermore, Green split for a signal is the fraction of the 

cycle time when the light is green in a certain direction.  

The phase is defined as the time interval during which 

a given combination of traffic signals in the area is 

unchanged. The definition of the 

 , ,Pr , ,=TPN P T e Post FT  is utilized to model the traffic 

light controller. The places P  and transitions, T , 

demonstrate the green, yellow, and red phases and their 

succession.  

In order to obviously clarify the proposed method to 

model a generic signal timing plan, Table 1 shows a 

sample timing plan of the intersection’s traffic lights. 

According to the table, the time of green phase for the 

traffic lights of link 1, 3 and 6 can be tuned by intelligent 

algorithms discussed in this paper. For the sample 

intersection, the streams allowed to proceed during the 

phases of the signal timing plan are depicted in Figure 3. 

These streams are numbered from 1 to 6. Moreover, the 

fixed signal timing plan consists of 6 phases as depicted 

in Figure 5. 

 

2. 4. Connection Modelling by VCPN          As 

mentioned before, in this paper a highway and the 

intersections are modeled by VCPN and CTPN, 

respectively. In fact, they can be considered as modules 

and can be connected together in order to constitute a 

specific part of traffic network in a city. Connections are 

used to join highways and intersections. The highway 

exits connect to intersections via paths called off-ramp 

while intersections connect to highway entrances via 

road junctions called on-ramp. Additionally, the 

connection between two intersections is created by a 

street called junction. It should be noticed that off-ramp, 

on-ramp and road junction are modelled by VCPN. 

 
Figure 5. The Streams of the signal timing plan controlling 

the intersection (a) The Streams of Link 1 (b) The Streams 

of Link 6 (c) The Streams of Link 3 
 

 

3. TRAFFIC NETWORK DESCRIPTION 
 

Based on the modeling described before, a modular Petri 

nets model is proposed to describe a traffic network. To 

be more precise, the TN can be divided into the following 

sections: Highway and intersections. These sub-sections 

are then interconnected to create the model of the sample 

traffic urban network. 

In this section, an urban network used to implement 

the proposed method is described. The sample traffic 

urban network is shown in Figure 6. It consists of a part 

of a six segments highway having a 3 km length and three 

lanes in aggregate. It includes three junctions considered 

to be juxtaposed to each other and two ramps with two 

lanes connecting the highway to the junctions as well. 

The distance between junctions and the length of both 

ramps is equal and about 500 m. Although cars and buses 

can enter this urban section via the north and south 

intersections, the main entrance of this urban network is 

located at the beginning of the highway. The entering 

cars can take two routes; the highway and the off-ramp. 

It is assumed that about 80 percent of total input cars pass 

the highway while only 20 percent take the off-ramp. 

The traffic control of each segment is implemented 

using speed limitation. As mentioned before, the traffic 

flow in the highway can be modeled by VCPN in which 

various segments of the highway can be characterized by 

their own characteristics such as density, capacity, speed 

limitation, and flow rate. Additionally, the highway 

comprises an off-ramp road for transit vehicles to the first 

intersection. The input cars to the off-ramp are a fraction 

of the total input to the highway. On the other hand, the 

on-ramp road connects the third intersection to the end of 

Traffic Process

Modelling by 

CTPN and VCPN

Objective 

Function

Optimization

d(k)
x(k)

x(k)

u(k)

Demand

Weather

...

Traffic 

State:

Speed

Flow

Density

Traffic Control:

Speed limit

Signal timing plan

Controller Model

Stream 1

Link 1

Link 6

Link 4

Link 5

Link 2 Link 3

Stream 2

Link 1

Link 6

Link 4

Link 5

Link 2 Link 3

S
tr

e
a

m
 3

S
tr

e
a

m
 4

Link 1

Link 6

Link 4

Link 5

Link 2 Link 3

S
tr

e
a

m
 5

(a) (b)

(c)



M. Mohammadi et al. / IJE TRANSACTIONS B: Applications  Vol. 36, No. 08, (August 2023)   1578-1588                                 1583 

 

 
Figure 6. The Sample Traffic network 

 

 

the highway. Both ramps are modeled by VCPN. The 

street located between the intersections can be considered 

as one or more sections and modeled by VCPN. 

Therefore, the urban network possesses six segments, 

two ramps, and two streets in the aggregate, and the 

traffic flow in these areas can be analyzed by VCPN. In 

contrast, the traffic flow in all three intersections is 

modeled using TPN and controlled by setting a signal 

timing plan. In the first intersection, there are three input 

links called links 1, 3, and 6. Links 1 and 3 possess two 

streams, while link 6 has one stream used for only BRT. 

The buses just take Link 5 to depart from the intersection. 

Links 2,4, and 6 are considered as the intersection output. 

Figure 7(a) illustrates the intersection associated with 

streams of cars. The second intersection, located in the 

middle of the urban area, is an ordinary one that personal 

cars enter via link 1, as shown in Figure 7(b). The third 

intersection resembles the first intersection, except that 

there is no special route for BRT. In other words, the car 

moving in-stream five can keep right or straight, as 

shown in Figure 7(c). 

 

 
4. OPTIMIZATION ALGORITHM  
 

In this section, the proposed traffic system control 

flowchart is presented. Such a structure must be able to 

optimize traffic flow by setting the time of traffic light 

phases in intersections and speed limitation in highways 

under different normal hours and abnormal conditions. 

As stated before, this optimization method aims to 

minimize the number of occupancy in the considered 

urban area after a specific period of time by setting signal 

timing plans of traffic lights in all three intersections and 

speed limitations in different segments of the highway. In 

fact, we face an optimization problem in which the 

objective function is the number of occupancies in the 
 

 
Figure 7. The Streams and links of intersections (a) 

intersection 1 (b) intersection 2 (c) intersection 3 

 
 

urban area, and decision variables are the time of each 

phase in all of the three intersections and speed limitation 

in every segment of the highway. In this section, the 

optimization problem will be formulated. The value of 

the objective function can be defined as follows: 

_
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where _ ( )Nc seg i  and _junc( )Nc i  denotes the number 

of vehicles in the highway segments and junctions at the 

end of the time horizon ( )tend
 respectively and the index 

i  denotes the number of segments and intersections. 

Additionally, since variation of speed limitation in each 

step time can disrupt urban order, two terms are 

considered as penalty for changing the speed limitation 

on segments 2 and 4, denoted by 2VarSpeedLimSeg , 
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4VarSpeedLimSeg . They are calculated in Equations 

(10)-(11). On the other hand, the traffic light installed on 

the on-ramp must rarely change the ratio of green and red 

phases in every step time. Therefore, when this ratio 

changes, a penalty must be imposed on the objective 

function. This penalty is denoted by VarOnRamp  and 

calculated according to Equation (12). 
_ lim _, Speed on ramp

 

are considered as weight factors. Also, the sum of 

occupancy between junctions 1, 2 and 3 and both ramps 

must be added to the objective function. According to 

Equation (9), it is obvious that the optimization problem 

aims to minimize the number of remaining cars in the 

urban area without changing the speed limit in the 

highway and the control signal in the on-ramp traffic 

light. 

The various steps of the flowchart are given as follows: 

Algorithm1: 

Input: Length, Free Speed, Maximum Speed, Max 

Density, Critical Density, Maximum Flow Rate, 

Maximum Capacity and Number of Highway Segments 

and Set of Places, Transitions and Colors and Pre-

incidence and Post-incidence matrices. 

Output: Speed limitation on segments 2 and 4, signal 

timing plan of the intersections. 

Step 1: Initialize the preliminary data including Length, 

Free Speed, Maximum Speed, Max Density, Critical 

Density, Maximum Flow Rate, Maximum Capacity and 

Number of Highway Segments and Set of Places, 

Transitions and Colors and Pre-incidence and the Post-

incidence matrices. 

Step 2: Initialize the number of input cars in various 

scenarios and periods of time  

Step 3: Assign the initial population of decision variable 

containing signal timing plan of traffic lights in three 

intersections and speed limitations in segment 2 and 4 in 

the highway randomly for first step time. 

Step 4: Run PSO algorithm to find the most optimized 

solution in the first step time 

Step 5: Run the PSO algorithm again to find the best 

solution for the next step time. Consider the final status 

of the best solution in the previous step time as the initial 

status of urban network for the next step time. 

Step 6: Go to step 5 if there is a next step time, otherwise 

go to 7. 

Step 7: Save the best solution and end. 
 
 

5. SIMULATION RESULTS 
 

In order to evaluate the control system efficiency 

proposed in this paper, a comparison study is conducted 

between the proposed model traffic controller and no 

control condition. In the proposed traffic controller 

model, the Signal Timing Plan of intersections and on-

ramp and speed limit in the highway are set using a 

Particle swarm (PSO) algorithm aiming to minimize the 

number of occupancies in the urban area. In contrast, it is 

supposed that the Signal Timing Plan in no control 

condition is fixed and unchanged. In other words, Signal 

Timing Plan and the speed limit are optimized according 

to the traffic volume. Five different types of scenarios are 

considered in order to evaluate the control system's 

performance. They are called normal hour, rush hour, 

midnight hour, rainy weather conditions, and accident 

hours. MATLAB software is utilized for simulation. The 

different scenarios mentioned above will be described in 

the following section in detail, and simulation results will 

be presented under these scenarios. 

 
5. 1. Rush Hours Scenario             Traffic flow during 

rush hours is one of the most challenging issues in the 

urban traffic system. In this period of time, as illustrated 

in Table 2, most intersections and highways in the city 

are occupied and congested by a large number of 

vehicles. This causes considerable air pollution and waste 

of time. For this reason, traffic flow control is much more 

important in these hours  . 
Traffic flow in the sample urban area is considered in 

this subsection, and the traffic control system is 

optimized by the proposed method. The number of cars 

arriving at different parts of urban areas within 15 

minutes has a Poisson distribution with parameters 

tabulated in Table 2. As mentioned before, the total 

simulation time is 2 hours; consequently, this period of 

time is divided into 8 equal periods lasting 15 minutes. 

As expected, this table shows that the rate of input cars is 

significantly high in this period of time. Figure 8 

illustrates the average number of cars in different areas in 

the traffic network. Figure 9 illustrates the status of the 

traffic network at 11:15 for both cases of optimization 

control method and fixed signal timing plan. The results 

clarify the advantage of applying the optimization 

method to set the timing signal of traffic lights in the 

intersection and on-ramp and the speed limit on the 

highway. The comparison between the two cases shows 

that when the number of input cars grows during rush 

hours, the proposed method can considerably enhance the 

traffic flow. 

 
5. 2. Normal Hours Scenario         In this scenario, it is 

assumed that the number of input cars and, consequently, 

the traffic volume is mediocre. This period of time refers 

to the midday hours, typically between 11 and 13. The 

average number of input cars in this period of time is 

reported in Table 3. The simulation result shows that the 

number of cars in the optimized control in all parts is 

lower than in the no-control condition, and the 

optimization control system can considerably increase 

the traffic flow rate of the network. Generally speaking, 

the results verify that the optimization control system can 

reduce the number of remaining cars rather than the no-

control conditions in normal hours. 
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TABLE 2. Real traffic data in rush hours 

 Highway Entrance 
Intersection I Link 

6 

Intersection I BRT 

(Link 3) 

Intersection II Link 

4 

Intersection III 

Link 6 

Intersection III 

Link 3 

19:00 - 19:15 1100 800 15 700 500 250 

19:15 - 19:30 1300 600 12 700 600 200 

19:30 -19:45 1450 700 14 650 400 300 

19:45 - 20:00 1500 680 16 680 480 280 

20:00 - 20:15 1500 630 18 500 550 290 

20:15 - 20:30 1300 650 13 400 580 310 

20:30 -20:45 1200 670 11 400 480 340 

20:45 - 21:00 1000 600 9 300 380 200 

 

 

 
Figure 8. Average Number of Cars in Different Areas in 

Traffic Network 
 
 

5. 3. Midnight Hour Scenario         Despite the low 

number of cars in these hours, the control system 

performance for both cases is compared in this scenario. 

The simulation results show that because of the low 

traffic flow at midnight hours, the optimization of the 

 
 

 
(b) (a) 

Figure 9. Status of traffic network at 12:00 (a) Optimal 

Method (b) Fixed Method 

 

 
TABLE 3. The average number of input cars in normal hours 

 Highway Entrance 
Intersection I Link 

6 

Intersection I BRT 

(Link 3) 

Intersection II Link 

4 

Intersection III 

Link 6 

Intersection III 

Link 3 

11:00 - 11:15 700 300 9 240 140 100 

11:15 - 11:30 800 250 7 250 180 120 

11:30 -11:45 900 280 6 270 220 140 

11:45 - 12:00 850 330 5 210 210 125 

12:00 - 12:15 780 310 6 265 265 145 

12:15 - 12:30 800 275 7 200 200 170 

12:30 -12:45 750 240 7 180 180 135 

12:45 - 13:00 810 250 8 150 150 155 
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control system has a negligible effect on the amount of 

traffic in the urban area. In other words, whether the 

timing signal traffic light and the speed limit are 

optimized or not, the traffic flow will be acceptable. 

Therefore, there is no necessity to use the proposed 

method in this period of time. The average number of 

input cars in this period of time is reported in Table 4. 
 

5. 4. Rainy Weather Condition Scenario          Rain 

can slip the surface of streets. Hence, drivers have to 

drive much more carefully and reduce their speed. As a 

result, traffic flow increases in the rainy weather 

condition significantly. Under these conditions, the 

control system performance is evaluated when both cases 

are applied. It is supposed that in a specific period of 

time, the number of input cars increases suddenly, and 

the traffic network is congested. The data of input cars in 

this scenario is given in Table 5. 
The comparison between Tables 5 and 2 shows that 

the number of input cars between 11:30 and 12:15 

increases by 15%. Similarly, the simulation results show 

that the optimization method can untie the traffic node 

under this condition. This means that the proposed 

method can be used even in critical situations like rainy 

weather. 
 

5. 5. Accident Scenario             In this scenario, it is 

supposed that an accident happens in segment five on the 

highway at 11:45 and lasts for 15 minutes. It is obvious 

that the flow rate of vehicles decreases because at least 

two  main streams are congested on the highway. Since 

this happens on the highway, only the traffic flow in this 

part of the urban area is affected. As mentioned before, 

traffic flow on the highway is controlled by the speed 

limit on segments. Therefore, the signal timing plan of 

traffic lights is not important in this scenario. As the 

simulation results show in  Figure 10 When speed limits 

in segments 2 and 4 are set appropriately, congestion 

caused by accidents can be reduced. In fact, speed 

limitation in the segments before the accident must be 

reduced while speed limitation in the next segments must 

be increased. 

 

 

 
TABLE 4. The average number of input cars at midnight hours 

 Highway Entrance 
Intersection I Link 

6 

Intersection I BRT 

(Link 3) 

Intersection II Link 

4 

Intersection III 

Link 6 

Intersection III 

Link 3 

11:00 - 11:15 260 80 1 70 80 80 

11:15 - 11:30 250 60 0 70 60 60 

11:30 -11:45 230 70 1 65 70 70 

11:45 - 12:00 220 68 0 68 68 68 

12:00 - 12:15 210 63 1 50 63 63 

12:15 - 12:30 200 65 0 40 65 65 

12:30 -12:45 180 67 1 40 67 67 

12:45 - 13:00 190 60 0 30 60 60 

 

 

 
TABLE 5. The data of input cars in Rainy weather condition 

 Highway Entrance 
Intersection I Link 

6 

Intersection I BRT 

(Link 3) 

Intersection II Link 

4 

Intersection III 

Link 6 

Intersection III 

Link 3 

11:00 - 11:15 700 300 9 240 140 100 

11:15 - 11:30 800 250 7 250 180 120 

11:30 -11:45 1200 400 6 400 410 250 

11:45 - 12:00 1100 450 5 350 400 270 

12:00 - 12:15 1000 420 6 410 430 240 

12:15 - 12:30 800 275 7 200 200 170 

12:30 -12:45 750 240 7 180 180 135 

12:45 - 13:00 810 250 8 150 150 155 
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TABLE 6. Performance Improvement of Optimization Control System 

Percentage of performance improvement (%) Normal Hours Rush Hours Midnight Hours Rainy Accident 

No control 10.54 5.8233 0.1599 40.8599 20.8193 

Timing signal planningoptimization (Our proposed Method) 5.23 1.24 0.004 28.15 10.54 

Highway Optimozation Previous paper [19] 8.37 3.23 0.089 32.189 15.12 

 

 

 
(b) (a) 

Figure 10. Status of traffic network at 12:00 (a) Optimal 

Method (b) Fixed Method 

 

 

6. DISCUSSION 
 

In order to examine the proposed optimization method 

more, a comparison study is conducted. Four different 

control system methods are considered. In the first 

method, it is supposed that there is no control for signal 

timing plan in the intersections and speed limitation in 

the highway, and they are determined based on historical 

data in the intersection and highway. In the third method, 

it is supposed that the urban traffic network model 

proposed by Dotoli and Fanti [10] is used to optimize 

only timing signal planning in the intersections. In this 

paper, a modular framework based on colored timed Petri 

nets (CTPNs) is presented to represent the dynamics of 

signalized TN systems: places modeling link cells 

intersections, tokens are vehicles and token colors  . 

Demonstrate the routing of the corresponding vehicle. 

In addition, ordinary timed Petri nets model the signal 

timing plans of the traffic lights controlling the area. The 

proposed modeling framework is applied to a real 

intersection. In contrast, in the third method, continuous 

Petri nets models proposed by Tolba et al. [19] for the 

analysis of highways are used. This model is proposed 

for the analysis and control design in highways. Under 

this condition, speed limitation on highways is just 

optimized. In the last control system, the traffic control 

flow is fully optimized using a signal timing plan in the 

intersections and speed limitations on the highways . 

Table 6 tabulates the percentage of performance 

improvement of these four optimization control system 

methods. As expected, the simulation results show that 

when the optimization process is implemented for the 

whole of the system, the percentage of performance 

improvement is considerably higher. Additionally, when 

the signal timing plan is just optimized, the traffic flow is 

conducted more effectively in comparison with speed 

limitation optimization 
 

 

7. CONCLUSION 
 

In this paper, a modular framework is proposed to model 

the traffic flow of the Highway and intersections. The 

modeling procedure for the intersections is based on 

Timed Petri Nets, while Continuous Petri Nets with 

Variable speeds are used to model the highway networks. 

The timing of traffic lights and variable speed limits on 

the Highway were optimized by a PSO, and the status of 

the urban network area was compared in both 

optimization and fixed control conditions. Six various 

scenarios, including rush hours, normal hours, midnight 

hours, rainy weather, and accident occurrence, were 

considered to completely examine both conditions. The 

simulation results showed that when traffic control is 

optimized, the number of occupancies can be reduced in 

special conditions such as rainy weather and accident 

occurrence. In contrast, when traffic flow is extremely 

high or low, like rush and midnight hours, control flow 

optimization is not able to improve traffic flow in the city. 
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Persian Abstract 

 چکیده 
ا ها و بزرگراه  کیتراف  انیجر  یسازمدل  یمدولار برا  یبر شبکه پتر  یچارچوب مبتن  کیقرار گرفته است.    یبزرگراه ها و تقاطع ها مورد بررس  کپارچهیمقاله کنترل    نیدر 

.  شوندی م  یسازمدل (TPN)شده    یبندزمان  یپتر  یهاتوسط شبکه   ی انیتقاطع شر   ییراهنما  یهاچارچوب، چراغ  نیشده است. در ا  یسازادهیپ   یانیشر  کیشبکه تراف  یهاستمیس

  ل یطول صف وسا  نی ب  ی مبادله ا  تمیالگور  نی. اشودی م  یسازنه یهوشمند به  تمیالگور ک یدر بزرگراه با استفاده از    ر یسرعت متغ   یهاتیو محدود  ییراهنما  یهاچراغ   یبندزمان

  ی سازهیشب  جیشد. نتا  سهیو کنترل ثابت مقا  نهیبه  کیدهد. عملکرد کنترل کننده تراف  یارائه م   یو طول صف در تقاطع پس از هر چرخه زمان  یدر بزرگراه و رمپ ورود  هینقل

  ان یرج یتوجهبه طور قابل  تواندیها مسرعت در بزرگراه تیها و محدوددر تقاطع  ییراهنما یهاچراغ یبندزمان   تیریمد یبرا یسازنهیبه یهاکه استفاده از روش  کندی م دییتأ

دهد،  شیافزا یرا در ساعات عاد ک یتراف انیجر یتواند به طور قابل توجه  یروش م نی ا ن،یو تصادفات بهبود بخشد. علاوه بر ا یباران  یخاص مانند هوا ط یرا در شرا کیتراف
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