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power system resilience.

Since power systems are susceptible to damages induced by disastrous incidents, the assessment and
improvement of system resilience are unavoidable as a new goal of planning and operation. On the other
hand, the expansion of generation and transmission grids constitute an essential part of power system
planning as it needs a huge budget. So, a primary concern of researchers has always been the optimal
planning of power systems. This paper studies the emerging concept of resilience, its criteria, and
indicators, how to enhance it, and the identification of its strengths and weaknesses. It also reviews the
strategies recommended in the literature to improve power system resilience. The paper briefly reports
the models for expansion plan analysis and the generation and transmission expansion planning (GTEP)
tools with or without the target of resilience enhancement, which can be instrumental in future research
and can be used to estimate the effectiveness of different tools. Furthermore, the paper discusses the
planning problems, thereby opening the way for further work in future studies. Finally, the study presents
the most eminent challenges of GTEP to accomplish better, resilient, and innovative plans to escalate

doi: 10.5829/ije.2023.36.05b.01

1. INTRODUCTION

Given the growing energy consumption in the
contemporary world, the investigation into the
development of power systems has become inevitable. A
power system refers to a complicated grid composed of
instruments to meet consumer needs. These facilities
automatically protect the power systems upon detecting
a violation of the electrical constraints. In this encoding,
the operator separates components from the grid to protect
them against any damage given the system evolutions and
the implications of a set of predefined events. As load
increases, operators should adopt proper strategies for the
long-term development of the power systems by
systematic planning for the inclusion of grid components.
On the other hand, the opt performance results from
decisions on precise planning. Various methods have so far
been used to provide the best grid expansion design.
Accordingly, this paper aims to comprehensively explore
generation and transmission expansion planning (GTEP)

*Corresponding Author Institutional Email:
m.askari@semnaniau.ac.ir (M. Tolou Askari)

to improve the resilience of power systems. The study
focuses on expanding the power systems in the generation,
transmission, and distribution sections. However,
investment is more significant in the generation and
transmission sections than in the distribution sections.
Although GTEP is interdependent, it can be planned
separately or concurrently. The GTEP is a complicated
problem with nonlinear and binary variables, and time-
consuming calculations. Restructured electricity markets
exhibit further uncertainties, e.g., random and logical
uncertainty, which should consider in the GTEP
optimization problem. Power systems constantly expose to
perturbations, so it is necessary to enhance system
resilience to ensure its capability.  Also, rapid fault
detection and system recovery to normal conditions in the
shortest possible time are significant factors in maintaining
the security of a power system. In this case, the static and
dynamic effects of hundreds of events should be examined
in power systems. Table 1 briefly presents a review of
some models with their advantages and disadvantages.

Please cite this article as: M. Rezaei, M. Tolou-Askari, M. Amirahmadji, V. Ghods, Challenges of Generation and Transmission Expansion Planning
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TABLE 1. Review of some models with their advantages and disadvantages

Models

Advantages Disadvantages

1. Topological model

1.1. Modified topology model

1.2. Maximum flow model
2. Stochastic simulation model

2.1. Model (practice)
2.2. Markov China model
3. High-level statistical model

3.1 Cascade model

3.2 Branch process model

4. Dynamic simulation model

4.1. model OPA

4.2. Manchester model

4.3. COSMIC model

4.4. Quasi-dynamic multi-time model

4.5. ASSESS MODEL

4.6. TRELSS model

4.7. PRA dynamic model

5. Interdependent models

Power system analysis

Quick detection of unexpected emergency behavior
Consider some basic electrical properties.

Provide criteria for combined electrical topology.
Rapid assessment of vulnerability, risk probability,
and robustness

Use the maximum flow method

Consider the weight of the line and the node

Pay attention to the most uncertainties during the e Lack of attention to dynamic stability
waterfall and waterfall details

Introducing single-track and multi-track modes

Adopt an incident tree-based approach

Indicates non-local diffusion

Able to enable risk assessment

Simple and compact

The probability of failure is related to the load level
Can be considered as an improved CASCADE
model

It considers each component of failure from an early
stage through a specific distribution

o Lack of electrical properties

o Ignores all the details of the waterfall

Simulation of most of the dynamic mechanisms in o Detailed information on the power
the waterfall system is required
Provides a deeper understanding of cascade failure o Slow simulation

e The network of this model has a small
number of nodes, which is very
different from the real system.

o In this model, it is assumed that all
elements of the system are the same

Considers the effects of the operation, automation, o System control is done with only a
communications, relay protection, mode of small number of parameters
operation, and planning e There is no clear relationship between
Tree contact, line failure due to line heating, and the model parameters and the actual

UVM model system

e The protection system is not modeled

¢ This model cannot cover the self-
organized crisis caused by the
interactions between the power plant,
the operator, and the control system

Approve AC power flow

Monte Carlo methods are used for risk assessment

Considers the mechanism of nonlinear dynamics

Different relay and load models are involved

Uses a quasi-dynamic approach

The approximate time of evolution is considered

Improved reuse simulation

Optimal AC power flux is provided with security

restrictions

Use of quasi-steady state dynamic model simulator

Modeling control in the system through time domain

simulator access to statistical tools

Considers the actions of breakers

Voltage problems are modeled using quasi-steady

state AC power flux

Two levels of cascade failure are simulated using

two different models

The effect of various changes in the system is

simulated

Interaction analysis between network connections o Validation is difficult
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e The vulnerability of the entire system connection has

5.1. Interconnected models based on
complex networks .

been investigated and analyzed
Interdependencies are depicted

e Precise mechanisms are ignored

e Computer and cyber risks are considered

5.2. Interrelated Markov chain models .

Able to predict system level with tracking details

e Dynamic nodes, PMU, and local cyber-controlled

5.3. Hierarchical physics-cyber model

models based on congestion ;
parameters are involved

e Frequency, phase angle, and other related

e Control strategies are presented

6. Other models .

6.1. Potential waterfall model

Focuses on specific parts of the mechanism

o It focuses only on parts of the cascade
failure mechanisms.

The "cluster" approach is used

The goal is to predict possible cascade fractures

6.2. Hidden error model .

6.3. Models based on historical data

Considers hidden failure and reuse of the generator
Accurately reproduce historical events

Complementary models available

This study provides an up-to-date review of GTEP
models and tools and concentrates on the essential role of
this scientific discipline in improving power system
resilience. Unlike previous studies, this review emphasizes
the effect of GTEP models on enhancing the resilience of
power systems. Another contribution of the paper is the
analysis of the trend of previous studies and the challenges
that need new expansion models with/without considering
the power system resilience.

The remaining parts of the paper are structured as
below. Section 2 reviews resilience concepts, assessment
frameworks, and enhancement, as well as its indices.
Section 3 deals with models and their applications in
expansion planning. Section 4 discusses the literature on
the planning of GTEP that aimed at enhancing power
system resilience, or did not consider this perspective.
Section 5 lists and analyzes the challenges of GTEP.
Section 6 finally concludes the paper with some final
points.

2. THE CONCEPT OF RESILIENCE

Resilience is a dynamic, complicated, and
multidimensional concept in the field of power systems,
which has emerged relatively late [1]. Recently,
disastrous incidents research has focused on the concept
of ‘resilience’ [2]. Different definitions have been put
forth for resilience, but they all have similar natures [3].
The word resilience is rooted in the Latin word resilio,
means ‘leaping back’ as a system feature, and implies the
capability of improvement against destructive events. In
the simplest sense, power system resilience is defined as
the capacity of a grid for the timely management of high-
impact, low probability (HILP) incidents, e.g.,
atmospheric incidents and natural disasters [4].
Arghandeh et al. [5] resilience defines as ‘the capability
of a system to keep a continuous flow of power to
customers by load prioritization.” The UK Energy

Research Centre (UKERC) defines resilience as ‘the
capacity of a power system to tolerate disturbance and
continue to deliver affordable energy services to
consumers [6].” The US office [7] defines this concept as
‘the capacity of grids to anticipate, absorb, adapt to,
or/and rapidly recover from a destructive incident’. Also,
resilience has been described in terms of the power
system consistency and recovery during and after a
disaster [8]. According to Presidential Policy Directive
(PPD-21), resilience is ‘the ability to prepare for or adapt
to changing conditions and recover rapidly from
disruptions’ including ‘deliberate attacks, accidents, or
naturally occurring threats or incidents’ [9]. In 2009, the
American Society of Mechanical Engineers (ASME)
defined resilience as ‘the ability of a system to recover to
its normal operating conditions after the occurrence of
disruptive events’ [10]. In 2011, an effective strategy was
proposed for resilience enhancement. In 2013, a paper
was published on the economic advantages of a resistant
power grid focused on grid resilience during natural
incidents [11]. NIAC’s description of resilience
encompasses robustness (ability to absorb), which
implies the ability to absorb shocks and continue to work,
defined as the system’s resilience against disruption to
minimize loss. According to Ouyang and Duenas-Osorio
[12], resilience is the ability of the network to withstand
damage, continue to work in the event of damage, and
recover quickly from blackouts. It also includes
adaptability, i.e., the ability to reduce future losses by
using learning lessons to reinforce resilience. It refers to
the endogeneity of the system and minimizes the
consequences by  self-organizing. Finally, the
reinforcement of any of these four features will
strengthen the power system’s resilience [13].

Over 70 definitions can be found for the emerging
concept of resilience in different papers in different
disciplines. These definitions shift between the two
features of adaptation and recovery [14]. The term
resilience was first introduced in 1973 by Holling [15] to
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describe how to change perspective on environmental
systems and behaviors and to describe different
approaches to resource management. Today, however, it
has gained more importance in other disciplines [16]. For
example, extensive effort has been made to describe and
measure the resilience of power systems. In 2011,
resilience was defined using the concepts of power
system reliability and recovery [17]. In fact, ‘the time
dimension’ distinguishes resilience from reliability.
Expansion planning mainly aims to prevent incidents and
protect the equipment thoroughly. Recently, research has
been conducted on ‘timely response and rapid recovery’
from destructive incidents. Therefore, attaining
arrangements for resilience has become a chief priority,
and practical actions should be taken before, during, and
after incidents to assist the safe operation of power
systems. After planning, system resilience measurement
is the main issue [18].

Therefore, a review paper that describes challenges in
this field can help the power engineer community to
develop standard indices and create a framework for its
assessment and reinforcement. This paper tries to shed
light on the concept of resilience and its improvement in
planning for the expansion of power systems during
disastrous incidents, which has become a hot issue today.
In this section, we provide a general framework for
assessing and reinforcing power system resilience based
on a comprehensive review of authentic literature. Due to
reinforce system resilience, we first need to determine
resilience and a proper method for its measurement. So,
this paper provides a literature review on the definitions
and measurement of resilience. Then, we discuss them as
a tool for enhancing power system resilience with an
emphasis on modern technologies.

2. 1. Key Features of Resilience Since
disturbances are unpredictable and may have disastrous
impacts on vital infrastructure rapidly, resulting in
considerable losses in the system, so it is very
complicated and time-consuming to recover the system
[1]. An important characteristic of power system
resilience is how to recover it. A resilient power system
should have the following features. Figure 1 depicts a
resilience curve [4]:

1) Before the incident, the system should be
consistent and resilient enough, and the operator should
estimate the location and severity of the incident to
prepare with a series of preventive actions.

2) After the incident, the operator is informed
about the situation by advanced information systems, and
since the system has entered the destruction phase, the
resilience is jeopardized. At this stage, the key features of
resilience, including capability, redundancy, and
adaptive self-organizing, help reinforce resilience and
reduce vulnerability.

3) As the disturbance advances, the system is

damaged. At this stage, emergency prioritization,
preparation, and coordination adjustment allow the
operator to identify the main components for the recovery
system as soon as possible and estimate the damages of
the incident.

4)  As the impact of the incident is minimized (ro —
r,), the system enters the recovery phase at t;, and the
units are re-installed. Then, the system will enter the post-
recovery phase (rq), at which stage the resilience may no
longer be as remarkable as the pre-incident resilience (ro),
i.e., rg <ro. The recovery duration depends on the incident
intensity and the power system’s resilience features (tf —
te > tg — tc). So, having the critical resilience features, the
power system can predict the following incidents and
improve from destruction to the resilient stage. Also, it
can adapt its performance and structure to alleviate the
impact of the subsequent incidents.

2. 2. Evaluate the Resilience of the Power System
Power system assessment and resilience have dominated
research in recent years, but the present methods in the
resilience measurement still need development and
revision. This subsection discusses power system
resilience assessment. Since research on resilience
assessment has a multidimensional nature and includes
both quantitative and qualitative aspects, they are dealt
with below.

2. 2. 1. Qualitatively Evaluating the Resilience of a
Power System The qualitative methods allow
investigation of power system resilience from
engineering, social, and organizational perspectives.
Library work, questionnaires, and personal ratings are
used as introduced by Carlson et al. [19] to study
resilience. Analytical methods, e.g., the analytic
hierarchy process (AHP), can be easily applied in
decision-making as employed according to Orencio and
Fujii, [20]. The qualitative assessment of the system
formulated by Roege et al. [21], and a qualitative
evaluation of resilience by events analysis is focused
[22].

2. 2. 2. Quantitative Evaluation of Power System
Resilience Quantitative evaluation methods
include simulation-based, analytical, and statistical
analysis methods, among which simulation-based
methods can easily be combined with incident scenarios
and allow easy calculation of incident implications. The
complicated network model was used by Chanda and
Srivastava [23], and outage records are used as
Maliszewski and Perrings [24] for data analysis. An
analytical method is adopted from Whitson and Ramirez-
Marquez [25] to estimate power outage duration, and a
statistical model is used as introduced by Nateghi et al.
[26]. A quantitative assessment method is proposed by
Nan and Sansavini [27] for resilience composed of two



828 M. Rezaei et al. / IJE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 824-841

I
Targeted

Real system
performance
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Figure 1. Events-related trapezoidal curve [4]

components an integrated metric to measure resilience
and a hybrid model to show the failure behavior of the
infrastructural systems.

2. 3. Framework Assessing and Improve
Resilience Research is growing on the
assessment and enhancement of power system resilience.
However, no unique framework for resilience has been
agreed upon, and it still seems necessary to study
methodologies and research challenges, formulate
resilience reinforcement strategies, and develop
definitions and indices. In 2007, the ‘resilience triangle’
(see Figure 2) was introduced as a guideline for resilience

Resilience Objective
Setting

Adaptive Capacity

- Plannlng—>|

dentify and prioriti
System

Absorptive Capacity

Resilience
Capacities

Restorative Capacity

Vulnerability
Studies

Operation

assessment. The resilience of engineering systems is
proposed by Ren et al. [28] by using the resilience
triangle model developed by MCEER. Panteli et al. [29],
indices are presented for resilience quantification in
which the resilience triangle is developed into a ‘resilient
trapezoid’. Francis and Bekera [30] proposed a
framework for resilience assessment, which includes
identifying and prioritizing the system, defining the
system domain, describing main goals of the system,
describing physical, chemical, spatial, and social
properties, identifying analytical purposes, and analyzing
system vulnerability and dynamic behavior. Then,
considering the system performance, resilience goals are

Cost/Benefit Analysis

|———Adaptat|0n e lc— Recovery ——

Power System States

Figure 2. Power system resilience framework
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set, and the stakeholders (profit/cost analysis) participate.
The last component of the framework is resilience
capacities, which encompasses absorption, adaptive, and
recovery capacity. Engineering system resilience was
explored by Mehrpouyan et al. [31] using the spectral
graph approach. Engineering system redundancy, which
enables increasing system reliability and decreasing
vulnerability, was studied by Wang and Li [32]. A
quantitative framework was proposed by Amirioun et al.
[33] for the assessment of resilience and the application
of microgrids in which destruction index (DI), recovery
index (REI), and microgrid resilience index (MRI) are
presented for describing the performance of system
resilience. As depicted in Figure 3, the assessment of grid
resilience, which is employed to assess grid status,
compare the grid, and adopt arrangements for its
resilience reinforcement, includes risk modeling.
Research around the world has focused on the
assessment and reinforcement of the resilience of power
systems against disasters [34]. On the other hand,
engineers have been challenged by power system
complexity and the range of incidents. Ouyang et al.
[35], the features of severe incidents are ignored in
resilience assessment. The resilience assessment and

Resilience
Engineering

Disaster

Response

& (ma

reinforcement strategies are expressed in details through
the CIM method [36]. This part of the paper mentions
solutions for resilience reinforcement (see Figure 4). All
methods of resilience quantification cannot cover all
resilience stages and overlap with other concepts, e.g.,
robustness and vulnerability [37]. Furthermore, some
quantification methods for resilience estimation are
inconsistent with the concept of resilience [38]. So, when
responding to disturbances, it is necessary to develop a
method for infrastructure resilience assessment. Zhang et
al. [39] calculated the resilience during an incident within
a three-stage framework, and the capacity of grid
recovery is evaluated by the Monte Carlo simulation after
the incident. The paper proposed an artificial metric
system to calculate power system resilience performance.
Indeed, contemporary research aims to develop
infrastructures or minimize the losses of disastrous
incidents [40].

2. 4. Resilience Metrics Some definitions
of resilience indices are provided by Ayyub [41] and
discussed in detail by Hosseini et al. [42]. Two indices
are provided by Barker et al. [43] for resilience, and one

Risk

nagement _— Resilience

Figure 3. Strengthening the resilience of the power system
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e
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Figure 4. A) The solution to strengthening the resilience of infrastructure. B) The solution to strengthening exploitation resilience

[36]
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new criterion of resilience was discussed by Hu et al.
[44]. A benchmark was proposed by Zhao and Zeng [45]
for resilience, considering the impacts of weariness and
different vulnerability scenarios. Figure 5 displays
resilience indices.

3. MODELS AND THEIR APPLICATIONS IN
PLANNINGy

A wide range of studies have addressed the modeling of
vulnerability, outage duration during disasters, and post-
disaster system restoration, and most proposed methods
assess post-incident damages. This section discusses
some models used in expansion planning. Various
models have been presented for resilience assessment,
e.g., the OPA-based DC model [46] and the AC power
flux model [47]. The storms damage to a power system
is estimated by Guikema et al. [48]. Various methods
have so far been proposed for GEP, including
mathematical optimization methods, e.g., analytic
hierarchy process [49], decision tree [50], dynamic
planning [51], decomposition method [52], meta-
exploratory optimization methods, e.g., evolutionary
planning, ant colony optimization, frog leaping algorithm
[53], and PSO [54], and exploratory methods [55].
Furthermore, GEP models are based on robust
optimization in which unknown parameters are displayed
by an uncertainty set introduced by Mejia-Giraldo and
McCalley [56]. In 1997, linear planning was first used by
Garver to solve a TEP problem in which transmission
losses were ignored, and all constraints were linear [57].
Robust optimization (RO) determines unknown
parameters by a set of uncertainties and uses renewable
energy resources to describe the unknown nature [58].
RO needs less data than SP [59]. TEP has also been
solved by using mathematical optimization techniques,
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Figure 5. Resilience metrics

which are harder to use because of nonlinearity and the
number of constraints and variables. Branch-dependent
method [60] and Benders decomposition techniques [61]
have been used too. Two-stage optimization was used by
Zhang and Conejo [62] as a framework to address
uncertainty in TEP. It is also observed that meta-
exploratory optimization methods are employed, such as
the honeybee algorithm by Meza et al. [63], the chaos
theory by Hedman et al. [64], the evolutionary
differential system by Limbu et al. [65], the frog leaping
algorithm by Roh et al. [66], smart systems such as
genetic algorithms by Rahimzadeh et al. [67], all are
useful to find globally optimal solutions but suffer from
very slow convergence. In addition to classic methods,
the decomposition methods mentioned above have also
been employed for analyzing TEP problems. Although
the Benders decomposition technique exhibits better
performance when analytic methods are used, other
methods have also been used to solve TEP problems,
such as the internal point method to solve linear and
nonlinear problems and the branch and bound method
based on the Benders analytic decomposition.

3.1.Planning to Improve, Evaluate, and Resilience
Resilience reinforcement plans are divided into long-
term, medium-term, and short-term plans. They are also
categorized into single-stage problems (static planning)
or multi-stage problems (dynamic planning). In static
planning, no time horizon is set, and a plan is developed
for a certain year, in which it is assumed that all new lines
should be installed in the first year of the planning
horizon. But, in dynamic planning, horizon years are
studied separately, and new lines are specified for each
year. Indeed, power system planning aims to establish
resilience in the grid against natural disasters in a more
robust manner. Studies have presented different
optimization models, from mixed integer programming
to quadratic planning and the more complicated
stochastic planning, and more robust optimization, to
facilitate the decision process. On the other hand, grid
resilience should be improved in critical conditions (i.e.,
its capacity to cope with incidents and rapidly recover
after disturbances) by corrective action — to minimize
losses and recover the power system to its normal state
after an incident — and remedial actions — to lead the
power system to its normal state before an incident after
load elimination [68]. Resource allocation is another key
strategy for resilience planning. To minimize the effects
of natural disasters and improve power system resilience,
the use of distributed generation (DG) resources was
proposed by Wang et al. [1], and the operational
strategies that are converted into mixed integer linear
programming by the linear scaling method were focused
by Wang et al. [69]. As well the failure caused by the
incident has been assessed. Defensive islanded schemes
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are used by Panteli et al. [70] in which the risk severity
index, which can record the random and spatial impact,
is employed to determine the application of these
schemes. Also, the concept of the fragility curve, which
expresses the probability of failure as a function of
meteorological parameters, has been used. When natural
disasters strike, operation strategies consisting of
maintenance planning [71] and wide-area control, should
adjust in response to communication failures [72] based
on the present status of the system and related equipment,
as well as the likely future states related to the climatic
conditions. A power and natural gas system is suggested
by Shao et al. [73] by replacing the underground gas lines
to enhance resilience. However, no suggestion has made
to eliminate the risk of fire. Gao et al. [74] found that
structure, dynamics, and failure mechanisms of a grid
determine its resilience. A system of systems (SoS)
resilience assessment is proposed by Han et al. [75]. The
dominant and analytical Markov chain technique is used
by Kwasinski et al. [76] to evaluate and analyze
resilience with the availability of fuel, and it used by
Song et al. [77] with the availability of photovoltaics. To
assess and reinforce the resilience of a three-step system,
a metric is defined by Li et al. [78] for resilience and
simulated different scenarios to analyze the grid structure
against natural incidents. Despite the simplicity of these
approaches, the simulation techniques, e.g., the Monte
Carlo simulation, used by Arab et al. [79]; results show
that they are more appropriate for studies on power
system resilience. Panteli et al. [80] used mixed integer
programming to evaluate incident effects on power
system resilience. A robust optimization model is
proposed by Xu et al. [81] to minimize restoration time
and improve resilience. Lei et al. [82]presented a
scenario-based two-stage stochastic optimization model
before a natural disaster. In [83], reliability indices, such
as loss of load probability (LOLP) and expected demand
not supplied (EDNS) in the presence of microgrids, are
employed to reinforce power system resilience. Since
modern intelligent network technologies are effective in
improving power system resilience and reinforcing
power systems against extreme incidents [1], modern
systems should be resistant in addition to purposefulness
[84]. In research, systems have been hardened by
underground electricity lines, vegetation cover
management, so on, which also have been effective in
resilience enhancement [85]. Wang et al. [86] proposed
three-level planning to harden power and natural gas
systems against disastrous incidents. A robust defense
method is employed. Operation activities to reinforce
resilience and to make a comparison for distinguishing
system hardening and operating activities are given by
Panteli et al. [87], in which frequency load shedding is
employed for resilience assessment. Research has also
used preventive strategies, e.g., grid topology re-
adjustment, to enhance resilience. In [88], using a two-

stage integer planning and an analysis-based algorithm,
it is concluded that preventive response is preferred to
emergency response in terms of resilience enhancement.
Resilience can also be increased by topology switching.
Other methods used to increase resilience and minimize
outage costs include dynamic circuit reconfiguration
[89], portable energy storage systems [90], emergency
generators in the power grid [91], and back-start unit
preparation [92]. Abbasi et al. [93] performed mixed
integer nonlinear programming (MINLP) and the post-
outage system restoration is discussed with the aim of
resilience maximization. Offline restoration planning is
performed by Golshani et al. [94] to reinforce grid
resilience. The plan formulated is stochastic two-stage
mixed integer linear programming with wind energy
generation scenarios; the L-shaped integer algorithm is
used. It is observed that the optimal wind harnessing
strategy can contribute to improving both the restoration
process and system resilience. MINLP is performed by
Sarkar et al. [95] with a grid restoration approach.
Stochastic planning is performed by Su et al. [96] to
enhance resilience against disastrous incidents and
minimize microgrid costs. Various methods have
presented to model restoration and recovery time during
natural disasters [97]. Bie et al. [98] proposed resilience
assessment methods are explored, and a load restoration
method. In [99], five restoration strategies are used for
restorating the power and gas grids to analyze resilience.
It is revealed that the ‘stochastic restoration’ strategy
brings about the lowest resilience for both systems, and
the ‘gas aimed’ restoration strategy is related to the
highest resilience for the gas system. The estimation of
system infrastructure failure and its post-incident
restoration was addressed by Marnay et al. [100]. Liang
et al. [101], proposed microgrids to enhance resilience in
which loss of load reduction is regarded as the most
effective resilient source, which has been subject to
extensive research. Islanded microgrids were utilized by
Pashajavid et al. [102] with centralized and decentralized
approaches. A two-level optimization problem was
studied by Hussain et al. [103] in the presence of multiple
energy carrier microgrids, subjected to power and natural
gas grid disturbances. In [104], investment cost and
resilience enhancements are considered the constraint
and objective function, respectively. However,
investment cost and resilience enhancement are the
objective functions [105] in which stochastic planning is
performed considering the demand response plan and
aiming to improve the resilience of microgrids, and
solving the model by the constraint € method. Resilience
planning was carried out by He et al. [106] to improve
the resilience of an integrated energy system.
Recommendations were provided by Chen et al. [107] for
solving resilience gaps. Indeed, resilience responses are
divided into preventive responses (actions before
incident scenarios) and emergency responses (actions
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taken due to the incident). They play a significant role in
reinforcing resilience. In coordinated regional-district
operation, an integrated energy system was used by Yan
et al. [108] for resilience enhancement. Threat
description, vulnerability assessment, recovery, and
restoration were addressed by Paredes et al. [109]. In
[110], a risk-aversion framework is proposed for more
resilient planning and operation. Some studies have also
investigated the impacts of critical conditions on power
systems [111]. A model called CRISP is presented by
Kelly-Gorham et al. [112] to measure power system
resilience. In 2012, several parameters of resilience
measurement were identified, and the resilience of a
transmission grid was assessed for disastrous conditions
by Henry and Ramirez-Marquez [113]. In 2017, grid
resilience was evaluated under probability scenarios by
two-level mixed-integer stochastic programming [114].
Also, two-stage stochastic optimization is proposed by
Nagarajan et al. [115], in which the first level is grid
investments and the second is the assessment of
resilience enhancement related to the grid investment.
Three-level optimization is proposed by Ma et al. [116]
to minimize investment costs and to lose load. Planning
was made by Gholami et al. [117] to enhance resilience
in the presence of microgrids using the CVR technique.
Power systems caused by cascading failure are analyzed
by Xiao and Yeh [118]. Post-earthquake power system
restoration planning is performed by Xu et al. [119], and
seismic resilience is assessed by Anghel et al. [120]. Two
criteria of repair time and resilience reduction are
proposed by Fang et al. [121] to evaluate the criticality of
power system components from their contribution to the
system resilience viewpoint. Also, this method
establishes a balance between risk and cost [122]. A
mixed integer linear programming model is proposed by
Teymouri et al. [123] for closed-loop controlled islanded
systems in real-time to enhance resilience. In this paper,
AC power flux reinforces resilience, and the
recommended method exhibits saving on losing the load.
Also, the sensitivity analysis indicates that the total loss
of load increases as the delay time increases between line
switching and loss of load. In recent decades, as power
systems have been exposed to disastrous incidents, it has
become imperative to use effective mechanisms for
system resilience enhancement. Since most studies have
focused on post-disturbance control intending to
maximize demand, they are reviewed and analyzed here.

4. EXPANSION PLANNING

Developing goals of resilience, considering different
scenarios, and expressing gaps provide opportunities for
resilience enhancement, performed in three groups of
GTEP and DEP. A comprehensive plan should reduce
capacity and location of capacities, initiation time,

frequency, severity, and duration of disasters, and
improve resilience. The factors that should be considered
in stochastic generation and transmission expansion
planning are demand rate, availability of existing and
candidate resources, and the capacity of the transmission
lines.

4. 1. GEP Problem GEP is the most
basic model in planning, and the type, location, and time
of construction of generators must be determined in a
time horizon of 20 or 30 years to meet the demand for
projected loads. In generation expansion planning, the
goal is to provide adequacy at the lowest cost. In 1955,
the first long-term expansion planning was done in
French. In 1957, Danzig and Taylor translated it into
English, introducing the first linear planning (LP).
Anderson, in 1972, showed that the nature of multi-stage
generation expansion planning is similar to previous
methods in dynamic planning. In 1976, linear expansion
planning was to minimize investment and operating
costs. Dehghan et al. [58] proposed linear programming
of one-step and two-step integers with uncertainty in
mind. A multi-stage generation expansion planning
considering wind uncertainty has been used. A
comprehensive review of generation expansion planning
was conducted. Among which, Benders decomposition
and Dantzig-Wolfe decomposition are more popular
[124]. Also, stochastic optimization models based on
scenario  generation  techniques  with  different
uncertainties have been used [125]. In some studies,
exploitation constraints have been included in generation
expansion planning [126, 127]. Chen et al. studied GEP
[128].

4. 1. 1. Uncertainty in GEP Some
prevalent uncertainties in expansion planning include
price volatility, reliability of generation units, demand
evolution, investment, operating costs, and fuel and
electricity prices. Dual uncertainty in the objective and
constraint function is also presented by Hu et al. [129]. In
GEP, the MCS method is commonly used to deal with
uncertainties [130].

4. 2. TEP Problem Recently, transmission
expansion planning has become a complex nonlinear
optimization problem by determining which, where, and
when new lines are to be built at the lowest total cost. In
order to develop and strengthen transmission network
capacity as well as ensuring future demand and
integrating new power units with existing units have been
considered by many researchers more than before due to
technical/financial constraints along the planning horizon
[131] and analysis of two critical issues of network
reliability and security modeling [132]. Lumbreras and
Ramos [133] presented a literature review up to 2016.
Stochastic planning and robust optimization have been
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used to solve the problem of transmission and storage
systems planning [135], for the development of
transmission and storage systems, robust optimization
reported in literature [134]. A multi-stage random model
is used. Conejo et al. [136] presented a model for the
simultaneous development of energy transfer and storage
with a distinction between long-term and short-term
uncertainty in a stochastic planning framework. Zhang
and Conejo [137] presented a robust optimization
framework that includes random scheduling. A robust
optimization model was proposed by Moreira et al. [138]
in the possible conditions although the security criterion
of the worst-case n-k, and the decomposition algorithm
is solved using the column and constraint method [139,
140]. The robust optimization model presented by Chen
and Wang [141] identified uncertainties related to the
development of future production capacity and the
decommissioning of existing generation units. In, The
AR-TEP model was presented by Minguez and Garcia-
Bertrand [142] due to the uncertainty of load demand and
production capacity. A two-stage AR-TEP model was
proposed by Jabr [143], to introduce the uncertainty of
loads and renewable energy sources using a
decomposition algorithm that finds the optimal
investment and minimum cost of fines related to limiting
renewable energy loads and sources.

4. 2. 2. Uncertainty in TEP The problem
of TEP is usually with the uncertainty of load forecasting
and availability of power system equipment, market
uncertainty [144], energy and risk [145], and technology
and new forms of production. Based on the results, the
researchers found that considering uncertainty leads to
better transmission expansion planning. The most
common methods for dealing with uncertainties are the
mathematical model [146]. The fuzzy approach is used to
model uncertainty [147]. The application of DG in
transmission development planning has also been
investigated.

4.2.3 TEP and Improve Resilience Enhancing
resilience and reducing the density of TEP have been
increasingly considered by researchers and have been
addressed by Zhao et al. [148]. In 2015, transmission
network optimization was carried out by Fang ey al.
[149] to strengthen the resilience of the power system
against cascading errors and minimize investment costs.
The impact of fire on transmission development planning
was presented by Choobineh et al. [150]. The
optimization framework is illustrated by providing the
formula of MILP to track the redistribution of power flow
DC and the evolution of the theoretical diagram of the
network topology during cascade failures and, in the next
step, determine the effect of acceleration [151].
Interaction after disruption of system resilience has been
suggested to be the worst case of disorder. Whereas some

lines are overloaded and some lines have empty
capacities after redistribution of power flow due to line
interruption, optimal changes in line reactance reduce the
flux in overloaded lines and transfer them to lines that
have unused capacity. Romero et al. [152] presented the
(MIP) model for investment arrangements under terrorist
threats. Panteli et al. [153] also presented MCS to
evaluate the impact of weather on power system
equipment focusing on the effect of wind on transmission
lines, using fragility curves that express the probability of
equipment failure as a function of wind speed. Arroyo
and Galiana [154], Motto et al. [155] used two-level
TEP to identify the power system’s key elements and to
identify the sensitive transmission lines. One of the
crucial advantages of transmission expansion planning is
its resilience to the worst-case scenarios, which is vital
for strengthening the resilience of power system
infrastructure.

4. 3. GTEP Problem GTEP is the most
important part of power system planning. Recently,
extensive research has addressed concurrent generation
and transmission expansion planning (CGTEP) [156],
but we are trying to provide a more comprehensive paper.
Multi-objective CGTEP was conducted by Tekiner et al.
[157] to minimize operational, investment, and emission
costs. A three-level model of decentralized GEP and
centralized TEP was studied by Javadi and Esmaeel
Nezhad [158] using the epsilon method, in which
multiple stochastic points are considered along with the
load demand uncertainty. A two-level model was
presented by Jenabi et al. [159], for the trade between
generation and transmission investment and is
transformed into a single-level mixed integer linear
problem. Probabilistic multi-objective planning was
performed by Mavalizadeh et al. [160] to reduce
investment costs and adverse environmental impacts.
Guerra et al. [161] presented coordinated planning under
the constraints on pollutant emissions, storage, and load
response programs. Coordinated planning was addressed
by Zhang et al. [162] considering load response plans. In
the coordinated expansion of power systems and gas
grids was planned by Hu et al. [163] under uncertainty
and the effect of a wind turbine. Mufioz-Delgado et al.
[164] presented a dynamic planning considering grid
uncertainty and reliability. Integrated generation and
transmission expansion planning models were designed
by Baringo and Baringo [165], considering uncertainty.
The critical advantage of optimal expansion planning
models is the calculation of uncertainty parameters with
large dimensions, which does not need probabilistic
models or the application of specific probability
distributions. Unsihuay-Vila et al. [166] discussed on
linear planning of mixed integer coordinated generation
and transmission expansion. An exploratory algorithm
was used by Alizadeh and Jadid [167] for dynamic
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CGTEP in which the power system reliability is assessed
within a linear framework. The same method was used
by Alizadeh and Jadid [168] in the static form. Interested
readers can find more details on GTEP problem-solving
[169].

4. 3. 1. GTEP and Improve Resilience To
strengthen resilience, a static GTEP was developed by
Romero et al. [170] with a scenario-based approach for
the analysis of earthquake effects. Studies have dealt with
cost reduction, system losses, and increasing grid
reliability. However, the alleviating of power system
vulnerabilities to deliberate invasions should also be
considered [171]. The static model of coordinated
planning for GTEP [172], which aims to reduce the side
effects of deliberate attacks on the transmission lines and
minimize investment and operational costs, can also
reduce the power system vulnerability. A scenario-based
framework was described by Vaziri et al. [173] in
response to seismic incidents. To reduce earthquake-
induced power outages, a maintenance plan was studied
by Cagnan et al. [174] in which the incident damages are
ignored. A four-level planning model was described by
Shivaie et al. [175] to reinforce a 400-kV grid in Iran for
assessing seismic events. In An instrument was used by
Cervigni et al. [176], to investigate the strategies for
enhancing infrastructure resilience in Africa against
natural disasters. The optimization of integrated GTEP is
dealt with in the US in a time frame extending to 2050
[177].

5. TRENDS AND CHALLENGES

Since electricity cannot be stored, the operator will be
faced to multiple challenges in any planning horizon.
Therefore, optimal power system operation needs
optimal planning. Since a resilient power system is
capable of predicting possible disasters, taking practical
actions to reduce losses and damages to the system
components, and restoring the system to the pre-incident
state, the investigation of its different aspects is crucial
for organizing future research. On the other hand,
researchers try to transform societies into resilient
societies against disasters, in which case the
infrastructure will be operated more efficiently. Still, it
will result in system vulnerability and cascading errors.
As power engineers, we can build reliable and resistant
grids. The most obvious way is to build resilient grids,
and an economical practice is to make further
investments. With more information on the concept of
resilience, this problem can be solved. Rezaei et al. [178],
have listed the key challenges, constraints of modeling,
and resilience enhancement activities. The first step to
accomplishing resilience is to study vulnerability.
Resilience enhancement activities are first prioritized

based on their significance. Some activities are better in
terms of resilience, and others are more economical.
Eventually, a profit/cost analysis is undertaken. In the
next step, the resilience activities can be categorized and
fulfilled based on the resilience indices, which will
contribute to building power infrastructure and satisfying
resilience needs and the need for being economical.
When or after a disturbance happens, resilience is
analyzed to understand the infrastructure behavior to be
more capable of preventing damage. Presently, the
deployment of sensors for data collection has opened a
new way to understand system resilience reinforcement
by data analysis. For instance, machine learning can be
used to analyze the collected data. However, there is still
a huge gap between big data and significant impacts,
while research is rare on it. Factors such as reliability,
electricity market [179], uncertainty [180], environment,
distributed generation, modeling, line density, reactive
power planning, FACTS instruments, and demand-side
management (DSM) are effective in resilient planning.
On the other hand, the investigation of GTEP challenges
in this paper lays the ground for future research. Based
on the literature, the presence of distributed generation
resources in planning helps develop an optimal plan and
reduce costs [181]. As well, reactive power is essential
for GTEP, which should be considered by researchers in
their attempts to accomplish optimal planning. On the
other hand, integrating reactive power planning with
GEP will result in more optimal planning, so it is better
to consider it in future studies. Research should explore
uncertainties and FACTS instruments, e.g.,, TCSC,
SSSC, UPFC, and IPFC, in TEP. Demand management
programs, e.g., DSM, are mainly influential in the result
of planning, but they have not been adequately studied in
research on generation and transmission expansion
planning. Microgrids have extensively been used in
generation and transmission expansion planning in the
studies, which has had good results too, so it has been
presented as the most effective way of resilience
enhancement. On the other hand, research has shown that
energy hubs will be very effective. It is an emerging
concept in the issue of power system resilience. This is a
contribution of this article, which the authors will address
in their future studies. It should be noted that some
studies have neglected reliability and security in
planning. In contrast the inclusion of reliability
contributes to developing a resilient and reliable plan, as
many researchers have mentioned as a pressing issue.
Almost all studies have considered investment costs to
minimize costs or maximize social welfare. However,
operational costs are also crucial for a significant
planning horizon, so they should also be studied within
the model. Therefore, generation and transmission
expansion planning are a key factor in long-term power
system operation. On the other hand, it has been revealed
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by the studies that multiple energy supply systems will
also help enhance resilience.

6. CONCLUSIONS

Power systems have recently been exposed to
disturbances induced by natural disasters, have
influenced global security and economic benefits. So, we
have to use techniques to assess the effect of these
incidents. On the other hand, it is crucial to plan power
systems that are resistant to high-impact, low-probability
events. Since incidents may have irreparable
consequences for power systems and their components,
the issue of enhancing system resilience against disasters
has become an essential requirement for smart grids. This
paper provided resilience definitions and indicators in
detail and identified different strategies and technologies
for resilience enhancement. Also, the research papers on
models were comprehensively reviewed, and the
assessment of GTEP separately and concurrently, which
is sophisticated and challenges the analysis of the results,
was discussed. Finally, the paper mentioned the trends
and challenges of the expansion models and my
contribution. Indeed, the authors intended to provide a
comprehensive review of concurrent GTEP aimed at
improving grid resilience and give a general
understanding of its effectiveness in improving system
performance. In other words, a system is resilient when it
can tolerate unexpected disturbances or restore itself
rapidly after the incidents. So, it is vital to be able to
assess incidents to evaluate and enhance power system
resilience against them. This paper is a comprehensive
context to find different ideas for future work.
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ABSTRACT

Network Real-Time Congestion (RTC) is a bottleneck that limits energy transfer from the generation
units or up-grid to the loads. Some factors, such as intermittent generation of renewable resources and
forced outages of generating units and load forecasting errors, can lead to Real-Time Congestion
Management (RTCM) in a smart grid network. RTCM is a set of methods to eliminate congestion in
real-time. To implement RTCM, some approaches can be employed, including network reconfiguration
by Remote Control Switches (RCS), load shedding generation and up-grid power rescheduling. In this
paper, a two-stage programming model is proposed to find the optimal solution for RTCM using the
integration of reconfiguration and market-based approaches. Therefore, following the occurrence of
congestion, at the first stage, microgrid central controller (MGCC) or central energy manager
implements reconfiguration as the lowest-cost approach to mitigating RTC. The Soccer League (SL)
algorithm is employed at the first stage to find the optimal network topology. Subsequently, based on
the results obtained from the first stage, a programming model is applied at the second stage to
completely eliminate the RTC. The proposed model minimizes a weighted objective function that
includes the generation and up-grid rescheduling cost, load shedding cost, switching cost, and
congestion clearing time. In order to model switching costs, a new index is defined to prevent risky
switching and the depreciation caused by frequent switching. This index is determined based on the
critical locations in the network and the age of RCSs. The numerical results demonstrate the efficacy of
the proposed model.

doi: 10.5829/ije.2023.36.05b.02

NOMENCLATURE
Bidfewl=time  Bjd of the gth generator at time t Bidfget=time  Bid of the Lth load at time t
Fpenatty The product of £2<"** Tyt Cost of the pth switch action at time t
- . Line active power flow sensitivity with respect to the
Resch wM
N/ Number of the participated loads in CM SeP| up-grid active power
NJesch Number of the participated generators in CM. SeP! Line active power flow sensitivity with respect to
active power load
Maximum allowable number of switching actions for . L L
sw
Nymax RCS p per day. w, Congestion clearing time weighting factor
Py Initial value of active power flow of the wholesale market Qg g:rt]ga;/:rlue of reactive power flow of the gth
09 Initial value of reactive power flow of the wholesale pmax Maximum allowable active power purchased from
wM market wM wholesale market
EJis E%° Distance index, age index R Initial value of active power flow of the gth generator
Lo Status of RCS p at time t (1: when the related RCS is
E3Y .
P Switching index Spe opened, and 0: otherwise).
Finax Maximum apparent flow of the Ith line (MVA). ff”“l‘y Thermal rate penalty function of the Ith line at time t
e Emergency-tern thermal rate torear Congestion clearing time
fras Long-tern thermal rate c.(apP)) Cost of change in active power of the Lth load
I Short-tern thermal rate (¥ (APg) Cost of change in active power of the gth generator
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N, Number of branches
N, Number of RCSs
pmax Maximum allowed active power consumed by the Lth
load (MW).
prmin Minimum allowed active power consumed by the Lth
L load (MW).
pmin Minimum allowable active power purchased from
wM wholesale market
pmax Maximum allowed active power generation of the gth
9 generator (MW).
pmin Minimum allowed active power generation of the gth
g generator (kKW).
max Maximum allowable reactive power purchased from
QWi wholesale market
min Minimum allowable reactive power purchased from the
Qwm wholesale market
Qmax Maximum allowed reactive power generation of the gth
9 generator (kVar).
Qmin Minimum allowed reactive power generation of the gth
g generator (kVar).
RO Ramp down rate of the gth generator (kW/h).

R;Y Ramp up rate of the gth generator (KW/h).

toloarE Maximum Emergency-tern clearing time

tolearL Maximum Long-tern clearing time

tolear.s Maximum Short-tern clearing time

D Set of scenarios that guarantee the radial topology of the
network
Index of load

g Index of DGs

k Number of scenarios that guarantee the radial topology of
the network

l Index of branches

m Index of PVs

n Index of WTs

p Index of switch

t Index of hour

AP, Change in active power of the gth generator (kW).

Cost of change in purchased active power from the

Cwm (APyy) wholesale market

seQ! Line reactive power flow sensitivity with respect to
L reactive power load

SeQWM Line reac_tive power flow sensitivity with respect to
l the up-grid reactive power

Q, Reactive power flow of the Ith line (kVar).

P, Active power flow of the Ith line(kW).

AP, Variation in active power flow in the Ith line (kW)

trecon Reconfiguration Times

tost Estimated time to solve reconfiguration equation

0 Initial value of reactive power flow of the Ith line
& (kVar).

P? Initial value of active power flow of the Ith line(kW)

Rescheduling Time

tcleur,Resch

A4Q, Variation in reactive power flow in the Ith line (kVVar)
o Maximum allowed time for congestion clearing time

Sptrecon Status of RCS pth at time t after reconfiguration

wy Switch action weighting factor

wy Thermal-Rate weighting factor

w, Congestion management cost weighting factor.

sep? Line active power flow sensitivity with respect to the

t generator active power
AP, Change in the active power of the Lth load (kW).
4Q, Change in reactive power of the Lth load (kVar).

Line reactive power flow sensitivity with respect to
generator reactive power
4Q, Change in reactive power of the gth generator (kVar).

SeQ}

AQwn Change in reactive power of up-grid (kVar).
APyy Change in the active power of up-grid (kW).
Py, Total power demand Lth load at time t (kW)

1. INTRODUCTION

Microgrid congestion is a bottleneck that limits energy
transferring from the generation units or up-grid to the
loads. It occurs when the transmission line cannot be
operated in a specific configuration of generation and
consumption [1, 2]. More attention on renewable units
and increasing connections between them for supplying
power raise the probability of congestion resulting from
forecasting errors [3]. Therefore, it is necessary to use
an efficient method for solving this problem [4].
Generally, there are two main procedures for
Congestion Management (CM), the first being the pre-
real time by system operator almost performed by
motivational methods. Wu and Oren [5], O’Connell et
al. [6] and Verzijlbergh et al. [7] proposed the dynamic
tariff method. Huang and Wu [8] suggested the dynamic
subside method by modifying the drawbacks of the
dynamic tariff method. Andersen et al. [9], Hu et al.
[10] proposed the capacity market, and Zhang et al. [11]

have proposed the ancillary services market to solve the
pre-real time congestion problem. All the mentioned
proposals are based on giving financial incentives to
consumers for shifting their consumption to other less
congested hours [12]. In fact, these methods determine
rewards to flexible demand for shifting their
consumption to confront probable congestion [13]. The
second process of CM is called RTCM which includes
methods to remove the congestion-inducing RT by
forecasting error, contingences and cascading failure.
The proposed methods are based on motivation and
reconfiguration. Biegel et al. [3], Huang and Wu [3, 14]
suggested the motivation method by making a real-time
market that acts based on flexible load shifts. Another
research proposed a reconfiguration method and
reactive power control method for RTCM [15]. Viawan
and Karlsson [16], Ramesh and Ranjith Babu [17]
reported that congestion is managed by reactive power
control such as the operation of transformer taps,
Flexible Alternating Current Transmission System
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(FACTS) devices, or phase shifters. Generally, in
research that has used the reactive power control
methods for RTCM, voltage constraints take precedence
over thermal constraints, as a voltage problem is more
critical than a thermal problem while ignoring thermal
problems can cause irreparable damage to the system.
Another method for RTCM is through network
reconfiguration [18]. Huang et al. [19] provided a
prioritization based on congestion management costs,
and according to this prioritization, free (or almost free)
reconfiguration methods are preferred to CM because of
lower defined DR cost and development investment.

Microgrid networks are designed in the form of a
ring to have appropriate reliability but are operated in
the form of a radius to maintain the voltage and balance
of the system [20]. With the advancement in technology
and communication and power system monitoring in
smart distribution networks, the option of using RCSs to
reduce the cost of losses was proposed. In this respect,
several investigators [21-27] have tried to solve this
optimization problem by different methods. Some
studies have proposed genetic algorithms to solve this
problem. Later, researchers thought of using RCSs to
solve the congestion problem [28], but optimization for
this purpose is an integer nonlinear optimization
problem that is generally hard to solve. There are many
methods to solve this problem; for instance, Franco et
al. [29] recommended Mix Integer Linear Programing
(MILP), Abur [30] suggested Linear Programing (LP),
Baran and Wu [31] focussed on forward None Linear
Programing (NLP) that has started from one executable
point and moved to the next point, which has reduced
the cost function more than the previous one (by
changing only one pair of switches). Notably, in these
methods, the global minimum points may not be found.
Enacheanu et al. [32] suggested Genetic Algorithm
(GA) to solve this optimization problem by the
nonlinear integer latency problem and the tendency to
reach a general minimum. However, due to the nature of
these methods, there is no guarantee to determine the
overall optimal point [33].

To summarize the reviewed studies, the following
research gaps can be classified:
» A few studies have analyzed the congestion problem
for transmission networks, while there are some
differences between congestion problems in distribution
networks and transmission networks. One difference is
that, unlike the distribution network, transmission
systems aren’t operated radially. The other difference is
that —considering deregulation in the power system —in
transmission network, the congestion management is
considered an economical issue while in the distribution
network, it is regarded as a technical problem.
Moreover, generally, RTCM is considered in the N—1
security level in a transmission network. However, in
distribution systems, it is commonly not required to take

this level of security into account. However, solving the
congestion problem for the distribution network seems
to be a greater challenge.

*Some studies have tried to solve the congestion problem
pre-real time, while the congestion problem in a real-time
is a greater challenge for distribution system operators.
*Some papers have proposed RTCM based on the
network reconfiguration model, but the main problem in
all of these methods proposed is that they may not solve
the congestion problem due to poor network
infrastructure or compression congestion.

*Another drawback of the literature review on the
reconfiguration method is the lack of due attention to
this subject. In this regard, some RCSs are located in
critical branches of the microgrid system and changing
their status in short-term scheduling will cause
intolerable disturbances or significant loss of power
which are not desirable for MGO.

*Some papers have proposed RTCM based on the
market-based model, which is an expensive solution.
 There is an evident lack of a suitable model in most
studies to optimize important objective functions
simultaneously.

Table 1 provides a comparison of contributions
offered by the proposed model with models studied in
the literature.

In this paper, a 2-stage optimization problem is
defined to reduce microgrid costs while solving
congestion problems. The output is the RCSs situation,
rate of load shedding for each curtailable load, rate of
generation rescheduling, the range changes of the
purchase from the wholesale market, and finally
reaching the optimal point. To achieve this purpose,
congestion is divided into three types, each solved based
on the predicted scenarios. The solution to this problem
is based on the integration of a reconfiguration method
with load shedding, generation rescheduling and
purchased changes. The integration of these two
independent methods can solve a wide range of
congestion problems with any intensity and under any
type of network infrastructure to ultimately reach an

TABLE 1. Comparison between the proposed model and
similar researches

Ref.  Distribution o MK pecontiguration SMe"
[5-12] v v

[3, 14] v v v

[15-17] v v

[28-32] v v v

[34] v v

e v v v v
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optimal point in the optimization problem. Importantly,
unlike previous methods, in this method, all possible
scenarios are inspected and the most optimal solution is
selected. Moreover, a new switching index based on the
critical locations in the network and switch ages is
defined to assign allowable RCS actions for each.

Given the previous analysis, the main contributions of

this paper are as follows:

1) Integrating the reconfiguration method with the
market-based method to solve the congestion
problem.

2) Minimizing the elimination cost of RTC in a
microgrid using a new approach

3) Proposing a new index for switching action based
on switch ages and critical locations to maintain
the reliability of the RCS switching procedure.

The rest of this paper is organized as follows:
Section 2 deals with the problem and problem
formulation; in section 3 the proposed algorithm is
discussed; numerical results and discussions on a test
system are dealt with in section 4; and finally in section
5, conclusions are presented.

2. MODELLING

2. 1. Problem Discussion In this paper, the
congestion problem is solved in real time and the
corrections are performed in real time, too. RTCM is
proposed because we have a day-ahead planning and a
series of forecasting errors is likely to occur in this
planning, which causes real-time congestion. For this
purpose, we assume that based on load forecasting and
switch index, the amount of generation scheduling,
consumption scheduling, purchasing from the wholesale
market, and situation of RCSs considering switch
constraints are determined for the next 24 hours in a
day-ahead manner. In the next step based on literature
[35], the thermal rate is obtained which is a defined
amount of current that flows in the line and induces the
maximum allowed temperature in the conductor. Also,
based on its intensity, it is divided into three categories:
short-term, long-term and emergency time, considering
the thermal rate in the three mentioned categories. Then,
the real-time load, generation and switch situation are
considered based on real data. Afterward, the system is
managed based on a 2-stage optimization problem when
faced with congestion caused by overload, generator
outages, and changes in weather conditions in real time.
Loads and generation variations during the RTCM
process are taken into account by classifying the
clearing time into subsequent subintervals. The
proposed RTCM in this paper is performed in two
stages. The first stage is network reconfiguration based
on minimizing the load of the congested line which is
solved by the Soccer league algorithm considering

minimizing switch cost. In the second stage, an
optimization problem is proposed to plan the changing
of the pattern of generation, consumption and purchase
from the wholesale market to minimize the cost of
RTCM based on the generator bid strategy, power price
in the wholesale market, and load shedding cost at
cleaning time. This problem is solved by defining the
sensitivity coefficient of each line for a change in the
generation of each generator, load of each consumption,
and purchase from the wholesale market. In this model,
the cleaning time is obtained by thermal rates and the
problem solution is solved according to the cleaning
time and the generators as well as the ramp rate and
down rate of loads.

2. 2. Problem Formulation In this section, a 2-
stage optimization problem is proposed in accordance
with the switching cost for the RTCM based on the
network reconfiguration in the first step. Also, in the
second step, it is proposed for changing the pattern of
generation, consumption, and purchase from the
wholesale market. The purpose of this optimization
problem is to solve the real-time congestion problem in
the shortest time and by the lowest possible cost. At all
times, the conductor currents in all microgrid lines must
be lower than the thermal rates obtained by the multi-
level method to determine the allowable current of the
lines in the short-, long- and emergency term.
Otherwise, the proposed model in this paper solves real-
time congestion, depending on the type of congestion,
before the end of clearing time. Therefore, in times of
potential  congestion  (short-term, long-term  or
emergency) according to the penalty coefficient, the
main priority minimizes additional current on the
congested lines by reconfiguration and, if necessary, by
changing the pattern of generation, consumption and
purchase from the wholesale market. Thus, if the current
of the lines of the microgrid is less than the long-term
thermal rate, the thermal limits are not violated because
the lowest thermal rate is the long-term thermal rate.

Iy < I[¥* - safe mod 1)

Otherwise, there are three cases where RTCM must be
performed in each case according to the clearing time.
Emergency time congestion:

Iy 2 Ibtr,Ltflx — telear = tﬁgfr,s = Smin 2
Short time congestion:
I < Iy <IFE*— toear < theqrs = 15min (3)
Long time congestion:

Imax << I;r‘r't:ax = toear = tz'rllg;r,l = 2h 4)

If any congestion is detected, the type is first
determined, and then the clearance time is determined
accordingly. This time is mentioned as the conductor
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tolerance threshold for this overcurrent in the congested
line. Therefore, before reaching this threshold, the
congested line can withstand this overcurrent. Often for
long-term congestion, without any action, the
congestion problem is solved due to the passage of the
peak time or the elimination of events without any
action for network reconfiguration or changing the
pattern of generation, consumption and purchase. So,
basically, the occurrence of this type of congestion is
not a difficult problem for microgrids. In this paper, the
principle is to solve short-term and emergency-term
congestion. Emergency and short-term congestions are
managed by a two-stage optimization problem. This
problem is solved through the soccer league algorithm
to minimize overcurrent in the congested line by
network reconfiguration in the first stage and
determining the amount of change in generation,
consumption and purchase pattern as decision variables
in the second stage for minimizing the cost of RTCM.

2. 2. 1. The First Stage of RTCM Microgrids are
designed in the form of a ring to enhance reliability but
by putting RCSs, there are operated in the form of a
radius. On the other hand, RCSs are used to improve
system parameters such as power balancing and voltage
profile [22]. The configuration of a microgrid should
remain radial after the reconfiguration of operations.
Thus, the main constraint in the use of RCSs is
maintaining the radial structure of the network; to do so,
the states of RCSs are arranged in a way that ultimately
leads to maintaining the radial structure of the network.
In this respect, first, all the different states of open or
closed RCSs are examined. Then, based on the graph
theory, all the scenarios that lead to the preservation of
the radial structure of the network are collected in a set.
Also, scenarios outside this set are not used in the
algorithm, so a group of configuration scenarios that
have a radial structure is collected in the following set,
and scenarios outside this set are not used in the
algorithm.

D ={D(1),D(2),....... ,D(k)} (5)

The thermal rate penalty function helps to select
scenarios in which there are no congested lines in the
network as the optimal scenario. In addition, as far as
possible, scenarios with the lowest penalty coefficient
should be determined. The amount of penalty
coefficient for the thermal rate of lines, depending on
types of congestion, is shown in Figure 1.

Ftpenalty — 1—[;\1:11 lz;enalty (6)

After detecting a short-term or emergency-term
congestion, the algorithm should change the status of
RCSs to reduce the currents of the congested lines in
such a way that, ideally, not only is the congestion

eliminated (FP°"*=1) but also the winning scenario

el F
Figure 1. Amount of penalty coefficient for the thermal
rate of lines

has the least RCSs change compared to the planned
scenario for the desired time.

OF = Min [Wf (H;V:ll f;fenalty,T) +

we (Zy2, moe NS )] vD(k) € (D} "

Np¥ = Spt — Spit-1 (8)

Some of the RCSs are located in critical branches of
the microgrid system and changing their status in short-
term scheduling will cause intolerable disturbances or
significant loss of power which are not desirable for
MGO. Another scenario that prevents short-term
reconfiguration is the RCS ages according to asset
management monitoring data. To address these issues, a
new index for switching action of each RCS is defined
as follows:

_ i age
E3¥ = EJ5.E, )
0 Distance < a
dis _ distance—a .
Egts = B a<dis<b (10)
1 Distance > b
1 age <c
d—-Age
E,‘fge={ =L c<Age<d 11)
0 Age > d
sz,vrvnax = lEgrr/nameaxJ (12)

NS%wax 1S an integer value. N4, can be calculated by the
expected lifetime of RCSs and the maximum number of
switching in the lifetime. Considering an expected
lifetime of 30 years for each RCS [36, 37], the possible
maximum switching actions are computed as 12 times
per day where ten operations are assumed for
reconfiguration and two operations are devoted to fault
detection, isolation and maintenance duties. The number
of switching actions per day must be limited as follows:

pday < Npmax (13)
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In this paper, according to the current generation,
consumption and purchased scheduling, the scenario
which has the lowest amount of thermal rate penalty
function and the least change of RCSs, compared to the
initial situation, is selected as the winning scenario
(ideally, by changing a pair of switches, the thermal rate
penalty function equals one). The difficulty of solving
this optimization problem is to reach the global optimal
solution. Therefore, the use of an algorithm with high-
performance speed and accuracy and appropriate
structure to solve this optimization problem seems
necessary. For this purpose, the soccer league algorithm
is proposed. The theory of this algorithm is
comprehensively demonstrated by Moosavian and
Roodsari [38]. In this section, while briefly explaining
the rules of the algorithm, based on the existing
conditions in this optimization problem, adaptation is
carried out. The rules of this algorithm are based on
soccer leagues and the principles of competition
between teams (scenarios). Thus, the champion team of
the league is selected as the preferred scenario. In this
algorithm, each team participates in a k-1 match and (k
* (k-1))/ 2 matches are held in one season, where K is
the number of scenarios that maintained the radial
structure of the microgrid. The teams get closer to the
top of the league table with each win, but their position
in the league table goes lower with each loss. There is a
competition at the bottom of the league table at the end
of the season. Here, the two last teams in the league are
relegated (Falling points), and the two top teams in the
second division (promotion points) will replace the
relegated teams from the first division. In this special
optimization problem, the second division league is
designed to increase the speed of convergence so that
weaker teams (scenarios) for different hours compete in
parallel with the stronger teams (scenarios) in the first
division league. The final position of each team is
determined at the end of the competition based on their
total score. Competition between teams is used to win
the league championship, and internal competition of
players is used to progress to converge to the global
optimal point (to increase the speed of performance)
which is mentioned in the algorithm by Imitation and
Provocation.

One advantage of soccer league algorithm is using a
combination of coarse and fine scale search processes.
There is a rather similar process in the particle swarm
optimization (PSO), but the soccer league algorithm
uses different operators for evaluating the search space.
On the other hand, PSO applies only one population
while the soccer league uses several populations or
teams in the searching process. In addition, the soccer
league takes into account the best player of the league or
superstar player (SSP), while all players should imitate
him.

Based on the proposed method in this step, the

scenario with the lowest amount of penalty function and
the least change in the RCSs state, compared to the
planned configuration, is selected as the reconfiguration
scenario. In most cases, only by the reconfiguration
method proposed in this step is the congestion problem
managed, and this problem is completely solved
(FPe"%=1). However, sometimes due to poor network
infrastructure or intensity of congestion, free methods
(reconfiguration) alone cannot solve real-time
congestion problems in the microgrid. Therefore, it is
necessary to integrate this method with market-based
methods to have a principled RTCM. Under these
conditions, first, the network configuration is changed
based on the reduction of congested lines current and
the winning scenario replaces the planned scenario.
Then, if the congestion problem is not solved, the
proposed method in the second step is employed to
generate rescheduling, load shedding, and changing the
pattern of purchase from the wholesale market to solve
real-time congestion problems.

2. 2. 2. The Second Stage of RTCM In the
second step, the line active and reactive power flow
sensitivity for the generator, load and purchased active
and reactive power, is initially calculated. Then, an
optimization problem is proposed to solve the
congestion problem in real time based on reducing the
costs of RTCM by an optimal change in the pattern of
generation, consumption and purchase from the
wholesale market, as elaborated in this section. In this
optimization problem, the congestion clearing time is
determined according to the type of congestion, and the
variation of the reactive power in the congested lines is
considered. Furthermore, the downtime of Curtailable
load and the ramp-down and ramp-up rates of the
generating is taken into the RTCM problem. Therefore,
in this proposed model, the operation conditions are
considered more realistic than in other models. In
addition, the multi-level thermal rate increases
reliability and makes RTCM process more economical.

Sep? = f‘—:; [=12,..,N, g=12,.. NEesch (14)
SeQ? = f\—g; 1=12,..,N, g=12,.., Niesch (15)
SePk = f‘—g 1=12,..,N, L=12,.., NResch (16)
SeQf =30t 1=12.,N, L=12,.,Nfeeh (17
SepM = ﬁ 1=12,..,N, (18)
SeQI'M = % 1=12,..N, (19)
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These sensitivity factors are calculated in real time
before beginning the optimization process, by Equations
(14-19) with the proposed method by Esfahani and
Yousefi [34], immediately after the occurrence of
congestion and by the full Newton—Raphson method.
Therefore, during the optimization process, power flow
solutions are not required, which accelerated the
solution of RTCM. The calculation method for
obtaining these factors is based on power flow equations
neglecting Q — 9 and P — V coupling as described by
Dutta and Singh [39].

Hence, the second step of RTCM can be formulated
as follows:

Resch Resch
min {WC < M o (ar) + 2N ¢, (ap) +
(20)
Cwm (APWM))) + we. tclear,Resch}

This optimization problem is performed aimed at
minimizing the RTCM costs and the congestion clearing
time by considering generation rescheduling cost, load
shedding cost, and cost of change in the purchased
pattern.

Although minimizing the RTCM costs is the main
goal of this problem, in emergency congestion
occurrence, quick solution of this problem might be
required. Thus, congestion-clearing time is added to the
objective function of this optimization problem. Here,
w; and w, are the weight factors which have different
values depending on the intensity of congestion, and
thex is defined as the maximum allowed time for
congestion clearing time determined according to the
worst condition of congested lines as formulated in
Equations (22) and (23).

we = 20 maxflﬁe"alty 1=12,.., N (21)
¢ {tg?g;r,s if: I;r%ax << Ig,lgx vie

¢ t?llngr,E if: I = Ig,ltax (22)
congestion line

thex = mint, (23)

The constraints of this optimization problem are
formulated as follows:

tctear,Resch < telear — trecon — Lest (24)
P} +Qf < (F"*%)? (25)
(PMn—PY) < APy < (P"**—P)) (26)
(Q4™"—Q9) < 4Q, < (QF"**—Qg) @7
(10 x RDown ¢max y < AP, < (10 x RDown. ¢max. (28)
(PWAT—Piym) < APyu < (PR —Piym) (29)

@ —Qm) < AQuwm < (W —Qivm) (30)

P[Min — pX < AP, <0 (31)
NResch Resch

2911 (APg) + ZILVi1 (4P,) + APyy =0 (32)

Congestion clearing time is limited by Equation (24) in
order to achieve a reliable answer. The line flow limit
with regards to load shedding, generation rescheduling
and changes of purchase from the wholesale market is
shown in Equation (25). The allowed changes in
generators’ active and reactive power are determined by
Equations (26) and (27) respectively. However, in
Equation (28), acceptable variation in the active power
of generators is represented according to t7}%r. and
their ramp rates. Allowed changes of purchased active
and reactive power from the wholesale market are
determined by Equations (29) and (30), respectively.
Load variation constraints are presented in Equation
(31). Also, the power balance according to changes in
active power at the slack bus is addressed in Equation
(32).

The cost of load shedding and generation
rescheduling are calculated below:

Cy(AP)) = BidRea=time x (AP,,) g =

1,2,..., NResch (33)
C (4P = BidfgeI=tme x (APy,) L= A
1,2,..., NResch (34)
where:
NResch g
P, j p’llo +3,%, (4. SeR?) + (35)
N (AP,.SePt) + SeP"™. APy,
— 00 4 g g
Q=0 +X,%, (4Q,4.5eQ])+ (36)

Resch
L (4QL-SeQF) + SeQl™. AQuw

After the convergence of this optimization process, the
final generation at the slack bus is achieved by a full AC
power flow solution. At this power flow, the generation
of each generator (except the slack bus) and the amount
of purchase from the wholesale market and load
shedding are set to the outcome values obtained from
this optimization process.

3. PROPOSED ALGORITHM

The proposed algorithm for real-time congestion
management based on reconfiguration (red color) and
generation rescheduling, load shedding, changing the
pattern of purchase from the wholesale market (blue
color) and considering switch action is shown in Figure
2. Since the base of this paper is an RTCM with the
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lowest cost and considering that rescheduling tools are
an expensive method to solve congestion, priority is
given to cheaper methods for the RTCM. Therefore, the
first stage of RTCM is solving this problem through the
reconfiguration method and the second stage includes
load shedding, generation rescheduling and changing
the pattern of purchase. Congestion clearing time is
subdivided into subintervals in order to evaluate the
effects of power system variations or load change on the
congested line current. In step 4 of this algorithm, the
number of switching actions per day is considered.
During the RTCM procedure, if the power system
variations lead to incrementing the current of the
congested line, the commands will be stopped and
updated based on solving the congestion problem in the
new conditions. Stage 2 of this model is divided into
two steps. In the first step, reactive power change is
ignored (4Q=0). If this problem is solved in the first
step, the answer feasibility must be evaluated by power
system operation constraints and the power flow
solution should be checked (such as the power flow of
branches and voltage magnitude of buses). If the
answers do not satisfy system constraints or the solver
fails to find a reliable solution, reactive power changes
must be taken into the formulation to find out a feasible
and reliable solution in step 2 (4Q +#0).

4. NUMERICAL RESULTS

A microgrid test system with four dispatchable DGs,
thirty-two buses, one wind unit, one photovoltaic unit
and five load points (four load points with adjustable
consumption) are considered for studying the
performance of the RTCM model. The microgrid,
presented by Shirmohammadi and Hong [23] which has
thirty-two sectionalizing switches and five tie switches,
is shown in Figure 3. A Pentium V, 4-GHz, 6-GB RAM
computer is used for real-time congestion management

@ Main Grid

DG3 L

Figure 3. The diagram of the test microgrid
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Figure 2. The proposed RTCM algorithm

calculations in this paper. Power flow solution and
system modeling are performed using DIgSILENT
software.

With regards to the network shown in Figure 3,
initially, generation, consumption and purchase
rescheduling as well as the situation of RCSs are
determined for 24 hours a day (in a day-ahead manner)
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considering network constraints. In addition, the
generation, rescheduling constraint, and load-shedding
constraints are specified. Then, the allowable line
current for the next one-hour intervals is determined.
The proposed algorithm can be wused for both
considering the switch cost and non-considering the
switch cost. In this section, both strategies are used to
solve the RTCM problem and show that considering this
factor has a notable effect on the RTCM costs in the
RTCM problem. Then, the network under this
configuration and power flow are examined in real-time
and in encountering scenarios that eventually create
specific contingencies. These defined scenarios are the
result of forecast errors and the faults which lead to
generator outages. The scenarios chosen can cause
congestion in one or more lines under this certain
condition. Afterward, the proposed model in section 3 is
applied to managing real-time congestion for these
cases and the obtained results are analyzed. The defined
cases that lead to congestion are as follows:
Case 1. L2 increase 35% at times 8-9
Case 2. outage of G3 due to a fault occurrence at times.
24-25

These cases are defined as events that happen in real
time and lead to real-time congestion in the network,

which can be managed by the proposed RTCM in this
paper.

As mentioned, initially, generation, consumption
and purchase rescheduling as well as the situation of
RCSs are determined 24 hours a day. Since displaying
these figures for 24 hours a day confuses the reader, this
information is only displayed for the cases (and hours)
where the scenario occurs. Table 2 shows the switching
schedule for each case (D9 and D4 configuration), as
well as the maximum allowable and planned switching
actions for each RCSs. The characteristic of DGs and
the limitation of each unit for each case are displayed in
Table 3. Moreover, Table 4 summarizes the
characteristics of loads in each case. Also, the line
loading limitations are shown in Table 5.

Figure 4 shows the calculated amounts of age index,
distance index, and switching index for all RCSs. As
can be seen, RCSs with lower values of age index (e.g.,
RCS 7, 12, 36) or with lower values of distance index
(e.g., RCS 6) create lower amounts of switching index.
According to Equation (12), the maximum allowable
switching actions for each RCSs can be extracted as
shown in Table 1.

TABLE 2. Planned configuration for each case

Max allowable switch action

P (switch number) NSw
pmax

Planned switch action Sy, Case2 (8-9) sp, Case3 (17-18)
N3 tay D9 D4
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TABLE 3. Characteristics of DGs
Generation unit ~ Bidj® _“_he“d(%) Bidge“"”’"e(%) P, (kW) P (kW) R;p(%) R,’?"W"(%)
DG1 0.148 0.653 4000 5000 350 -350
DG2 0.142 - 5000 5000 112 -112
DG3 0.187 0.793 2500 4000 251 -251
gc)asel (8- DG4 0.228 0.859 700 ¥900 458 -458
PV5 - - 1200 3000 - -
WT6 - - 2100 3500 - -
Pupgria 0.128 0.225 0 - - _
DG1 0.159 - 5000 5000 350 -350
DG2 0.164 0.912 4500 5000 112 -112
DG3 0.198 0.583 3000 4000 251 -251
;%5)63 (22- DG4 0.238 0.847 600 ¥900 458 -458
PV5 - - 1000 3000 - -
WT6 - - 2000 3500 - -
Pupgria 0.161 0.312 0 - -
TABLE 4. Characteristics of loads
Load Type Py Bidﬁﬁ“"”’"e(ﬁ) Min-max capacity (Kw) Down Time (KW/min)
L1 Curtailable 3000 1.466 0-700 150
L2 Curtailable 2700 1.129 0-600 125
Casel (8-9) L3 Curtailable 3100 0.989 200-600 160
L4 Curtailable 3500 1.108 100-700 117
L5 Uncurtailable 3200 - - -
L1 Curtailable 2900 1.927 0-800 150
L2 Curtailable 3500 1.832 0-800 125
Case2 (22-23) L3 Curtailable 3200 1.174 200-800 160
L4 Curtailable 3800 1.437 100-500 117
L5 Uncurtailable 2700 - - -
@== /\geindex e==@mms Distance index Switching index NResch
15 cost of RTCM = Zgil (4P, x
. BidReai-time) £ YV 4p, | x BidReai-time 4 (37)
0.8 Sy e N3 |
0.6
0.4 4. 1. Obtained Results in Case 1 At times 8-
02 9, the network topology is predetermined as D9 (as
. depicted in Figure 5 and Table 2). The characteristics of

4

7 9 11 13 16 22 24 33 35 37

Figure 4. Switching indices for each RCS

In these studies, we assumed that cost function of
load shedding and generation rescheduling for RTCM is
as Equation (37).

DGs and loads as well as their limitation are displayed
in Tables 3 and 4, respectively. The number of switch
actions at time t (Nj¢g44y) in Table 6 includes the
number of planned switch actions in day-ahead in
addition to switch actions due to RTCM before 8
o'clock.

Under these conditions, L2 increases by 35% and
leads to additional power supplied from the up-grid
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system at 945kW. In this case, before an increase of L2
in D9 configuration, a power equal to 4000 kW and a
current of 200 A flowed in lines 18,19 and 20. Under
the new conditions, a power equal to 4945 kW and a
current of 247.2 A flow in them. Also, a power equal to
3700 kW and a current of 185A flow in lines 9 and 10.
In this respect, a power of 4645 kW and a current equal
to 232 A are transmitted through them.

By comparing these currents with the thermal rate
(Table 5), we find that these lines are congested. Lines
18, 19 and 20 have emergency congestion and lines 9
and 10 have short-term congestion.

Under these conditions, as shown in Table 8, the
solution of the Soccer League algorithm in the first
stage of RTCM is network reconfiguration by providing
the D37 if we consider the switch cost factor or D19
configuration  without  considering  this  factor.
Accordingly, the transmission power of the mentioned
lines is reduced, and the real-time congestion problem is
solved at FP°"*% =1 accordingly. As observed, an
RTCM is performed for this case by changing three
pairs of switches.

Table 6 compares the configuration of D9, D19 and
D37. Figure 5 shows the topological structure of the
network in D9, D19 and D37 configurations.

As can be seen, the network configuration in D37
and D19 are similar and the difference lies in the cost of
the switch action.

4. 2. Obtained Results in Case 2 At times 22-
23, the network topology is predetermined as D4 (as
shown in Figure 6 and Table 2). The characteristics of
DGs and loads as well as their limitation are displayed
in Tables 3 and 4, respectively.

In this case, the outage of G3 due to a fault
occurrence leads to additional power supplied from the
up-grid system at 3000kW to maintain voltage and
frequency and

TABLE 5. The thermal rate of the line obtained by SR & MR
methods

TABLE 6. Switch cost for change, number of switch actions
at time t and Network configuration in D9, D19 and D37

iﬁ%ﬁ'} Mpe(®) N4, D9 D19 D37
4 21 3 1 0 0
6 18 1 0o 0 1
7 34 3 o 1 0
8 23 2 1 0 0
9 15 1 0o 0 1
10 48 3 o 1 0
g 11 6.0 0 o 0 0
g 12 34 2 1 0 0
5 13 7.0 0 0o 0 0
& 15 5.9 0 o 0 0
16 47 0 0o 0 0
17 6.3 0 0o 0 0
22 7.2 0 o 0 0
23 46 0 0o 0 0
24 3.2 0 0o 0 0
28 3.9 0 o 0 0
33 3.9 1 0o 0 0
34 28 3 0o 1 1
= 35 7.8 2 0 0 0
36 43 2 11 1
37 6.8 1 11 1

Line Current Rate

Line

I I Ige™
Lines (1-8) 194 207 237
Lines (9-13) 198 215 252
Lines (14-17) 229 242 270
Lines (18-24) 203 214 245
Lines (25-32) 237 250 278
Lines (33) 194 206 235
Lines (34) 238 251 280
Lines (35) 191 207 240
Lines (36) 195 211 243
Lines (37) 242 254 282

\
-

Do D19 & D37

Figure 5. Network structure for D9 & D19 & D37
configuration

prevent blackouts. In this case, before the outage of G3
in D4 configuration, lines 18, 19, 20, 8 and 33 transmit
a power equal to 4000 kW and a current of 200 A. In
this connection, a power of 6000 kW and a current
equal to 300 A transmit through them. By comparing
these currents with the thermal rate (Table 5), we find
that these lines are congested. All these lines have an
emergency. Under these conditions, the solution of the
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Soccer League algorithm is network reconfiguration by
providing the D24 with considering the switch cost
factor and D46 without considering this factor instead of
D4 (as shown in Figure 6). Table 7 compares the
configuration of D4, D46 and D24. As a result of this

reconfiguration, the amount of FP°"*® penalty has
significantly decreased from 43776 to 3672 by
considering the switch action factor or 43776 to 3895 by
not considering this factor (as shown in Table 8) and the
congestion in the mentioned lines has been eliminated.
Nevertheless, this reconfiguration causes the congestion
of lines 2, 3, 4 and 5 in full RTCM and lines 22, 23, 24,

D46

Figure 6. Network structure for D4, D24 and D46
configuration

34, 27, and 28 regardless of the switch action factor. TABLE 7. Network configuration in D4 and D24
Therefore, to completely solve the congestion problem, b (switch
the performance of the second stage of RTCM is needed number) Ty Nptaay D4 D24 D46
based on the proposed model in this paper. The solution
of the second stage determines generation scheduling, 4 25 4 0 0 0
load shedding, and changes purchased from the up-grid 6 2.3 2 0 0 0
system. For this case, if the switch cost factor is used in 7 4.4 4 1 1 1
the calculations, the solution is the decrease of 1820 kW g 31 ) 0 0 0
purchased from the up-grid system and an increase of ’
1820 kW in the generation of DG4. The duration of this 9 18 1 0 0 0
change is equal to 1820+458=3.9 min where 458 is the 10 5.3 4 0 0 0
ramp rate of G4 and the cost to 1820 x 0.847 = 1 64 0 0 0 0
$ 1541where 0.847 is G4 real-time bid at time 22-23. In 4 '
addition, without considering this factor, the cost of this g 12 24 3 0 0 0
change is 1640 x 0.847 = $1388. = 13 6.0 0 0 0 0

In addition, if the switch action factor is used in the a 15 5s 0 0 0 0
RTCM, there is a 1820kW increase in DG4 generation
by the same amount, which will eliminate this 16 49 1 0 1 1
congestion and the $153 RTCM cost. Yet, it should be 17 6.8 0 0 0 0
noted that if the switch action factor is ignored, it will 29 77 1 0 0 0
lead to irreparable damages to the system according to
Table 1. The maximum allowable switch action of 23 5.0 0 o 0 0
switch No. 34 (RCSN;%,.,) during the day is equal to 8, 24 3.7 0 0 0 0
while the number of switch actions has reached its 28 3.3 0 0 0 1
maximum value before 22:00 (3%, in Table 7), while 23 31 . 0 0 0
this switch cannot act at the desired time. '

34 9.8 8 1 1 0

4. 3. Discussion As mentioned, the proposed " 35 8.4 3 1 1 1
model in this paper is based on the integration of 36 49 5 1 0 0
marketing with the reconfiguration method, for the '
RTCM in a microgrid. Now, for principled validation, 37 78 3 1 1 1

we

TABLE 8. RTCM hy generation scheduling, load shedding and supplied power from up-grid

RTCM based on Reconfiguration

Full RTCM With RTCM based on just ) .
considering switch cost Rescheduling al%ri?gz??ggum%éﬁgg:f
/ Case No. Casel Case 2 Casel Case 2 Casel Case 2
Type of long-term
congestion for congestion
each line short-term

before RTCM congestion $9, 510 $9, 510 $9, 510
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emergency S18, S19, S8, S18, S19,
congestion S20 S20, S33
Selected configuration D9 D4
FP°" before reconfiguration 1722 43776
teleqr (MiN) 5 5
Select best reconfiguration D37 D24
FPe™!™ after Reconfiguration 1 3895
Stage 0, |5, 6 2
trecon (MIN) 1 1
Reconfiguration cost ($) 13.2 7.3
We _ 1
wy _ 176
AP;, _ 0
AP, _ 0
AP;, _ 0
Second APgy _ 1820
Stage APy ria _ -1820
DALY : 1620
M 1apy) - 0
tetear Rescn (MiN) _ 3.9
Rescheduling cost ($) _ 1541
Total cost ($) 13.9 1548
tereqr (Min) 1 49

Yo Tansm  SSHS0 Ygi
D9 D4 D9 D4
1722 43776 1722 43776
5 5 5 5
_ _ D19 D46
_ _ 1 3672
_ _ 6 4
_ _ 1 1
_ _ 32.0 20.4
1 1 _ 1
122 53 _ 169
0 0 _ 0
0 +500 _ 0
+885 0 _ 0
0 0 _ +1640
-885 -2120 _ -1640
+885 +500 _ +1640
0 1620 _ 0
35 0 _ 35
701.8 2699 _ 1388
701.8 2699 32.0 1408.4
35 5 1 45

consider the cases for the above microgrid in a situation
where the reconfiguration method or the marketing
method is used alone. To implement the method of
reconfiguration for RTCM, regarding the red part of
Table 8, this method cannot solve the congestion
problem alone in all the cases, e.g., case 2.

In column 2 of Table 8, the mentioned cases in this
section for RTCM were examined based merely on the
market-based model as proposed in this paper (stage 2
of the proposed model in this paper). Finally, in this
way, we understand the effect of the integration of
marketing methods with the reconfiguration of RTCM.
In the first case, if the reconfiguration is not performed,
885 kW of the supplied power from the up-grid system
must be reduced and added to Generator G3 to solve the
real-time congestion problem. Regarding Equation (35),
the cost of congestion management is equal to $701.8.
However, if the complete model presented in this paper
is employed, this value will reach $13.9. The congestion
clearance time also increased to 3.5 minutes due to the
ramp-up rate of Generator G3, which was one minute in
the integrated model. Calculations are performed
similarly for case 2 and the results are generalized.
Now, to understand the effectiveness of using the

integration model of reconfiguration methods with
market-base, it suffices to compare the last two rows
and column 2 of Table 8 with the last two rows of Table
8. This comparison eliminates unnecessary costs in the
proposed model to solve the real-time congestion
problem, and at the same time enhances the
effectiveness of this method in the RTCM.

On the other hand, in this paper, a new index for
switching action is proposed to prevent risky switching
and the depreciation caused by frequent switching. For
principled validation, it has been considered that the
cases for the above microgrid in a situation where
switching action is not considered. The first and third
columns of Table 8 show RTCM by the proposed model
in this paper, with and without considering the
switching cost. In the first case, the network
configuration in D37 and D19 are similar and the
difference lies in the cost of switch action. As can be
seen, the reconfiguration cost is lower when the
switching cost is considered. But in the second case,
despite taking into account the switching cost, the
reconfiguration cost has increased. Yet, it should be
noted that if the switch action factor is ignored, it will
lead to irreparable damages to the system according to
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Table 2, because the number of switch action of switch
No. 34 has reached its maximum value and this switch
is not able to act at the desired time.

The distinction between considering switch action
factor and without considering this factor in RTCM
calculations is evident in both cases.

5. CONCLUSION

The high penetration of Distributed Energy Resources
(DER) raises new challenges in microgrid operation due
to stochastic and intermittent characteristics. This
exacerbates the difficulty of congestion management of
microgrids in comparison with conventional power
systems. On the other hand, with the development of
microgrids as well as increased investment for
telecommunication infrastructure, distribution networks
can be operated online and in real time. In this situation,
using the proposed method in this paper can solve a
wide range of congestion problems with any intensity
and under any type of network infrastructure, and
finally reach an optimal point in the optimization
problem. This paper proposed real-time congestion
management in accordance with the switch cost factor
based on integrating a reconfiguration method with the
marketing method in the microgrid. The model
presented in this paper solves the real-time congestion
problem in two steps. In the first step, based on a
structural method and switch cost factor, the status of
RCSs is determined by the reconfiguration of the
microgrid and to reach the global optimal point. This is
done to reduce the current in congested lines and thus
solve the real-time congestion problem. Then, if the
congestion problem is not solved in the first step, a fast,
feasible and inexpensive solution is proposed to solve
the real-time congestion problem in the next step by
considering the ramp-up and ramp-down time of the
generators and loads and also determining the
sensitivity of each line to these changes. The integration
of these two independent methods can solve a wide
range of congestion problems with any intensity and
under any type of network infrastructure, and finally
reach a general optimal point in the optimization
problem. Importantly, unlike previous methods, in this
method, all possible scenarios are inspected and the
most optimal solution is selected. In addition, the
division of congestion into long-term, short-term and
emergency time and the definition of the congestion
clearing time parameter prevent unnecessary costs for
RTCM. Numerical results showed that through the
method proposed in this paper, the congestion problem
in the microgrid is solved at a lower cost and shorter
time than other methods. In future work, the energy
losses of the distribution lines during congestion
management will be studied.
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ABSTRACT

The literature and previous research revealed that reducing the variation order by selecting the favorite
material visually by the project's owner in the design stage is not available recently. As a problem, the
cost estimates in real-time from walk-through interactions selecting multi-alternative building
components are a potential threat to projects' success unless there is a visualization system helping to
decide the costs of different building items and the items’ suitability. This research is a powerful tool
that allows the project's owner to reduce the variation order by visually selecting his favorite material in
the design stage. It expresses the application of Building Information Modeling (BIM) with Virtual
Reality (VR) to improve Cost Estimation (CE) and the material selection process. The authors utilize
BIM and virtual reality technology to enhance the visualization and processing of project cost estimation
in the construction industry. In this study, the primary goal is to develop a BIM-VR-CE system that helps
construction stakeholders to visualize and quickly to decide the costs of different building items and the
items’ suitability. Accordingly, the authors developed a BIM-VR-CE system that integrates BIM and
virtual reality technology using Unity 3D. Navigating building environments in real-time with the ability
to select the cost and items suitable for elements of projects is now available to construction stakeholders
through the BIM-VR prototype developed in this paper. To evaluate the effectiveness of the proposed
preliminary model, a questionnaire was created, and 85 evaluations were collected. The findings of this
paper show significant potential to utilize the proposed model in construction projects to deal with cost,
reduce the variation orders, and select the favorite elements.

doi: 10.5829/ije.2023.36.05b.03

1. INTRODUCTION

estimation knowledge, poor technologies for estimation,
and even inflation. At project completion, the initial costs

The accuracy of project cost estimating is one of the most
important factors for the success of construction projects
[1]. To determine the financial resources, resources, and
scope of work, construction projects need efficient cost
estimation [2]. Estimation should be considered before
construction; otherwise, an incorrect approximation
could lead to the failure of the project [3]. Also, the cost
estimates help track the progress of development and can
assist in decision-making regarding project termination
[3]. Project failures have increased due to inaccuracies in
cost estimation. Problems encountered in construction
estimates include cost overrun, failure to initially define
the scope of the work, unrealistic assumptions, lack of

*Corresponding Author Institutional Email:
ahmed.sh.jeber@uotechnology.edu.ig (A. S. J. Al-Zuheriy)

differ by a more significant margin than expected [3].
The technological advancement in the construction
industry recently created an important term; BIM,
integrated with virtual reality. BIM is an illustration of
the physical features of buildings that enable the making
of decisions during the project's lifetime [4]. The BIM
can be expanded to consider the full construction cost and
scheduled activities. Initially, the contractors and
building owners used CAD documents from engineers
and architects. The drawings did not integrate the
schedule and cost with the technology advancements that
have been incorporated to reduce the costs. Therefore,
using a 3D model can help contractors as well as owners
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Suitable Cost Estimates using Building Visualization, International Journal of Engineering, Transactions B: Applications, Vol. 36, No. 05,
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to create a 3D environment to deal with the cost and
schedule of projects effectively. Also, virtual study
construction of 3D modeling helps ensure a more
efficient understanding of buildings. The digital models
will effectively change the construction industry,
especially when the visual analysis proficiencies become
repetitive [5]. When clients incorporate this technology,
they end up saving on the cost of the project.

There have been various studies documenting the
importance of VR technologies. However, VR has not
been used effectively in the design process. VR use has
been limited to some projects of importance. In the recent
past, this was because of a lack of computing hardware
that was affordable. This meant that VR at that time
needed time-consuming and costly to create different 3D
models [6]. the initial design was done on a 2D model.
The original design from the 2D could then be taken to
the 3D model, and this had to be done by someone else.
It consequently affected the integration of technology
conversion to a suitable real-time optimized
visualization. Therefore, utilizing BIM in the
construction industry has enhanced new capabilities in
construction. Evolution from the 2D to 3D models has
now made it easier to describe buildings in detail [7].
Now it is easier to integrate BIM models into VR without
creating a separate model.

2. LITERATURE REVIEW

Virtual Reality (VR) has numerous applications in
construction [8]. It has the potential to navigate freely in
3D models. It communicates ideas ideally regarding
upcoming projects and enhances understanding of tasks
in a detailed manner [9]. For individuals with fixed
experience in interpreting ancient designs, the VR helps
avoid misunderstandings that can arise and helps enable
a thorough comprehension of all buildings [10]. The BIM
method can maintain and generate all the information
produced during the construction process from design to
maintenance. The prototyping supports the solicitation of
the BIM data in developing several multi-dimensional
BIM models. It also hastens the process of delivering and
refining designs [11]. The nD-BIM applications are
described below.

a) 3D-BIM model involves modeling the
development of architecture, piping, and electrical [12].

b) The 4D-BIM model relates to construction
planning and scheduling. Also, it supports the
visualization of constructing, monitoring, and controlling
the project. 4D-BIM mode is achieved by links from the
4D application with the 3D elements such as links
between Naviswork and Revit to visualize the schedule
of the project [13].

¢)  The 5D-BIM model is mainly related to cost
estimation [14].

d) The 6D-BIM model is related to energy and
sustainability. It is used to estimate the energy
consumption of the project, and to measure and verify
energy utilization in the life span of a building [14].

e) The 7D-BIM model is used to support facility
management and maintenance activities [15].

Communication among individuals at a high - level
comes from data design. From existing reports, many
companies recorded quick project approvals, increased
workers’ interactions, and enhanced productivity. For
efficient work of the BIM technology, the software
combines other advanced technologies like Virtual
Reality (VR) enhancing defect analysis and management.
Linking the VR and BIM blends expertly to the design of
the BIM. The process improves architecture and
engineers’ activities in construction [16]. The VR blends
with additional fields that aid the use of visualization
recognized by the BIM. This study examines the number
of accomplishments permissible by the genuine software
to execute numerous tasks merging VR and BIM,
primarily in two indispensable uses: the 4D model aiding
building activity and the 7D model regarding
conservation [16]. In the distinct building segment, VR
and BIM knowledge lead to main players' upgraded
communication, grounded on the visualization of
superior design, relevant to the best indulgence of the
augmenting BIM blend with VR. The reality of different
data that can be related to other factors which classify
every single BIM progression is of immense significance
once the workers want to investigate hitches and
deliberate alternate solutions [16]. The simulation of the
life-cycle cost (LCC) supports by integrating BIM and
the game engine model. To envisage LCC analysis,
owners, stakeholders, and students depend on the BIM-
game prototype [17].

Combining the BIM and VR models to help visualize
the characteristics of the sorts and access to information
is an evolutionary improvement of the entire project.
Approval of virtual reality in the building field has risen.
VR facilitates the operator to engage in a 1-to-1, 3D, and
BIM scale with significant influence [18]. To view
designs earlier for customers, construction experts are
aware that virtual reality apps are making it possible, thus
lowering material costs and shrinking the total number of
laborers required for a specific project. Alternatively, the
BIM/4D model the VR can help BIM methodology given
that it permits the user to interact with 3D and BIM
models in two important ways [18]:

a) A walkthrough is popularly used because it
enables the user to use 3D in a completely simulated
environment from numerous buildings, whether inside or
outside of the building [18].

b) Consulting data is concerned with the
possibility of retrieving the data already centralized in the
BIM model that is composed of the parametric steps
involved in the modeling.
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In the walkthrough, the building viability can be
tested by using human judgment and scale models.
However, judgment cannot always be accurate. In VR,
the final model can be expressed in 3-D. The user is now
allowed to observe an artificial environment which is
enhancing architects’ efforts [18]:

» Samsung Gear VR is a VR that enables exploration
of the virtual environment at construction sites or in
meetings. A BIM model is required along with site
pictures to allow follow-up of construction [19].

* Oculus Rift is enabled with interactive capacities
that can be executed as a plugin in Revit. It can provide a
realistic overview of the actual scale of a building that
was not possible with traditional systems [20].

In consulting data, the model VR materials such as
the furniture, and other small details are incorporated.

* Autodesk 360 permits a combination of the group in
joint projects because each adjustment in the BIM model
is demonstrated at a convenient time for every individual
to view. Autodesk produces a comprehensive web-based
clarification for studying BIM composition [21-24].

* Augment software allows the operator to realize the
3D/BIM model from a human viewpoint. It can as well
be downloaded on a Smartphone to help in consultation
about the BIM data [22-25].

Construction design 4D CAD models incorporate 3D
components with time. They have been widely used in
construction phases and have shown benefits in some
activities with stakeholders like evaluating project
constructability as well as, ascertaining spatial conflicts
in construction [23].

The administration and conservation 7D model
merging BIM with VR help enable efficient collaboration
because the information can be envisioned, referred to,
and distorted while the client and even the team are inside
the building. The use of BIM in material estimation,
labor, and cost of construction equipment will help to
estimate the value of projects and any other costs
accurately. Students studying BIM estimation are more
prepared for the daily changing building industry. It will
also help boost the technological know-how and help
them stay relevant [23-26].

Using Building Information Modeling (BIM)
capabilities, A novel method was proposed to identify
cost and energy-efficient building envelope materials
within a region over the life cycle. By replacing
conventionally used materials with the available high-
performance building materials, the results showed
31%and 28% for the potential energy performance
enhancement and a life cycle cost improvement,
respectively [27].

To minimize the expected project cost, time, and risk
as well as to maximize the expected quality, a set of
project activities were selected to be stopped in such a
way as to reach the abovementioned goal through
executive each project activity in a specific mode [28].

Building Information Modeling (BIM) and Virtual
Reality (VR) are two technologies that have been
increasingly used in the architecture, engineering, and
construction (AEC) industry. BIM is a process for
creating and managing digital building models, while VR
is a technology that allows users to experience a digital
environment as if it were real. The integration of these
two technologies has the potential to enhance
collaboration, communication, and decision-making in
the AEC industry.

Ghanem [29] found the use of VR technology in
particular can provide a more immersive and interactive
experience for project stakeholders, which can improve
the understanding of the building and the design process.
However, the study has not considered all possible
factors and challenges that may affect the integration of
BIM and VR in the construction industry

Abbasnejad et al. [30] presented a research on how
to use BIM and VR technologies for construction project
management. In their study, found that the integration of
BIM and VR can improve the management of
construction projects. However, the study has a limitation
in that the research was conducted on a small scale and
the results may not be generalizable to other projects or
situations [30].

Sampaio [21] discussed about the potential benefits
of integrating virtual reality (VR) technology with
building information modeling (BIM) methodology,
such as improved communication, collaboration, and
visualization. However, it may also mention some of the
challenges and limitations of using VR in BIM, such as
lack of standardization, user adoption, integration with
other systems, and challenges in terms of
implementation, cost, and availability of VR technology
and software [21].

Kamari et al. [31] focused on the advantages of using
BIM-enabled VR technology in this context, such as
improved visualization, collaboration, and
communication, as well as the ability to simulate and
analyze different scenarios. It could also potentially
demonstrate how the use of BIM-enabled VR technology
can lead to more sustainable building design and
construction and improved cost-efficiency. However, the
limitations of this paper were less explored interactive
charcuteries with VR due to the lab shutdown and the
project cost being unavailable such as indirect costs,
direct costs, and other costs that could affect the decision-
making [31].

Natephra et al. [32] investigated on how to use BIM
and VR technologies for construction site safety
planning. The study found that the integration of BIM
and VR can improve the effectiveness and efficiency of
safety planning. However, the study has a limitation in
that the research was conducted on a small scale and the
repeated lighting design processes were limited in the
software and this software needs special knowledge and
technical skills to handle the models [32].
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This research is an effective tool that allows the
project's owner to reduce the variation order by visually
selecting his favorite material in the design stage. This
study is unique from previous research because no other
study has attempted to integrate cost estimating with the
game engine and produce the (5-D) environment. Also,
this paper appropriates an open game platform that helps
owners, stakeholders, and students create their cost
estimates in real-time from walkthrough interactions
selecting multi-alternative building components.

3. METHODOLOGY

This study has a methodology that can be integrated with
BIM with VR in 5 dimensions (i.e., 3D, time, and cost)
for estimating project cost. Therefore, the project owner
can use this system to navigate each item's cost in his
project through VR visually. Figure 1 illustrates the BIM-
VR system supporting project cost-estimating (CE). The
BIM-VR-CE system included two main phases. BIM is
the first phase that used AutoCAD, SketchUp, and Revit
software to design 3-D models. The Revit software is
utilized to create the project and accessories of the project
(i.e., fences, trees, and furniture). All these 3-D models
are running under the unity game engine software. These
3-D models have geometric information such as scale,
and dimensions, and non-geometric details such as
material types that be used internally and externally for
the project. material types cannot be recognized by the
Unity game engine unless they are not modified to the
standard material types. The 3D-model files are exported
to FBX files by using SketchUp or Revit software. The
FBX file is opened through 3Ds Max software. The
project materials are transformed into standard material
types by using 3Ds Max software and then exported to
FBX files. Also, it creates a database for all elements of
the building. The process of creating the database is
started by exporting the 3D-Models to an IFC file using
SketchUp or Revit software. the IFC extracts the
properties of each element (i.e., Absorptance, area,
assembly code, assembly description, base extension
distance, base offset, family name, length, extension
distance, top offset, type name, unconnected height, and
width). Also, it adds the cost estimate for each element
and then adds the element alternatives and their costs to
the database.

The second phase is VR. First, by using the Unity
game engine imported the FBX file that was created by
SketchUp or Revit software. then the real environment is
set up for the project such as collision, gravity, and
detection. Also, for navigating the project is set up the
first-person controller is represented as the project's
owner. To complete the virtual reality environment for
the project, some game components are added to the
project (e.g., land, cameras, streets, and lights). In this
phase, C# scripts language is utilized. Developing a

database with C# scripts allows the user to see the
properties of the element when he looks at the element.
Figure 2 shows the pseudo-code of developing a
database. The C# script programming is utilized to allow
the owner to select various material types for any element
in the project. when this change occurs properties and
cost estimates of the element are changed and calculate
the difference in costs between the original element and
the new element and save for the final step (i.e., Report).

Figure 3 shows the pseudo-code of changing
materials, and properties and estimates the cost. It uses
C# scripts to create the shaded element when the user
looks at the element using the VR device to allow the user
to select the right element. Once the users are satisfied
and made their decisions, they go to the finish button to
get the report; otherwise, all cost-estimating options can
be iterated by the users until satisfaction is reached. To
create the final report on the computer by the users, The
C# scripts are used. The pseudo-code for creating the
report is shown in Figure 4. The user can find the report
on the computer in a specific folder. The report includes
the final decision made by them such as the names of
elements that were changed with new elements, the name
of the new element, the estimated difference in cost
between two elements, the total of all differences in costs,
and the total cost of the project after the changes. These
data are collected from previous steps. The report goes to
the designer to make the changes in Revit, SketchUp, or
AutoCAD.

v L 4 i BIM
Buldimg Design by Revit, Elements Cost Alternanives
SkerchlUp, or AmtoCAD Elements with cost

L ] 1

| Trapor by 3D Studio MAX | / f— /

— 'Y 5
Elements Database

Ensilding Information

Model FBX file

.

Trpont by Uiy (Giame exine)

Element and cost
changing throagh
C# seipts
programming

‘ Shaded element with VR device
L | movement throngh CF serpts
programming

RO

Ty £ 7 = —— i
g ) L/ [___] <_ =
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Figure 1. BIM-VR prototyping supports the process
diagram for estimating costs
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BEGIN

string d

case select element name #1

Output Display d = clement descriptions “Absorptance, Arca, Asscmbly Code, Assembly
Description, Base Extension Distance, Base Offset, Family Name, Length, Top Extension
Distance, Top Offset, Type Name, Unconnected Height, Width, Element Cost, Total cost.
break;

case select element name #2

Output Display d = element descriptions “Absorptance, Area, Assembly Code, Assembly
Description, Base Extension Distance, Base Offset, Family Name, Length. Top Extension
Distance, Top Offset, Type Name, Unconnected Height, Width, Element Cost, Total cost.
break;

casc sclect clement name #n

Output Display d = element descriptions “Absorptance, Area, Assembly Code, Assembly
Description, Base Extension Distance, Base Offset, Family Name, Length, Top Extension
Distance, Top Offset, Type Name, Unconnected Height, Width, Element Cost, Total cost.
break;

END
Figure 2. The pseudo-code of developing a database

BEGIN
String GameOQbject alternative 1
String GameObject alternative 2

String gameobject alternative n
double al
double a2

Private double an

Onmousedown

Display alternative texture and description

Hidden all other alternative textures and descriptions

If index.name = element 1 then

If Display existed element then al =0

Else if Display alternativel then al = cost of alternativel

Else if Display alternativel then al = cost of alternative n
Open File

Write File (alternative name + " instead of " + existed element name + al)
Close File

Open File

Write File (al)

Close File

End if

If index.name = element 2 then

If Display existed elefnent then a2 = 0

Else if Display alternativel then a2 = cost of alternativel

Else if Display alternativel then a2 = cost of alternative n
Open File

Write File (alternative name + " instead of " + existed element name + a2)
Close File

Open File

‘Write File (a2)

Close File

End if

If index.name = element n then

If Display existed element then an = 0

Else if Display alternativel then an = cost of alternativel

Else if Display alternativel then an = cost of alternative n

Open File

Write File (alternative name + " instead of " + existed element name + an)
Close File

Open File

Write File (a3)

Close File

End if

END

Figure 3. The pseudo-code of changing materials,
properties, and estimating the cost

4.IMPLEMENTATION

The application of this study is designed to utilize VR for
cost estimating of projects in a 5-D environment. The

BEGIN
string sa 1
string sa 2

string sa n
string ma 1
string ma 2

string ma n

Read File |
sa 2 = Read File 2

-g:g n=Read File n

ma 1 = Read File n+1
ma 2 = Read File n+2

ma n =Read File m

QuMouseDown

Open File

‘Write File (" Report of changing materials and cost”sa 1 +sa2+ ... +san)

‘Write File ("The total differences in cost="ma 1 + ma 2 + ... + ma m)

‘Write File ("The Total Project cost = " exist total cost +ma 1 + ma 2 + ... + ma m)
Close File

END

Figure 4. The pseudo-code for creating the report

BIM-VR is required when the project’s owner needs to
realize how the cost estimates influence the project. A
VR device (i.e., Oculus Rift headsets + Joystick) is used
to allow the client to navigate his project, and change any
element in the project, as shown in Figure 5. There are
many users had navigation capabilities which include
forward and backward movement as well as turning right,
or left, and jumping. The project's owner also interacts
with the environment in real time. He cannot penetrate
the wall of walls because of the activation of collision
detection through the game engine. When the player
walks into his project, he or she can deal with many
alternatives for building, materials, furniture, or
landscape. He can just look at any object and click it, the
object will be changed, and its cost and feature will
change simultaneously. The system can work under the
Microsoft Windows system, the Xbox One system, the
I10S system, and the Android system. the users used real
building and put in the system and then made their
decision. The results of using the system, the projects
were less cost and better finishing selection, and fewer
variation orders. There are four applications in this study.

In the first implementation, the project's owner can
change the project's accessories such as gates, fences,
landscape, and so on. The user puts on the VR headset

o

Figure 5. The user navigates the prject with Oculus Rift
headsets and Joystick devices
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and looks at the construction accessory; simultaneously,
it is shaded. the properties appear as information in the
upper left corner, and then the client clicks on the
construction accessory. The construction accessory is
switched with an alternative construction accessory, and
the information in the upper left corner informs the user
of the new properties, the cost estimate of the
construction accessory, and the total cost of the project.
For example, the project's owner walks to the gate and
looks and clicks on the gate. He or she can select from
three different alternatives. The selections under each
replacement are gate type (i.e., wood gate, steel gate, and
modern gate), and the properties (i.e., height, length,
material, cost per meter, and total cost), as shown in
Figure 6.

In the second implementation, the project's owner
can change objects in the landscape for the project such
as a flower garden, garden shed, trees, children’s play set,
and so on. The player looks at an object, simultaneously
the object is shaded, and the properties appear as
information in the upper left corner, and then the client
clicks on the object. The object is switched with an
alternative object, and information in the upper left
corner describes the new properties, cost estimate of the
object, and total cost of the project. For example, the
project's owner walks to the trees and looks and clicks on
the trees. He or she can select from three different
alternatives. The selections under each replacement are
tree type (i.e., Palm, ForestVision_Lite_tree, and Pond
pine), and the properties (i.e., Height, radius, cost each,
number, cost, and total cost), as shown in Figure 7.

The most important application is the third
application when the client wants to change elements in
the building, like exterior walls, interior walls, stairs,

The object is shaded, when the
user looks at an object (door)

roofs, and so on. The player looks at an element and
simultaneously it is shaded, and the properties appear as
information at the upper left corner, and then the client
clicks on the element. The element is switched with the
alternative element, and information at the upper left
corner describes the new properties, cost estimate of the
element, and total cost of the project. For example, the
user moves to the front of the exterior wall, interior wall,
and floor and looks and clicks on them. He or she can
select from four different alternatives; a click shows each
alternative. The selections under each replacement are
exterior wall type (i.e., Exterior_Brick on CMU_30 _
[236056], Exterior_Stone siding _on_CMU_30,
Exterior_Stuccosiding_on_CMU_30, and
Exterior_Aluminumsiding_on CMU_30), the properties
(i.e., Absorptance, area, assembly code, assembly
description, base extension distance, base offset, family
name, top extension distance, top offset, type name,
unconnected height, width, cost, and total cost) as shown
in Figure 8(a). The options under each alternative are
interior wall type (ie., Interior_- 4 7/8
inch_Partition_(1 - hr)_[248137], Interior_Marble
Texture Wall Mural, Interior_Slate Wall Mural, and
Interior_PVC Leandros EnduraWall Decorative 3D Wall
Panel), the properties (i.e., Absorptance, area, assembly
code, assembly description, base extension distance, base
offset, family name, top extension distance, top offset,
type name, unconnected height, width, cost, and total
cost) as shown in Figure 8(b). The options under each
alternative are exterior wall type (i.e., Generic_- 12
inch_10 [458745], Wood Flooring, Terrazzo (Marble
Chips) Flooring, and Marble Flooring), the properties
(i.e., Absorptance, area, assembly code, assembly
description, thickness, elevation at bottom, elevation at

Figure 6. The first application shows the three alternatives for the fence
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top, family name, height offset from level, perimeter,
thickness, type name, meter cost, total cost) as shown in
Figure 8(c).

The fourth application is when the client wants to
change the furniture in the buildings like kitchen furniture,
sofas, dining tables, bedroom furniture, and so on. The user
looks at an item of furniture; simultaneously the furniture
is shaded, and the properties appear as information in the

upper left corner, and then the client clicks on the furniture.
The object is switched with alternative furniture and the
information in the upper left corner informs the new
properties, the cost estimate of the furniture, and the total
cost of the project. For example, the user walks to the
dining table and looks and clicks on it. He or she can select
from four different alternatives.

i
~ Exterior_-_Brick_on_CMU_30_[236056]

Absorptance : 0.7

Area : 19.91 m2

Assembly Code : B2010156

Assembly Description | Ext. Wall - Brick Composite
Base Extension Distance : 0 m

Base Offset:Om

Family Name : Basic Wall

Length : 387 m

Top Extension Distance : O m

Top Offset : 0 m

Type Name : Exterior - Brick on CMU 30

Unconnected Height : 7.2 m
Width : 0.39 m
Cost:$ 796.4

\ Total Cost : $ 350,000

.




S.M. Omaran and A. S. . Al-Zuheriy / IJE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 858-869

Absorpta C
Aoy <5.00 me
Assembiy Code : C1010145

Assambiy Description : Partitions - Drywall w/ Metal Stud

‘Base Extension Distance : 0 m
| Base Offset : 0 m
Family Name : Basic Wall
Length - 7.37 m
| Top Extension Distance : O m
Top Offset : O m
| Type Name : Intersor - 4 7/8" Partition (1-hr)
Unconnected Height : 3.9 m
Width : 0.12 m
Mater cost : $40
Total cost : $350,000

©
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Figure 8. The third application shows (a) the four exterior wall alternatives (b) the four interior wall alternatives (c) the four-floor

alternatives

The selections under each replacement are dining table
type (i.e., Height, length, width, shape, number of Chairs,
material, cost, and total cost), the properties (i.e., Height,
radius, cost each, number, cost, and total cost) as shown in
Figure 9.

Once the users are satisfied, they go to the finish
button outside the project and click on it. The system tells
them the location of the report on the computer, as shown
in Figure 10. The users send the report to the designer or
project manager to improve the project. The validation of
this system is used by many users and they gave their notes
about the system. The authors update the system according
to the users' notes.

5. THE EVALUATION OF RESEARCH

The evaluation of any application is essential to give
designer feedback. In this research, the evaluation

questionnaire including five questions was created. The 5-
point Likert scale (“5” Strongly Agreeing and “1” Strongly
Disagreeing) was used to create the questions for the
questionnaire. The BIM-VR-CE system was presented to
the stakeholders. They were excited to experiment with the
system. As a result, all participants finished the
questionnaires. The participants who are complete the
questionnaires are 85. Therefore, the size of the sample
was 85 questionnaires. They used Oculus Rift headsets and
Joystick devices individually to navigate the project before
they responded to the survey questions, as shown in Figure
5.
The survey results were received, and all participants
answer the questionnaires. the results of the analysis of the
quantitative questionnaires are summarized in Table 1.
Before the analysis and discussion of the results of the
evaluation, the chart of feedback results is created as
shown in Figures 11 and 12.
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Figure 9. The fourth application shows the four table alternatives

re View

This PC » OS(C) » Report
i D Name

\ Report.txt

7 Report.txt - Notepad - [}

File Edit Format View Help

Report of changing materials and cost

Exterior_Aluminum siding_on_CMU_30 instead of Exterior_-_Brick_on_CMU_3@ . The difference in cost= 398.2
Interior_PVC Leandros EnduraWall Decorative 3D Wall Panel instead of Interior_-_4_7/8 inch_Partition_(1-hr)
Modern Fence instead of Wood Fence . The difference in cost= -22500

tree instead of Palml . The difference in cost= 1200

Marble Flooring instead of Generic_-_12 inch_10 . The difference in cost= -13073.4

DiningTable instead of Dinner Table Stylish . The difference in cost= -360

The total differences in cost= (398.2)+ (451.2)+ (-22500)+ (1200)+ (-13073.4)+ (-30@) = -33824

The Total Project cost = 383824

Figure 10. The final report process

TABLE 1. Results of quantitative questionnaires analysis

Response Level (1 to 5) (%)

. i Sample

Question Description - Average
Size 3};23?;;’ Disagree  Neutral Agree Sgglqu

1- The simulation increased experience about estimating cost 85 0 0 12 36 37 4.29
2-The design of the simulation was easy to understand 85 0 0 3 18 64 4.72
3- The simulation reduced the change orders 85 0 0 6 23 56 4.59
4- The §|mullat|on enhanced my visualization experience about 85 0 0 13 21 51 445
cost estimating
5- the simulation improved decision-making of cost estimates for
future projects 85 0 0 16 35 34 421
Total 425 0 0 50 133 242 4.45
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Q5 Qubudl 35 4 34 I

Q4 QuedBed 21 1 51 J
Q3 (iihes 56 J
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Q1 (e 36 4 3z |

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85

# Strongly disagree i Disagree
& Neutral HAgree
u Strongly agree

Figure 11. The feedback of the questionnaires

3223 ?elg Disagree  Neutral Agree  Strongl
@ @ (4) yagree
® ®)

Figure 12. Questions Average

For question 1, the responses of participants were in a
very good area, and the average of results is 4.29. That
means the experience improved regarding cost estimates
for participants. For question 2, responses showed an
excellent result, and the average of results is 4.72. About
94% of the responses got positive feedback, indicating the
simulation was easy to use and learn. Question 3 had a
fantastic responses domain and the average of results is
4.59. This result indicts that if this system is used in any
project, it will contribute to reducing the number of change
orders. Question 4 as well as got an excellent value, and
the average of results is 4.45. That means, the system
enhanced the participants’ realizing how the cost estimates
for many element alternatives can affect their projects.
Finally, question 5 had a very good evaluation, and the
average result is 4.21. that indicts the shareholders
improved their decision-making regarding cost estimates
for future projects. All questions questionnaires got
satisfaction, and the average is mean of 4.45, and the
average result had a positive response of 89%.

6. DISCUSSION AND LIMITATION

The proposed BIM-VR system is found to be capable of
assisting construction stakeholders to understand the art of

cost estimation promptly and accurately. Also, it helps
minimize costs through creates a 3D project model that can
well be analyzed, and cost estimates made accurately.
Through the participant evaluate the BIM-VR system,
construction stakeholders found it easy to use. Moreover,
the BIM-VR system is improved and enhanced their
experience and decision-making regarding cost estimates,
and it can be utilized to decrease the number of variation
orders. The BIM-VR system can be applied to any project,
building, or element in the building and it can give the
owners satisfying element selection within a suitable cost.
On the other hand, the BIM-VR system has limited
alternatives for elements in the project. To solve this
problem, we can use all possible alternatives for elements
dependent on element important that can be defined by the
owner.

7. CONCLUSION

1. In this research, the integration between BIM, VR, and
CE was developed and presented. BIM, VR, and CE are
working under the game engine to enhance
visualization and educate students about project cost
estimates.

2. The study provided the project's owner with a system
that can interact with the real-time environment for cost
estimating. creating a first-person view with a VR
device, as well as street, land, and lighting were created
to develop realistic surroundings.

3. The programming (i.e., C# scripts) was used to create a
database that interfaces between project elements and
the user, to change elements, properties, and cost
estimates simultaneously. The programming is also
used for creating the shaded element when the user
looks at it and developing a report to inform the
stockholder about the changes that occurred through
using the system. The BIM-VR-CE system allows the
integration of many components including building
modeling information, virtual reality, cost estimating,
navigation, and animation through using Autodesk
software and Unity game engine.

4. The benefit of the BIM-VR-CE system has supported
the decision-making of owners regarding cost
estimating and minimized the variation order. Also, it
is supported cost estimation education by implementing
a platform that allows various cost estimates of projects
to be evaluated through game playing.

5. A questionnaire was generated to evaluate the
effectiveness of the BIM-VR-CE. The questionnaire
result indicated that the BIM-VR-CE system could be
used and understood easily. Also, the visualization and
the knowledge regarding cost estimating are enhanced
for participants. BIM-VR-CE system can be used to
promote decision-making concerning cost estimates for
future projects. additionally, the BIM-VR can be used
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to reduce the number of variation orders. The overall
BIM-VR system had excellent satisfaction from
participants.
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ABSTRACT

In patients with refractive errors or impaired vision, light rays received by the pupil do not fall directly
onto the retina. This can be corrected by wearing monocled glasses. The focal point of the eyeglass lens
needs to be adjusted to the center of the user's pupil. This can be known through the measured pupil
distance (PD) value information. The measurement of the PD is very important to determine the center
distance of the pupils in both eyes. where the eye does not experience the prism effect. This study aims
to apply the radial symmetry transformation (RST) method combined with self-quotient (SQI) imagery
to detect the pupillary center and measure PD. This algorithm combines to get more optimal results in
detecting the center of the pupil in dark conditions or those exposed to shadow illumination. The program
created using the MATLAB software simulates PD measurements for pupillary center detection in bright
and dark images conditions. The test was carried out ten times, and the results showed that the system
was able to measure PD on low-resolution images of 300 x 300 pixels at 72 dpi in bright image
conditions; with measurement uncertainty values in each image of 0.60 mm. As for testing on dark
images, the uncertainty values are 0.80 mm. In this case, the standard deviation value is obtained from

the effect of the different dimensions of the face object on the tested image.

doi: 10.5829/ije.2023.36.05b.04

1. INTRODUCTION

Glasses can help improve the quality of vision because
they use lenses to regulate the light rays entering the eye.
Light passing through the lens will be focused on one
point and directed to the eyes via the pupil [1]. The light
that enters the eye will be focused first at a point called
the optical center (OC), which is located on the eyeglass
lens so that the light that can be received by the pupil is
right on the retina. The OC needs to be adjusted to the
pupil distance, also called pupil distance (PD), to be
comfortable when using glasses [2]. It is important to
measure PD to determine the distance between the
pupillary locations in both eyes so as not to experience
prism effects or irregular focus shifts [3]. However, the
PD measurement is still often skipped for time
effectiveness in the examination because the
measurement is still done manually by the examiner
using the PD ruler or with tools such as the pupilometer

*Corresponding Author Institutional Email:
jana.utama@email.unikom.ac.id (J. Utama)

[1]. The estimated time during the examination can be
minimized by the presence of an automatic system for
measuring pupil distance that utilizes image processing
on photos or images of eye objects [4, 5].

Research conducted by Harto and Rahmani [6]
utilized PD values for facial recognition systems. The
system takes the face area to be converted from a color
image into a grayscale image and then uses the Viola-
Jones method, which focuses on cropping the eye area.
The eye area image will go through several filter
processes until the system can detect the pupil of the eye.
The search for the centroid of the pupil of the eye is used
to calculate the PD value by calculating the Euclidean
distance, which will be displayed in pixels. This value
will be used as a parameter by the system to recognize a
person's face [6]. The pupil of the eye has the same shape
as the iris, which is round. The existence of a
characteristic pupil shape is used by some researchers as
a way to detect it. Research conducted by Vazquez in

Please cite this article as: J. Utama, V. R. L. Fitriani, Pupil Center Detection Using Radial Symmetry Transform to Measure Pupil Distance in the
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detecting the center of the pupil was carried out using
four methods, namely the Circular Hough Transform
(CHT), Ellipse Fitting (EF), Integro-Differential
Operator (IDO), and Radial Symmetry Transform (RST).
The result of the experiment in detecting the pupillary
center is that the RST method is better in terms of
accuracy and robustness than other types of methods.
RST has the advantage of being robust when detecting
the center of the pupil under disturbance conditions such
as the presence of glasses, eyelashes, or the reflection of
light in the eye image. This is because the disturbance is
not affected by the radial shape which is ignored when
the system is running compared to three other methods
such as CHT which is still easily disturbed by objects
around the eye and results in inaccurate detection results.
EF relies on the use of a threshold which results in the
detection process being disturbed by other objects around
the eye area, especially objects with dark colors, and IDO
utilizes the contours of objects. The presence of other
elements that appear around the eye area causes the
contours of the pupil object to be disrupted and has an
impact on the inaccuracy of the prediction of the detected
pupil center [7]. In low-resolution images [8], such as
those produced by webcam cameras, the center of the
pupil of the eye can be detected properly using the RST
method [9, 10]; because this method works well in
detecting the center point of an object. Lyasheva et al.
[11] proved it through a comparison of the Hough method
with the Fast Radial Symmetry Transform (FRST) in
counting the number of objects, with the FRST method
being able to detect the number of objects through the
proximity level of the detected pupillary center. Similarly
to that study, Ram and Rodriguez [12] tested FRST in
detecting the number of nuclear cells by detecting the
object's center. The research conducted by Zafari et al.
[13] is FRST testing on overlapping objects that give
good segmentation results through the detection of the
center of the object.

However, the RST performance is less than optimal
in dark-state images. The use of the self-quotient image
(SQI) has the advantage of reducing the illumination or
shadow in the image. SQI can remove shadows in dark
areas of the image [14-16]. In addition, there are also
Multi-Scale Retinex and Histogram Equalization [17]
which are used for face illumination. Multi-Scale Retinex
has an advantage for image improvement in terms of
SNR (Signal to Noise Ratio), but the histogram
distribution is not evenly distributed in improving
images. Histogram Equalization can improve the
illumination effect on dark images by equalizing the
spread of the histogram to reduce the illumination effect
on the image. SQI was used in the experiment because it
does not destroy important information in low quality
images such as edges. Once the pupil has been detected
by the system, the next most important part is measuring
the distance between the two pupils. This distance can be

measured with Euclidean measurement, which is a
calculation method for measuring the distance between
two points in Euclidean space [18, 19].

2. METHOD

RST is one of the methods used to detect the center point
of an object, especially objects that have circular
characteristics. RST can work optimally on this object.
The advantages of RST, which can optimally detect the
center point of a circular object, are utilized in finding the
center point of the pupil of the eye because of the
characteristic circular shape of the pupil. The search area
for the center of the pupil will focus on the negative area
(p-ve), or the area with a low level of gray because the
pupil has the darkest color of the rest of the eye.

At first, the pupillary area boundary is sought to
determine the edge of the area around the pupil. This edge
will follow the shape of the circle around the pupil, the
iris. The known edge of the circle is then used as a place
to consider the number of points that can be formed into
a line of radius n. The magnitude of the radii value given
to the system influences the radius n. The radii then meet
and intersect at the center of the circle (p). The point of
intersection at the center of the circle resulting from the
radius n becomes a marker of the position of the center
of the pupil that has been detected by RST, as illustrated
in Figure 1. The range of n to be used is a minimum of 7
and a maximum of 11. The point of marking the center of
the pupil can be confirmed by the large alpha value given
to the system. The clarity of the point as a marker can be
set by its thickness at the given standard factor value.

In dark images, the eye area on the face is often
affected by the illumination of shadows. Information
obtained in the pupillary area of the eye becomes difficult
to obtain. This has an impact on the RST method when
searching for a disturbed pupillary center due to the
interference factor. SQI is a solution so that the detection
of pupillary centers by RST can be carried out optimally,
especially in dark images. SQI was used in the

(pm-)\‘,

\
\

| O v 1 9 1
\‘ 2(p)_~ (.p) radius n ’,

N (Pae)

Edge
Figure 1. Center Point Detection on RST
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experiment because it does not destroy important
information in low quality images such as edges. The SQI
method works to separate intrinsic elements as identity in
images that are mixed with extrinsic elements such as
shadow illumination in images. In accordance with
system requirements because it tests cropping images of
the eye with low image quality. As shown in Figure 2 for
image enhancement using SQI, shadows in the area
around the eyes are reduced and the image is created in a
bright state. The histogram on SQI shows that the image
tends towards a graylevel value of 255 (white in color)
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(d)
Figure 2. Comparison of (a) MSR, (b) HE, and (c) SQI in
correcting dark images. Also presented are (d) histograms of
each method; blue for MSR, green for HE, and red for SQI

with brighter images compared to MSR and HE. The
shadow effect on the image can be reduced through an
image separation process based on extrinsic elements,
namely the effect of shadow illumination, and an intrinsic
element, namely the object in the image itself. The results
of image improvement by SQI help RST detect the center
of the pupil more accurately in dark images.

2.1.PD Measurement System Design  The system
created is a simulation that implements the RST method
combined with SQI in detecting the center of the pupil to
determine the size of the pupil distance (PD). Images
with bright or dark conditions are used in the test. The
image processing process can be seen in the block
diagram in Figure 3.

Detects pupillary center distance, measured as the PD
value, in images using datasets from MPIIGaze shown in
Figure 4 and Real Self-Portraits in Figure 5. MPIl Gaze
are datasets containing face image data on 15 different
models of people using their laptops daily for three
months with a total of 213,659 images with an image
resolution of 1280 x 720 pixels at 96 dpi. Real Self-
Portrait datasets are a collection of real face images taken
using a mobile phone camera on 2 different models of
people with a total of 40 images. The use of different
cameras makes the resolution of the image different for
each model. The first model has a resolution of 2448 x
2448 pixels at 72 dpi and the second model has a
resolution of 2576 x 1932 pixels at 72 dpi. The resolution
for each dataset image will be changed and uniformed to
a size of 300 x 300 pixels at 72 dpi to suit the system so
it can work optimally. Done by processing the image to
get information about the distance to the center of the
pupil. The image used is an image that shows the face
area with a straight head facing the camera. This system
was built using Matlab 2015a software.

————— —————————
| Preprocessing Eye Ob.]ec‘( Change to I
Image 1 Stigs | ,| Detection | | Grayscale I
| = with viola- Image
| jones I
| Convert to Pupil Center Image Repair I
| Binary Image | Detection ¢ with SQI I
I with RST I
Measure PD I
| Placing the with l
» Centroid »  Euclidean
| distance I

Display
Distance Value
PD

Convert Pixels to
N — = — Milimeters

Figure 3. Block Diagram of the PD Value Search Process



J. Utama and V. R. L. Fitriani / IJE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 870-878 873

Figure 5. Image of Real Self-Photo Dataset

2.1.1.Eye Detection with Viola-Jones  The object
area in the image will be focused on the eye area. As
shown in Figure 6, the system will automatically crop the
eye area using the Viola-Jones method. The cropped
image is used as an object that is focused on detecting the
center of the pupil.

2. 1. 2. Converting RGB Image to Grayscale and
Image Improvement with SQI Figure 7 shows
the cropped area of the eye that is converted from an RGB
image to a grayscale image. In the eye area that is
disturbed by shadow illumination, the image is then
corrected by SQI. This process is done to reduce the
shadow effect that interferes with the system's ability to
detect the center of the pupil.

€Y (b)
Figure 6. Eye Area Cropping Process on (a) Original Image
and (b) Cropping Results

(©
Figure 7. The Process of Changing Color and Image Quality
with (a) RGB Image, (b) Grayscale Image, (c) Image
Improvement Results with SQI

2. 1. 3. Detection of the Pupil Center with RST
The corrected image generated by SQI is then used for
the pupillary center detection process using RST, which
is shown in Figure 8. The pupil center can be detected at
the point of intersection of the n-radius line formed
around the pupil. The magnitude of the given radii value
determines the number of radii n.

2. 1. 4. Placement of Centroids to Measure PD
Value The detected pupil center point in the form
of a binary image is then marked using a centroid. The
PD measurement results are obtained from the
calculation of the distance between the first centroid
(Point 1) and the second centroid (Point 2) as shown in
Figure 9 using Equation (1) from the Euclidean method.

d(x.y) = XL — yi)? )

The measurement results are then divided by a
reference value of 1.325 pixels per millimeter so that the
resulting PD value is in millimeter units.

2. 2. System Design with Simulation The system
was tested on the image dataset that has been provided,
namely Real Self-Portraits taken using a mobile phone
camera and images from the MPI1I Gaze dataset. The PD

(b)
Figure 8. Pupil Center Detection Process with (a) SQI
Corrected Image and (b) Pupil Center Detection Results by
RST in Binary Image
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(b)
Figure 9. Measurement of PD by the system by (a) Marking
the Pupil Center Point with Centroids and (b) Giving
Illustration with Lines for PD Distance

measurement process is carried out by displaying the
simulation through the MATLAB GUI as the interface.
The system process in detecting the pupillary center
using RST combined with SQI to measure the PD value
which is shown Figure 10 by the flowchart.

3. RESULT AND DISCUSSION

The test was carried out using two datasets, namely the
MPII gaze dataset and the Real Self-Photo dataset. The
MPII Gaze dataset is used to test the system's ability to

Eye Area Detection
(Viola-Jones)

!

Shadow Reduction
in the Eye Area
(SQD

—

—p Pclacemg:t
Input Values on entrog
Variables l
radii, alpha
PD Measurement
¢ with Euclidean
Pupil Center Point l

Detection (RST)

Convert Pixels (px)
to Milimetsrs (mm)

Figure 10. Flowchart of Automatic PD Measurement
System

detect the center of the pupil in the image in bright or dark
conditions as well as the success of the system in
measuring PD distance. While the Real Self-Photo
dataset is used for the comparison of PD values to know
the accuracy of PD measurements made by the system.

3. 1. Testing PD Measurements  Tests in the form
of simulations are carried out through the MATLAB GUI
intermediary in displaying the pupil center detection
process to measure the pupil distance (PD) in the eye. The
test was carried out Real Self-Potraits and MPIl Gaze
dataset with various light conditions on objects of two
different people. The test is done by using the image from
the MPII Gaze dataset to detect the center of the pupil.
There are two lighting conditions in the image, namely a
bright state in Figure 11 and a dark state in Figure 12.

Figure 13 shows the PD measurements made by the
system with size information in pixels (px) as well as
millimeters (mm) using a low-resolution image of 300 x
300 pixels with 72 dpi, this resolution is the minimum
limit for the system to work optimally and make the
image at the lowest resolution. The test was carried out
ten times on the same object model but there were various
positions of the eye glances in each lighting state of the
image shown in Figure 13. The experimental results were
generated from 60 images from MPI1Gaze and Real Self-
Portraits like the example shown in Figure 14, consisting
of 18 images with glasses and 42 without glasses.

3. 2. Evaluation Previously on Real Self-Potraits
manual measurements had been carried out using the PD
ruler as shown in Figure 15 with a PD range in general is

\ \\

Figure 11. Detectlon of the Pupil Center on a Brlght Image
use radii n = 8 with (a) Grayscale Image, (b) Image Quality
Improvement with SQI, (c) Pupil Center Detection with
RST, and (d) Pupil Center Detection with RST Improve SQI

_“,.:_

. ¥ 4 zm

_ A
“ f

(h)
Figure 12. Detectlon of the Pupil Center in a Dark Image
use radii n = 11 with (e) Grayscale Image, (f) Image Quality
Improvement with SQI, (g) Pupil Center Detection with
RST, and (h) Pupil Center Detection with RST Improve SQI
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~ : aRoPolnt 1 FamEbi TABLE 1. Test Results on Real Self-Potraits with Bright
AT Point 1 Grwoint 2 ,@"ﬁd“”;m@bmn LABLE est Results on Real Self-Potraits g
S e Ny v 5 -
- B e 1 o . 01 PD (mm)
M Image PD(px) ——————— x,2
o X, ik e 2 X1
: 2 - A
(a) (b) 1 81.35 61.4 3769.96
Figure 13. Measurement of PD on Bright Image with Value 2 80.67 60.9 3708.81
(a) 63.1 mm and PD in Dark Image (b) 63.0 mm
3 80.74 60.9 3708.81
4 79.59 60.1 3612.01
5 81.63 61.6 3794.56
6 81.53 61.5 3782.25
7 80.62 60.8 3696.64
8 82.06 61.9 3831.61
9 79.61 60.1 3612.01
10 80.66 60.9 3708.81
n=10 Y x, =610.1 Y x,2 = 37225.47

TABLE 2. Test Results on Real Self-Potraits with Dark

Conditions
PD (mm)
Image PD(px) ————————— x32
X2
. . 1 79.64 60.1 3612.01
Figure 14. Bright State and Dark State Image from (a)
MPI1Gaze Dataset and (b) Real Self-Photograph Dataset 2 77.09 58.2 3387.24
3 79.68 60.1 3612.01
5 4 79.55 60.0 3600.00
Huw~v‘4\‘\\Iu|||IIIUIII|l|.|||IIIlﬁill[III‘I'|IIIIIIllI[llll|l|ll||ll||l||||l|llv|l> 5 8143 615 378225
= # %o Jsl?. “1470 6 79.55 60.0 3600.00
| |
7 78.98 59.6 3552.16
8 79.61 60.1 3612.01
"s) ‘1'.13[(;m:m1210 Z|(|)lllllllgll‘l)llllllll‘l0 9 8080 610 372100
10 80.33 60.6 3672.36
n=10 Y x, = 6012 3 x,% =36151.04

TABLE 3. Test Results on MPII1Gaze with Bright Conditions

PD (mm)
Image PD(px) ——————— x32
X3
‘IIH['IIIIIHHHH;
i AN e 1 88.51 66.8 4462.24
2 89.06 67.2 4515.84
Figure 15. Manual Measurement Using PD Ruler with 3 90.66 68.4 4678.56
Image PD Value (a) 61 mm and (b) 61 mm 4 88.51 66.8 4462.24
) _ 5 88.50 66.8 4462.24
58-70 mm. The_PD value data in Tables 1 and 2 W|_II then 6 88.29 66.6 4435.56
be compared with the manual PD value to determine the
percentage of system accuracy in measuring PD. Then, l 88.59 66.9 447561
Tables 3 and 4 presents pure PD value data because 8 90.27 68.1 4637.61
MPIl1Gaze does not have a manual PD value. This data 9 90.71 68.5 4692.25
will be processed Wlt_h a s_tandard deviation to find out Fhe 10 85.91 671 4502.41
value of the uncertainty in the PD measurement carried
n=10 Y x;=6732 Y x3?=45324.56

out by the system.
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TABLE 4. Test Results on MPI1Gaze with Dark Conditions

PD (mm)
Image PD(px) ——————— x42
X4

1 87.25 65.8 4329.64
2 90.02 67.9 4610.41
3 88.39 66.7 4448.89
4 88.77 67.0 4489.00
5 89.59 67.6 4569.76
6 90,10 68.0 4624.00
7 88,81 67.0 4489.00
8 88,63 66.9 4475.61
9 88,79 67.0 4489.00
10 88,94 65.6 4303.36
n=10 Yx,=6695 Y x,?=44828.67

In Real Self-Potraits was found that there are
differences in the dimensions of the image object that can
affect the value of the PD measurement processed by the
system. The size of the object in question is the position
of the face that is larger or smaller in the image.

A smaller face dimension will result in a smaller PD
measurement value than the original value. This is
influenced by the image quality of the eye object
experiencing a decrease, which causes a burst effect and
results in inaccurate pupil center detection. The results of
the PD measurement are not the manual PD measurement
values, which can be seen in Table 5. Therefore, it is
necessary to pay attention to the dimensions of the image
so that the measurement of the PD value on the system
can match the PD value that has been measured
manually.

From the test results, it can be seen that the value of
the standard deviation (S) of measurement uncertainty is
calculated using Equation (2).

TABLE 5. Differences in Face Object Dimensions Affecting
PD Values on Real Self-Potraits

Correct Face PD
Dimensions (mm)

Incorrect Face PD
Dimensions (mm)

60.1 24.7

61.6 42.4

60.1 53.4

60.6 44.2

_ InXx?-x)?
S= n(n-1) (2)

The uncertainty value for PD measurement on Real Self-
Potraits is as follows:

S bright = J 10(3722547)-(610-0)° _ /536 = .60 mm

10(10-1)
_ [10(36151.04)-(601,2)2 _ _
S gark = J 0G0 =+/0.77 = 0.88 mm

The uncertainty value for PD measurement on MP1IGaze
is as follows:

—_ 2
S bright = \/ 10(45324.56)(673.2)° ~ \/0.53 =0.73 mm

10(10-1)
_ |10(44828.67)-(669.5)% _ _
S dark = J To(o-D) =+/0.63 =0.80 mm

PD measurements made by the system have an
average value of uncertainty less than 1 mm. From the
known uncertainty values, it can be determined that the
PD value of each object from Real Self-Potraits Dataset:

PD bright = (%) * Sable1
=61.01 £0.60 mm
PD gark = (%) * STaple2

=60.12 +0.88 mm

Meanwhile, PD value from MPI11Gaze Dataset:

PD bright = (%) * STable 3
=67.32+£0.73 mm

PD dark = (%) * Savles
=66.95+0.80 mm

In the Real Self-Potraits dataset, it can be seen that
the accuracy of the system in measuring PD by
calculating the Mean Absolute Percentage Error (MAPE)
using Equation (3).

_1 Manual PD—Result PD Detection
MAPE = nZ | Manual PD x100% (3)
MAPE bright =1—10x -0.16% | = 0.02%

1

MAPE gar ==X [14.42% | = 1.44%

1
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From the results of the MAPE calculation, it is
obtained that a percentage value <10 proves that the PD
measurement carried out by the system has good
accuracy in bright or dark images. This statement is in
accordance with the interpretation of the MAPE value
when the percentage value is less than 10, indicating that
the prediction of the existing measurement value matches
or approaches the actual measurement value.

In Figure 16, the measured PD in bright conditions is
closer to the manual PD value than the PD in dark
conditions from Real Self-Potraits datasets. Evidenced
by the difference in the uncertainty value for bright
conditions of 0.60 mm which is small compared to 0.88
mm for dark conditions.

58.5 A === Bright Conditions PD
58.0 === Dark Conditions PD
' ~—a— Manual PD

1 2 3 4 5 6 7 8 9 10
Image Data

Figure 16. Graph of PD Value Proximity Measured by the
System with Manual PD

4. CONCLUSION

PD measurements on the system were successfully
carried out on test images from the MPIIGaze and Real
Self-Potraits datasets with two varying lighting
conditions. Test images that have a resolution of 300 x
300 pixels with 72 dpi provide optimal work for the
system in measuring PD. The lighting in the image is
divided into two conditions, namely bright conditions
and dark conditions. The PD results measured on the
system have an uncertainty value of less than 1 mm as in
Real Self-Portrait which has an uncertainty value of 0.60
mm for bright conditions and 0.88 mm for dark
conditions. MPI1Gaze has an uncertainty value of 0.73
mm for bright conditions and 0.80 for dark conditions.
The existence of this uncertainty value is influenced by
the difference in the dimensions of the face object in the
image being tested. The system for measuring PD has
good accuracy as evidenced by the smallest MAPE value
of 0.02% in bright images. However, the system is still
constrained by dark image conditions with high shadow
illumination when detecting the center of the pupil and
the difference in image dimensions is also an obstacle to
produce accurate PD measurements. For further research

in measuring pupil distance (PD) through images, it is
hoped that the system can detect the center of the pupil
accurately and precisely in various image dimensions so
that dimension changes are not done manually.
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ABSTRACT

Coffee is a crucial agricultural commodity in developing nations like Indonesia; so it is important to
implement a trustworthy traceability system for the product. However, there are no established guidelines
for developing a blockchain-based traceability system that the coffee industry can adopt. Therefore, this
study aims to present a Digital Business Ecosystem (DBE) framework and a blockchain-based
traceability system prototype for Indonesian coffee. The study process involved a literature review, field
observations, and the creation of the proposed frameworks and prototypes using an integrated rapid
prototyping method. The proposed DBE framework has three layers: business, digital, and infrastructure,
while the prototype has use case diagrams and a model of functional, technological, and transaction
flows. The system was validated through deployment tests such as recording-tracking coffee data using
Ethereum smart contracts and interplanetary file system. The interconnectivity was verified through a
mobile-based user interface design that includes registration and login pages, a main page, a transaction
confirmation page, and a traceability page. It was discovered that the proposed framework and prototype
have a high potential for real-world implementation due to their ability to effectively address the
challenges and promote a positive business community culture while being supported by the mapped
DBE layers. Further study is recommended to test and enhance the proposed framework and prototypes
and examine the relationship between system development and technology adoption. Moreover,
managerial insights were provided to the coffee business community, policymakers, and developers for
the successful development of Indonesian coffee DBE with the blockchain-based traceability system.

doi: 10.5829/ije.2023.36.05b.05

1. INTRODUCTION

Coffee is one of the essential

concerns regarding adulteration and food mixing despite
the increasing popularity of coffee [3]. Previous studies

commodities traded showed that despite the ability of physical, chemical, and

internationally. It is also the second primary commodity
with the highest export value after oil in developing
countries [1]. The quantity of coffee production in
Indonesia is continuously increasing; thereby, making
the country the fourth largest producer in the world as
indicated in Figure 1. Moreover, several factors such as
the species and cultivars of coffee, the presence of
defective seeds, storage conditions, geographical origin,
processing method, as well as roasting technique, all play
a crucial role in determining the quality and taste of
coffee [2]. It is also important to note that there are also

*Corresponding Author Email: igmteddypradana@apps.ipb.ac.id
(I. G. M. T. Pradana)

biological analytical methods to detect the presence of
adulteration in roasted and ground coffee [4-7]; they are
not practical for the use in transactions between different
factors within the coffee supply chain. Therefore, several
traceability systems have been developed to record
production activities associated with coffee starting from
the plantation stage (tracing) to the movement of the
product during the transaction process (tracking) [8].
Centralized-based systems experienced a wave of
loss of trust due to several problems and scandals [9] such
as hacking and alteration of client data by server admins

Please cite this article as: I. G. M. T. Pradana, T. Djatna, . Hermadi, I. Yuliasih, Blockchain-based Traceability System for Indonesian Coffee
Digital Business Ecosystem, International Journal of Engineering, Transactions B: Applications, Vol. 36, No. 05, (2023) 879-893
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to benefit certain parties [10]. Therefore, blockchain was
introduced as a decentralized and Distributed Ledger
Technology (DLT) which brings an entirely new idea to
challenge the existence of a centralized system [11]. In
the early decades of its launch [12], most studies were
focused on its utilization in financial technology [13, 14]
but the introduction of the second-generation blockchain
[15] such as smart contracts & Ethereum led to the
massive development of blockchain-based projects. This
further contributes to a broader range of sectors such as
supply chain management, finance, logistics, and
security [16]. Several pilot projects observed to have
been developed include land registration systems
management [17, 18] and voting [19, 20] apart from the
traceability system [21]. An example showed the
increasing need for a reliable traceability system in the
health sector to re-register the distribution of vaccines
and drugs during Covid-19 outbreak [22—-24]. It was also
reported in the agricultural sector that blockchain has the
potential to improve food integrity and safety [21, 25]
through immutable production records and steps as well
as product monitoring [26]. Several blockchain-based
traceability systems have been developed but developing
countries were observed to be facing a critical risk due to
their slow movement in exploiting and adopting
blockchain technology [27]. This means there is a need
for a system development framework and fundamental
traceability system model to resolve certain specific
problems.

Therefore, a development framework that does not
only focus on technology but emphasizes the solution to
the problems and challenges of the business community
in the coffee agroindustry is proposed in this study. It is
pertinent to note that ecosystem metaphors usually
describe the interactions and symbiosis between digital
species and businesses [28, 29] to create new business
habitats [30]. This led to the proposal of a novel Digital
Business Ecosystem (DBE) framework that reduces
technological complexity, is collaborative and integrated,
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and has never been developed before as a catalyst for a
blockchain-based traceability system in the Indonesian
coffee industry.

This article has 8 sections which start with the
introduction followed by a literature review on
blockchain coffee projects, the study gaps to be filled, an
explanation on the sequence of methods applied to obtain
results, and the presentation of the proposed DBE
framework and blockchain-based traceability system in
Indonesian coffee. The key findings and limitations are
discussed, conclusions and recommendations for
possible future study are provided, and the last part
focuses on the managerial insights of the business
community, policymakers, and system developers.

2. BLOCKCHAIN-BASED PROJECTS IN COFFEE

A reliable record system to support product traceability
is one of the projects most frequently developed to
address food safety and integrity issues [31]. In parallel
with scientific study, several private companies have
claimed to implement blockchain technology in their
operations. The collected data on several blockchain
coffee projects based on the acclaimed successful
implementation process was used to highlight the
advantages. These projects are presented in the following
Table 1 based on the year they were launched.

In terms of development goals, the projects are
generally expected to create a more efficient and secure
system to provide real-time transaction data traceability
results. It is important to note that most blockchain-based
coffee traceability projects focus on increasing the
transparency of transactions between actors in the supply
chain. However, some projects also focus on providing
economic scale-up opportunities to farmers by providing
access to new capital and improving the social-
environmental conditions of the coffee-producing
countries.

40.000 50.000 60.000 70.000 80.000

©9.000

Figure 1. Coffee production worldwide in 2020 by leading country (in 1,000 60-kilogram bags)*

1 www.statista.com/statistics/277137/world-coffee-production-by-
leading-countries/
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TABLE 1. Development Project of Coffee Traceability System Based on Blockchain Technology

Project and
Initiator

Highlighted Features

Foodchain SpA*
by FoodChain

Beyco? by
Progreso
Foundation

GrainChain® by
Medici Ventures

Yave* by Yave

Farmer
Connect®, Thank
My Farmer app
by IBM
Blockchain

Angelique's
Finest Goes
Blockchain by
INA in Rwanda

Emurgo
Traceability
Solution by
Emugo

FairChain
Coffee® by
FairChain
Foundation

Public Descriptions
Launched P
Provides the ultimate tool to follow the coffee product
2018 journey through the core engagement of the

cooperative.

Global independent coffee connection and trading
platform on the blockchain. It uses a permissioned
Oct blockchain to verify the registration of all actors such as
2018 producers, exporters, importers, traders, and roasters
playing a certain role in transporting coffee from the
country of origin to the final consumer.

The platform includes a digital wallet enabling remote
and unbanked farmers to apply for loans needed to
improve their farming and crop standards. Smart
contracts are used to improve traceability and logistics
operations for vendors and buyers.

May 2019

A coffee auction platform based on blockchain
technology designed to remove intermediaries from the
commodity or futures market and enable more
transparent business between stakeholders in the coffee
supply chain.

May 2019

Nov Food Trust Platform to enable a more efficient supply
chain and create a better ecosystem for the global coffee

2020 farming community.

Develop a transparent, open-source, and movable
blockchain-based traceability solution that documents
the path taken by coffee cherries from the planting stage
to the finished product.

2020

Provide facilities to partner companies to track coffee
products efficiently in a safe, transparent, and real-time
manner. Display information such as source origin,
processing date, shipping information, and other
relevant data to each stakeholder at any time.

April 2021

It enables all stakeholders — growers, roasters, and
consumers to access data across the supply chain and
provides a fair-trading platform for coffee. Provide
transparency to consumers regarding the origin and
quality of the product.

Nov 2021

The company can choose the type of information to
apply and share with users through a system of
authorization and customized privacy.

Signing smart contracts to provide connected
access and chat with producers, traders, or roasters
about their interests and public traceability as well
as to apply for loans as a business continuity effort.

Product quality assurance is certified through
sensors and stored using the Hyperledger-based
blockchain. Payments use the dollar-backed
stablecoin, GrainPay, to enable instant settlement
of transactions between actors.

It uses Hyperledger to provide 5 excellent features
which include digital 1D, smart contract, direct
payment, accessible record, and glass pipeline

(transparency).

Ability to add taste profile (coffee type, acidity,
sweetness, body, and intensity), filter based on
taste characteristics and shareable reviews to
product pages, and a fun Trivia quiz. The feature
donates to local farming communities.

Development of an Open source blockchain
solution to support Rwandan women farmers.
Creating Digital IDs that can connect with markets
and provide them with financial independence.

Provides a QR code for coffee products connected
to the blockchain to ensure end customers have
quick access to information about the origin of

coffee by scanning with their smartphones.

Build a platform to radically improve the fair share
of the deal, especially for farmers growing
premium quality coffee, and to provide fair deals
for their efforts.

From the regional perspective, it was discovered that
most of these projects aim to solve the challenges in the
coffee industries outside the Asian area. For example, the
project initiated by Food-Chain® seeks to provide a
recording system to secure the "distinctive ritual" of

1 www.food-chain.it/public/case/san-Domenico

Italian espresso coffee. The blockchain-based system to
support Rwandan women farmers created by INA project
also focuses on encouraging Rwandan coffee production
to meet the German market. Another point was that
Rwandan coffee serves as a pilot project for the

2 www.beyco-nl.medium.com/the-different-forms-of-blockchain-284323b93ee2

3 www.prnewswire.com/news-releases/grainchain-uses-blockchain-to-unite-honduras-coffee-industry-300923854.html

4 www.gcrmag.com/yave-to-hold-worlds-first-blockchain-coffee-auction

5 www.farmerconnect.com/traceability-solutions, www.ibm.com/thought-leadership/coffee

& www.fairchain.org/blockchain-info



http://www.food-chain.it/public/case/san-Domenico
http://www.beyco-nl.medium.com/the-different-forms-of-blockchain-284323b93ee2
http://www.prnewswire.com/news-releases/grainchain-uses-blockchain-to-unite-honduras-coffee-industry-300923854.html
http://www.gcrmag.com/yave-to-hold-worlds-first-blockchain-coffee-auction
http://www.farmerconnect.com/traceability-solutions
http://www.ibm.com/thought-leadership/coffee
http://www.fairchain.org/blockchain-info

882 I. G. M. T. Pradana et al. / IJE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 879-893

traceability system designed by Starbucks in addition to
the Colombian and Costa Rica coffee. Moreover, the
pilot fair trade system was developed by FairChain for
farmers of Moyee Coffee offering arabica beans from
Ethiopia, Kenya, and Colombia. Emurgo also recently
developed coffee traceability information services for
Koerintji coffee in Southeast Asia but partnered with
ALKO as an intermediate actor. This means the process
required only passive input from the Koerintji coffee
farmers and related communities.

Several companies have used platforms such as Food
Trust designed by IBM which was applied directly by
Sical* and Sucafina Specialty? to brand and provide
added value to their products. However, it was
discovered that there is no project designed to use a
public blockchain-based traceability system for the
coffee business community. There is also none developed
to create and apply a DBE framework in the coffee
industry. Therefore, this study seeks to fill this gap by
providing alternative solutions while considering
projects previously launched.

3.STUDY GAP

Taste, as a representation of coffee quality, is the most
critical factor for consumers to make purchasing
decisions [32]. This means improving the quality of
Indonesian coffee can increase its global market but the
process requires attention and good governance in
collaboration with farmers [33]. Moreover, the
integration of digitalization into the industry has a strong
causal relationship with labor conditions, supply chain
financing accessibility, and social responsibility [34].
This shows there is a need to adapt digital technology to
the Indonesian coffee business community to solve
environmental, economic, and social challenges [35].
Blockchain is an emerging technology with great
potential to support sustainable agriculture and food
security [36]. However, its implementation requires
considering usability and flexibility before developing
the applications in the business domain [37]. It has also
been previously reported that integrity, decentralization,
and tampering resistance are the characteristics of
blockchain technology needed to meet the trust and
transparency requirements of the system [25]. They serve
as the principal features of applying blockchain
technology as a reliable traceability system. Several
studies have highlighted its great potential in the
traceability of food and agricultural products but there is
a need for the development of the system with due

T www.esmmagazine.com/a-brands/sical-launches-limited-edition-
coffee-with-blockchain-technology-225631,
www.cointrust.com/market-news/sical-unveils-blockchain-certified-
coffee-varieties

consideration for its properties, technology challenges,
and specific case studies. Some of the properties
requiring analysis before selection include the
architecture, type, consensus, and platform [38].
Meanwhile, the technology challenges were related to the
fundamental infrastructure, technical challenges, and
data authenticity [39].

This study proposes a DBE framework for Indonesian
coffee with a prototype of a blockchain-based traceability
system as part of the digital layer. Previous studies have
attempted to develop a coffee traceability system based
on blockchain technology but none discussed the DBE
framework encouraging the development of a
blockchain-based traceability system with due
consideration for the coffee business community.
Therefore, this study is essential to describe the critical
success factors to implement the proposed blockchain-
based traceability system in the coffee industries through
the framework and prototype proposed. The slices of the
study gap discussed are presented in Figure 2.

4. METHOD

The first phase of this study focused on reviewing the
literature on blockchain coffee projects, the condition of
Indonesian coffee, and DBE development. Moreover, the
problems of Indonesian coffee in the real world were
explored through field observations and interviews
conducted at the Kintamani coffee agroindustry in Bali.
This was followed by the design of the proposed
Indonesian coffee DBE framework based on work
conducted by Nachira et al. [28], Corallo et al. [29] and
the study gaps proposed by Senyo et al. [40].

Indonesian Coffee
Digital Business Ecosystem as
A Spesific Case Study

How speciesin each layer interact, symbiosis.
in i i

network:

and digital ecosystems

Claimed
Research Gap

Blockchain Technology

n Blockchain Properties

as Emerging Technology

The specification of blockchain
properties that can drive

blockchain capabilities for system development. such as
trusted and reliable architecture, type. consensus.
traceability systems. and platform,

The potential of

Figure 2. Claimed Study Gap

2 www.sucafina.com/na/news/introducing-farmer-connect-coffee-
transparency-through-blockchain-technology
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The second phase was used to develop a prototype of
a traceability system based on blockchain technology
with due consideration for the blockchain coffee project
previously analyzed. The proposed prototype was
developed using the integrated rapid prototyping method
[41, 42] including structuring system requirements [43]
with the Unified Modeling Language (UML) [44], the
development of the architectural layer and User Interface
(Ul) [45], and the consideration of the blockchain-
traceability approach proposed by Betttin-Diaz et al.
[46]. Finally, the prototype was validated through a
deployment test process on the Ethereum network using
two functions written into a smart contract and storing
off-chain data on Interplanetary File System (IPFS).

5. INDONESIAN COFFEE DBE

An in-depth analysis led to the proposition of a DBE
framework for the Indonesian Coffee agroindustry with
3 main layers including business, digital, and
architecture. At the business layer, the analysis showed
that the Indonesian coffee industry currently has a good
business ecosystem associated with production-
consumption trends. The total coffee production over the
past 5 years (2015-2019) in the country was observed to
have an increasing linear trend [47] which strengthened
its position as the fourth largest coffee-producing country
after Columbia, Vietnam, and Brazil [48]. From the
consumption perspective, Toffin  [49] reported a
threefold increase in coffee shops in Indonesia between
2016 and 2019. This was further confirmed by ICO data
through the indication of a Compounded Annual Growth
Rate (CAGR) value of 0.6% for coffee consumption
which is higher than the average global value [50]. The
increasing production and consumption (supply-demand)
of coffee are good indicators of the development of the
business ecosystem in Indonesia.

Key stakeholders in the Indonesian coffee
agroindustry supply chain were also identified to form a
business layer framework. The observation of the case
study showed that the five main actors include the
farmers, processors, distributors, roasters, and coffee
shops with each playing specific roles in providing added
value to coffee products followed by subsequent
distribution to the next chain. At first, each actor is an
individual species in the ecosystem but they come
together to form a community interacting in the business
ecosystem of the industry. The interactions are usually
based on the principle of mutual benefit and adding value
to the product. This business ecosystem is the top layer
and this is the reason it is the most visible as indicated in
Figure 3.

The second layer of the proposed Indonesian coffee
DBE framework required mapping existing digital
species and it was discovered several digital species are
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Figure 3. Proposed DBE for the Indonesian Coffee
agroindustry

interacting in the industry such as blockchain, e-
commerce, Internet of Things (10T) technology devices,
Enterprise Resource Planning (ERP) applications, and
other digital platforms as presented in Figure 3. It is
pertinent to note that the digital layer communities need
to be developed using emerging technologies and
encouraging interactions with other digital species to
produce a trusted and reliable coffee traceability system.
As a digital species, blockchain has excellent potential as
the underlying technology for traceability systems. This
is due to its ability to increase the flow of accurate
information, reduce transaction costs, and encourage fair
prices for all actors [51]. Moreover, the symbiosis
between blockchain and other digital species existing in
the Indonesian coffee industry was reported to have
improved coffee market channels, reduced distribution
intermediaries, assisted smallholder farmers to access the
market, and provided new payment system options [52].
This means the blockchain-based traceability system
needs to be developed within the Indonesian coffee DBE
framework to address the challenges in the industry.

Finally, the identification results were used to
propose an infrastructure layer that forms the basis for the
two previous layers. This third layer consists of several
main species including (1) the government and its
regulations regarding coffee and traceability systems
[53], (2) basic information systems such as population
identity, (3) organizational structure and patterns of
institutional development, (4) internet towers and other
physical components, and (5) financing for the
development of DBE as shown in Figure 3.

The Indonesian government issued regulations on
Geographical Indication (Gl) certification to guarantee
the originality and quality of Indonesian coffee and
strengthen its competitiveness. This certification shows
the area of origin of an item or product which, due to
geographical, environmental factors including natural,
human, or a combination of the two, gives reputation,
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quality, and unique characteristics to the goods or
products produced®. There are at least 32 types of
Indonesian coffee that have received Gl certification,
starting with Bali Kintamani Coffee? (2008). The coffee
stakeholders initiated by the government have also
formed an organization known as the Society for the
Protection of Geographical Indications (abbreviated as
MPIG). MPIG is tasked with the responsibility of setting
boundaries and providing guidelines to maintain coffee
Gls such as the establishment of a traceability system.

The observation also showed that other species of
infrastructure layer have fulfilled the minimum
requirements to develop Indonesian coffee DBE. This is
indicated by the availability of an electronic identity
system for Indonesian residents, 5G, and almost the
coverage of 4G networks in every area of the coffee
industry, as well as the finance provided for system
development in the department of agriculture. Therefore,
blockchain is considered an emerging technology which
is feasible to be developed as the underlying traceability
system as well as to support the realization of DBE for
Indonesian coffee.

6. DEVELOPMENT OF A BLOCKCHAIN-BASED
TRACEABILITY SYSTEM

6. 1. Requirement Engineering Stakeholders
as users of the traceability system to be developed were
successfully identified at the requirements determination
stage. The information obtained was used to determine
the interaction between the user and the proposed system
as shown in the use case diagram presented in Figure 4.
It is pertinent to note that each stakeholder in the coffee
business community was identified as a user with the
ability to log in (including register), confirm transactions,
and track products. Moreover, the prototype used a
permissioned system to ensure only the specified
stakeholders can register as users by selecting the
appropriate role during the process of accessing the
system. The registration was also used to eliminate
intermediary actors that usually disrupt the continuity of
transactions between farmer-processors and processors-
distributors.

Each actor is required to record the data related to its
selected role. For example, the farmers are required to
enter the data about cherry bean harvesting, information
about the processing by the processor, packaging size and
distribution route by the distributor, as well as the
roasting and brewing data by the roasters and coffee
shops. Finally, all the users and end customers can trace
the coffee and store the data by entering the product ID
code.

1 www.dgip.go.id/menu-utama/indikasi-geografis/pengenalan

This study used three subsystems for the data
recording and tracking process. First, the APIAuth
subsystem processes each user's registration data to
obtain an access code on the traceability system. Second,
smart contracts are the core subsystem containing the
agreement algorithms between users in the system and
are applied to ensure a confirmation by the intended user
before the transaction is successful and stored on the
blockchain. Third, the IPFS subsystem was used for the
distributed off-chain data storage.

The analysis also produced the minimum data
required in addition to proposing system and user
interactions as shown in Table 2. This was divided into
internal and external records. The internal records
include the activities of each user during a transaction

X
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Figure 4. A proposed use case diagram

TABLE 2. Minimum data requirements

Variable Contents

Internal Record
Profile Name, ID*, Business Location, Business Properties

Cultivation, Production, Processing, and other
Process . Lo
Business activities

Additional Product Photos, Activity Documentation, SOP*,
Documents Standard compliance

External Record
Origin Varieties, Time, Timestamp, Location, Actor path
Link The hyperlink to the shared additional document
Quality GAP, GMP, GHP, SCAA, SNI*

*ID = Identity, SOP = Standar Operational Procedure, GAP = Good Agricultural
Practices, GMP = Good Manufacturing Practices, GHP = Good Handling
Practices,

SCAA = Specialty Coffee Association of America, SNI = Standar Nasional
Indonesia (Indonesian National Standard)

2 https://ig.dgip.go.id/
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including the user profiles, product processing history
according to their roles, and additional documents such
as product photos and standardization documents.
Meanwhile, the external records are data elicited from
other sources such as seed variety certificates and quality
standard documents as well as those recorded
automatically by the system such as the timestamps and
links to related documents.

6. 2. Modeling of The Proposed Prototype

6. 2. 1. Proposed Functional Model The system
requirements analysis was used to propose a functional
model of a traceability system with a focus on two main
streams as presented in Figure 5 including (1) the flow of
physical products and (2) the flow of information. These
streams are required to be under the umbrella of the
applicable regulations, certification, and food safety
agreements set by the authority where the system is to be
applied. Figure 5 shows the functional model proposed
for the Indonesian coffee traceability system. It is
important to note that each actor is expected to process
coffee to ensure the products have added value in each of
the streams. Moreover, the internal and external data
recorded serve as a prerequisite for actors in the supply
chain to make transactions. The transactions are
subsequently stored on the blockchain network through a
unique code embedded in each batch of products
processed. The code for each product is formed into a QR
code to make the tracking of the internal and external
traceability processes easy.

6. 2. 2. Proposed Technological Architecture
Model A model of technological architecture
consisting of four layers was proposed to ensure the
adequate development of the blockchain-based coffee

traceability system. These include sensing, network,
service, and application as shown in Figure 6. The QR
code scanner has a sensor to obtain a unique code
attached to coffee products for tracking purposes.
Moreover, an internet connection and an Ethereum
network are required at the network layer to perform
transactions, record, and track. The interconnection
between the blockchain network as a back-end and front-
end display also requires services from the Web3 API.
Furthermore, the data is large but there is a unified whole
in transactions in the IPFS to ensure the blockchain stores
the hash code of the file location. The application layer is
the spearhead of the layer interacting with the user and
this led to the application of a responsive web-based
interface on mobile devices.

6. 2. 3. Proposed Transaction Flow Model This
section was used to propose a transaction flow model
consisting of 10 stages for one successful transaction
cycle as shown in Figure 7. The transaction was designed
to be initiated through the application Ul when the
registered user opens the system. The first transaction
flow stores the large file in IFPS such as the product
sample photo that can be used to check green bean defect
standards. Furthermore, the hash address of IFPS can be
obtained from the file stored and later displayed on the
web application. The users are also allowed to enter the
code containing the information on the coffee to be traded
such as quantity and variety. The registered account is to
be confirmed by the Ethereum or smart contract via the
MetaMask wallet system. The response showing the
account has connected to the network is then displayed to
the user. It is also important to note that users are to
receive notifications as a response from the system. Next,
the system requests transactions to be stored on the
blockchain network through a consensus algorithm on
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the Ethereum network. In the end, the data stored in the
traceability system is displayed as a successful
transaction. The user gets a response as the final result of
the transaction. The dotted line in Figure 7 separates the
back-end and front-end environments of the proposed
system, and the color differences indicate the different
grouping of the system components.

6. 3. Verification and Validation of the Proposed
System

6. 3. 1. Deployment Test The deployment test
was used as the verification and validation step to provide
a reliable blockchain-based coffee traceability system. It
was discovered from the analysis conducted on the needs
of the Indonesian coffee business community that at least
2 main functions are needed in the traceability system,
and these include adding transactions to record data and
tracing transactions to track coffee products. The
deployment tests were performed using the sample
solidity code shown in Figure 8 to represent the smart
contract. The agreement shows each user is allowed to
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Metamask Web App
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L

Figure 7. Propdsed Transéction Flow Model of Blockchain-
based Traceability System

public lihat

Figure 8. Example of solidity code for smart contract on
Ethereum blockchain

enter the variety and quantity of each coffee product
transacted. It is important to note that the application of
different case studies can make smart contracts to be
more complex and not limited to the management of
multiple variables, functions, or data types. The
deployment test validated that: (1) the addTransaction
function stores variable and variable data on blocks on
the Ethereum network and (2) lihatTransaction displays
transactions made according to the hash record of the
transaction.

In addition to testing the transaction process on the
on-chain network (Ethereum), the off-chain data storage
was also assessed in the form of green bean photos on the
IPFS network. Figure 9(a) shows the process of inputting
a file and the result of the hash address when submitted.
It was discovered that the hash address used to identify
the saved file is displayed in Figure 9(b) and later added
as data stored in the on-chain. This test proves that
additional files can be stored on IPFS and generate hash
addresses as an alternative solution for the storage of
large files when developing a proposed blockchain-based
traceability system.

6. 3. 2. Designing Ul A mobile-based Ul
prototype was designed to visualize the proposed

Search With Hash

Upload Image

1150 g Submit

Search With Hash

Figure 9. Deployment test on IPFS (a) Add green bean
photos as an additional file (b) Result for the tracing of hash
address
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traceability system as shown in Figure 10. The four main
components considered include the (a) login and register
forms to select roles according to the use case of each
actor in the supply chain, (b) the homepage which
contains page information, profile information, action
buttons to add and track transactions, as well as history
and pending transaction information, (c) pages to confirm
transactions, and (d) pages to trace the coffee products by
end consumers. The register/login form validates the
permissioned system requirements of each user while the
addTransaction button and page to confirm transactions
validate the user's need for reliable records. Finally, the
traceability page verifies the success of the subsystem
component and displays the time-based track of coffee
products.

7. DISCUSSION AND CONCLUSION

7. 1. Blockchain-based Traceability System as
Indonesia Coffee DBE Coupling This study
focuses on DBE conceptualization and technical issues to
address the challenges of developing DBE frameworks
and models [40]. It has been generally proven that the
development of a model providing all information related

o .t
1 Wayan Murna

. R——
’ Gusti Mangku Rupa

© (d)
Figure 10. Proposed Ul for (a) login and registration form,
(b) homepage and addTransaction form, (c) transactions
confirmation by the processor from farmers, and (d) time-
based traceability page of coffee product

to agricultural production such as varieties, cultivation
and treatment methods, as well as other information
attracts customers [54]. Moreover, previous studies have
proposed a DBE framework in the agricultural sector [55,
56] with case studies to develop a responsive supply
chain system for pineapple and frozen shrimp traceability
systems. These studies confirmed the business
community's lack of knowledge, entrepreneurship, and
technology adoption capabilities [29]. Therefore, this
study focused on developing the DBE model further to
provide affordable ICT solutions for upstream actors
(farmers) and Micro Small Medium Enterprises
(MSMEs) considered to be members of the business
ecosystem. The aim was also to provide a prototype to
serve as a fundamental guideline to develop a
blockchain-based traceability system that can be
replicated easily by the coffee business community. To
achieve this goal, there was consideration for robust,
inexpensive, and easy-to-apply technology components
with significant impact on the ecosystem.

A blockchain-based coffee traceability system
prototype was proposed using the configurations applied
in several previous studies [57-60]. The process involved
the application of Ethereum and IPFS networks with
other supporting architectures and tools presented in
Figure 6 to address the industry's usability, reliability,
and scalability issues [37, 61-63]. It is pertinent to note
that the IPFS is a technology enabler allowing a
"decentralized database+blockchain” dual storage system
structure through on-chain and off-chain mechanisms as
indicated in Figure 7. It has been noted in previous
studies that the proposed system has the ability to
effectively reduce chain load pressure and realize
efficient information queries [64, 65]. Moreover, the
public-permissioned blockchain network was proposed
by requiring a user registration process and transaction
confirmation for each record made as indicated in Figure
4. This is to ensure privacy data security [66], a reduction
in data entry errors, and a decrease in the risk of
tampering [67], thereby, leading to an increase in the trust
of the users in the system. It is pertinent to note that the
public-permissioned network was selected because it is
the most promising platform for a digital traceability
system in the food industry [68]. Furthermore, a
mechanism was designed to input and trace data by using
QR Codes to mark each coffee product life cycle in the
supply chain flows. The application of the QR Code is
due to the convenience and simplicity provided for users
in identifying products and inputting new data in
subsequent transaction processes with minimal cost [69].
Lastly, several Uls were proposed to address the
challenges associated with recording the data by supply
chain actors and to provide immutable and traceable data
benefits [70]. A time-based Ul design was also proposed
as indicated in Figure 10 due to the preference of the
product origin traceability by end consumers [71].
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A functional or operational system mechanism was
also proposed as shown in Figure 5 to create internal and
external traceability processes using the minimum input
data presented in Table 2. Moreover, the standards of
compliance with external data were proposed to include
the components of local wisdom at each location of the
Indonesian coffee Gls to encourage the sustainability of
the coffee industry [72]. For example, there is an
agricultural organization called Subak (a member of
MPIG) in the Kintamani Coffee agroindustry, Bali with
a philosophy of Tri Hita Karana (three causes of
prosperity). This philosophy encourages a work culture
in the business community such as good governance [73],
adoption of innovation, farmer's welfare [74],
sustainability [75], and fraud prevention [76]. It was
discovered that the guidelines developed by Subak
support food security programs, water distribution and
allocation management, mobilization of resources for
operations and maintenance, and facilitation of fund
raising and conflict management [77]. This means the Tri
Hita Karana philosophy set as the compliance standard
for blockchain-based traceability systems influences the
work culture of human resources in the Kintamani coffee
supply chain. The phenomenon is ultimately expected to
create a favorable ecosystem in the interconnection
between coffee business species.

The proposed blockchain-based traceability system is
expected to technically encourage digital layer
interconnection with the supporting digital components
integrated into immutable-decentralized storage. This
means the proposed system is acting as a coupling to
create the DBE of the Indonesian coffee industry. It was
discovered to have a better sensitivity to real-world
demands because it is based on capturing and analyzing
the problems of the coffee business community at the
business layer. Moreover, it provides an integrated digital
platform and accommodates business processes. This
simply means the proposed system has a higher success
rate for implementation in the real world because it
answers real challenges, encourages the good business
community's culture, and is supported by a mapped
infrastructure layer.

7. 2. Findings, Limitations, and Recommendations
This study has several significant findings. First, eight
blockchain-coffee projects publicly launched were
mapped with the core highlight features published in each
considered in developing other coffee industry projects.
Second, the DBE framework was developed for
Indonesian coffee with three essential layers including
business, digital, and infrastructure. Third, a prototype of
a coffee traceability system was successfully proposed
based on blockchain technology using properties that

T www.leewayhertz.com/guide-to-blockchain-development-process

match the challenge and community needs in the
Indonesian coffee industry. As an integral part of the
proposed DBE framework, the prototype proved to have
a better success rate for implementation and can be used
as a basic model to develop traceability systems in
several Indonesian coffee industrial areas.

The subjectivity of studies in translating observations
and interviews is one of the weaknesses of this study and
can affect the final results in several sections. Moreover,
there is a need for a more in-depth verification and
validation process to increase the reliability of the results.
The proposed system configurations were based on the
perspective of the authors that participated as users and
this means there is a possibility of different decisions
when a model is developed based on other views such as
the government’s perspective. Furthermore, the focus
was only on one species at the digital layer, blockchain,
which was argued to be an emerging core technology
with the potential to serve as the underlying technology
to design a traceability system in the DBE of the
Indonesian coffee industry. The stages of field
observation and case study interviews were also limited
to the Kintamani coffee agroindustry in Bali and this
reduces the generalizability of the findings.

The results can be used by scholars and practitioners
to develop a blockchain-based traceability system for the
Indonesian coffee agroindustry or coffee agroindustry in
general. For academics, it is recommended that future
studies are focused on (1) further development or testing
of the model proposed with due consideration for the
required novelty gaps in blockchain projects on coffee as
described in section 2 and recommendations made by
Senyo et al. [40] to fill DBE gaps in theories,
methodologies, and themes. (2) The proposed DBE
model requires a performance evaluation using the
method proposed by Sadri et al. [78] based on the layer
components or those considered to be sensitive to the
system.

At the infrastructure layer, (3) it is recommended that
the development of the physical architecture using Radio
Frequency ldentification (RFID) [69] has been studied
for more efficient product detection and 10T integration
[79, 80]. In the software development process, there is a
need to (4) consider the Blockchain Development Life
Cycle (BDLC) framework proposed by Takyar' and
iFour? as the method to develop a coffee traceability
system in the future. It is also necessary to add
monitoring and evaluation stages to the application
model generated using valid verification and validation
methods. Another important suggestion is that (5) several
technical developments need to be conducted on the
digital layer of the Indonesian coffee ecosystem to
increase the capability and automation of the blockchain-

2 www.ifourtechnolab.com/blog/blockchain-project-development-life-
cycle
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based traceability system. Furthermore, studies on adding
machine learning techniques to classify the quality and
adulteration of coffee [81, 82] or clustering as an
approach to detect product mixing [83] need to be
conducted. Some essential features such as notifications
on product demand forecasting to provide production
plans [84] are also suggested to be added. Moreover,
there is a need to consider a broader scope of technology
such as artificial intelligence, 10T, and cyber-physical
systems. (6) It is also important to develop a copy
traceability system in the future using the Hyperledger
platform due to the ever-evolving blockchain technology
as well as to use smart contracts with due consideration
for the usage cases and requirements of the business
community [85-88].

It was assumed that the components outside the
developed model ideally support the proposed
Indonesian Coffee DBE. Therefore, the recommendation
for future study is to (7) measure the requirements and
readiness value of implementing the proposed model
[89]. Moreover, previous studies have reported a lack of
understanding and limited application of blockchain
technology in MSMEs in Indonesia [90, 91]. This led to
the need to evaluate the acceptance and adoption of
blockchain technology, especially in the coffee
agroindustry, in future studies [92]. Finally, (8) there is
also the need to study the closed-loop supply chain
domain of agroindustry [93, 94] to support a sustainable
environment and circular economy [95, 96].

8. MANAGERIAL INSIGHT/ACUMEN

The results from the field analysis, literature, and model
development were used to present a comprehensive
reference for decision-making in relation to the
development of Indonesian coffee DBE. Moreover, the
increasing trend of system development based on
blockchain technology, especially for coffee traceability,
led to some insights recommended to be adopted by the
community, policymakers, and developers.

e The coffee business community first needs to pay
attention to the success of forming a business
community network with positive and cooperative
interactions or mutualism between the species. For
example, some fundamental things need to be
regulated and determined such as the interaction
patterns, transaction rules, and boundaries between
each community. Furthermore, the business
community needs to agree on the properties of the
digital technology used and encourage the
development of fundamental infrastructure by
relevant stakeholders. The digital properties agreed
upon should become the guidelines and proposals to
develop the digital ecosystem layer.

¢ Regulators and government can play a more active
role in developing the DBE of the Indonesian coffee
industry. This is due to the fact that infrastructure
development is an enabler for the development of the
digital and business layer and this means it requires
the attention of policymakers. Regulations are also
needed to ensure the availability of fundamental
infrastructure to develop the DBE. Furthermore, the
government needs to be open to input from the
business community, consider digital layer
development proposals, and conducted development
analysis with developers. Using a third-person point
of view, the government can also develop alternative
models such as systems based on Hyperledger.
However, the implementation of such development
requires the government, as a system request, to
define its authority in the system to avoid
destabilizing the trusted decentralization database
system.

o Developers also need to ensure the model is not
limited to software development but involves
hardware and human components of the business
community. The use of physical components such as
loT sensors, RFID, and other needs to be considered
to increase system efficiency and the effectiveness of
interactions among the Indonesian coffee business
community. Finally, this insight is not limited to the
development of Indonesian coffee DBE but extended
to similar business ecosystems with several
configurations tailored to the specific case studies to
be completed.
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Babbitt-1lmenite composite prepared via stir casting method with controllable parameters which include
percentage weight of IImenite, stirring speed and aging time was investigated for its sliding wear
characteristics and coefficient of friction (COF) with varying applied load, sliding velocity and sliding
distance. Morphological tests were conducted for characterization of the composite and to ascertain the
wear mechanism under mild and severe conditions. Taguchi philosophy with analysis of variance

Keywords: (ANOVA) statistical technique was used for multi-objective optimization of the tribological
Morphological characteristics of the composite. The entropy based grey relation analysis (EGRA) performed for
Taguchi weighted multi-performance optimization of tribological aspects of the composite and hybrid Taguchi
Entropy grey relation technique (TGRA) confirmed that the percentage weight of limenite, applied load, sliding

Analysis of Variance

distance and stirring speed were the significant parameters with regard to multi - criteria optimization
Grey Relation Grade

with contributions of 44.46%, 23.82%, 11.33%, and 5.66%, respectively. There is an overall
improvement in wear resistance and COF at optimal TGRA conditions. Babbitt-limenite composite can
be used in steel slide bearing bushings for power, automobile and aerospace.

doi: 10.5829/ije.2023.36.05b.06

1. INTRODUCTION reinforced composite [8]. The addition of ceramic

reinforcements decreases the wear rate of composite

Metal matrix composites (MMCs) outperform
monolithic materials in terms of strength, stiffness, wear
resistance and weight reduction [1]. In MMCs a fibrous
or particulate reinforcing phase is dispersed in a metallic
matrix. The presence of hard phase in the metal matrix
protects it from wear [2, 3]. Ceramic reinforced MMCs
have higher sliding wear resistance resulting in improved
tribological properties of the composite [4, 5]. The
applied load is transmitted from the ductile matrix to the
hard reinforcements during sliding wear resulting in
higher wear resistance of the composite [6]. Solid
lubricants like graphite forms protective layer between
the counterpart and metal surface and lowers wear rate of
the composite [7]. Secondary reinforcements like rice
husk ash (RHA), fly ash, bamboo leaf ash (BLA) resulted
in developing low-cost hybrid composite with good
sliding wear characteristics comparable to single

*Corresponding Author Institutional Email:
aman_wadhwa77@rediffmail.com (A. S. Wadhwa)

which remain constant with time and the wear
performance of single ceramic reinforced composite is
found to be better at elevated temperatures [9]. Wear rate
is influenced the most with variation in load, sliding
distance and speed conditions [10-12]. Sliding speed
indirectly influence the worn morphology of the
composite through temperature change leading to
formation of mechanically mixed layer which affects the
wear rate [13, 14]. Vortex stir casting is the most
convenient and economical liquid state method to
fabricate metal matrix composites [15-17] and the
controllable parameters from the relevant literature
survey which affect the tribological properties of the
composite include percentage weight of reinforcement
(W), stirring speed (S) and aging time (A) [18-23].

1. 1. Grey Relational Analysis (GRA) Several

Please cite this article as: A. S. Wadhwa, A. Chauhan, Investigation and Optimization of Tribological Aspects of Babbitt-Ilmenite Composite
using Weighted Grey Relation Analysis, International Journal of Engineering, Transactions B: Applications, Vol. 36, No. 05, (2023) 894-
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scholars have utilized Grey relational analysis to
optimize control parameters with more than one
response by aggregating all performance attributes to a
lone distinguishing characteristic called Grey relational
grade to be optimized [24-27]. The procedure for grey
relational analysis to optimize multi-performance
characteristics is as:

1) Data Pre-processing: The responses are normalized
from zero (0) to one (1) to reduce the scatter. The two
most commonly used criteria for normalizing the
sequence are larger is better and smaller is better. The
expressions for the two criteria are:

For larger is better:

Zij—min (Zij)

Yij = max(Zij)—-min(Zij) (l)
For smaller is better:
Yij _ max(Zij)—-Zij (2)

max(Zij)—min (Zij)

where, Yij refers to normalized value and Zij is the
experimental response.

2) Determine Grey relation Coefficient

In order to establish the relationship between ideal and
actual normalized response the factor called Grey
relational coefficient (§) is calculated as:

i =

where ¢ is the distinguish coefficient taken as 0.5 for
better stability and moderate distinguish effects [28] and
Ai is the difference between 1 and normalized value of it"
experiment treated as quality loss from target value. The
values of A min and A max are 0 and 1, respectively.

3) Generation of Grey relation grade (GRG)

The Grey relation grade is then calculated as a weighted
average of Grey relation coefficient for all the responses
corresponding to one set of test parameters in an
orthogonal array.

a(i) = Yi=gwi&i(k) 4

where a(i) is the Grey relational grade corresponding to
i experiment, wy is the weight of k™ response, n are the
number of performance attributes to be optimized such
that X7 w;, = 1.

Amin + ¢ Amax

®)

Ai+ ¢ Amax

2. DEVELOPMENT OF
COMPOSITE

BABBITT/ILMENITE

2. 1. Materials In the process of composite
fabrication, ASTM B-23 Grade 2 Babbitt alloy has been
utilized as a matrix material. It is the bearing alloy used
frequently for high speeds and large loads industrial
applications. For the present investigation, it was
obtained in form of ingots from Jain Metal Corporation
in Ahmedabad, Gujarat. It has density of 7.39 g/cm? with
melting and pouring temperature of 241°C and 424°C,

respectively. Hardness, Tensile strength, Impact strength
and fatigue strength of ASTM-23 Grade 2 Babbitt is 24.5
BHN, 77MPa, 3.4 J and 33 MPa, respectively. The 149-
micron ball-milled llmenite procured from Integral
Trading, Rajkot-360005 was utilized to reinforce Tin
Babbitt composite. It is blackish grey, weakly magnetic,
brittle, and has a high strength-to-weight ratio. It has
specific gravity of 4.7 and hardness range of 5.5-6 MHN.

2. 2. Method Babbitt/limenite composite was
fabricated by vortex stir casting. The vortex produced by
the impeller ensures uniform mixing at relatively low
cost. Babbitt ingots were cut and stacked in the crucible.
After weighing the alloy and reinforcement, the cut
pieces were put in a muffle furnace maintained at 400 °C.
Following the melting of the metal matrix, reinforcement
was incorporated into the molten state at the desired
speed, and the mixture was agitated for a period of five
minutes. To ensure an even distribution of reinforcement,
the molten material in the furnace was brought up to a
temperature of 440°C and swirled again for few seconds.
Then the molten material is put in the mold and the
casting thus obtained after solidification was machined
to proper size and form for tribological test. In order to
refine the surface characteristics of the material, the
samples were aged at 150 ° C for 2, 8, 24 and 48 hours
and allowed to cool at ambient temperature.

3. TESTING

3.1.Tribological Tests Wear test of the composite
samples was performed using Tribometer (Model: TR-
20LE-PHM-CHM- 400, Make: Ducom, Bangalore) in
unlubricated conditions at temperature of 20 + 2°C and
relative humidity of 55+ 5% (Figure 1). The ASTM G99-
05 standard is used for testing the samples of 10 mm
diameter and 30 mm length under varied experimental
conditions according to designed orthogonal array. Steel
disc of wear testing have hardness and surface roughness
of 60 HRC and 1.6 Ra, respectively. The track diameter
was kept constant at 100mm. The flat surface of the
cylindrical pin is grounded manually with fine grained
abrasive paper of 1200 grit size to achieve average
surface roughness (Ra) of 100 nm. The counter weight
mechanism has been provided with the tribo-meter to
rigidly hold the grounded end of the pin against the steel
disc for abrasive action and a digital microbalance with a
least count of 1/10000 g was employed to weigh the
specimen both before and after the wear test. The
percentage weight of llmenite, stirring speed and aging
time were selected as manufacturing test parameters
whereas applied load, sliding distance and velocity were
chosen as tribological test parameters based on extensive
literature survey for L16 Taguchi array. The selected test
parameters influence the sliding wear characteristics of
the composite to the great extent and the weight loss due
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Figure 1. Pin on disc wear testing machine

to wear was calculated as the difference between initial
weight and final weight for each sample after wear test.
Coefficient of friction.

(COF) is evaluated as the mean of steady state region
from the graphs between coefficient of friction and time
generated through WINDCOM software integrated with
the tribo-tester (Table 1). An alternative way to find COF
is to determine mean tangential force from the software
and divide it by normal applied test load. The
experiments were conducted with repeatability of two to
minimize errors.

3. 2. Morphological Tests The microstructural
analysis of the composite specimen was done using
FESEM (Maker: Hitachi, Japan, Model: SU 8010 series)
with resolution of 1nm at accelerating voltage of 1 kV
after following the standard metallographic testing
procedure. The specimen was initially polished with
emery papers of different grit sizes ranging from 80 to
2000 and then polished on disc machine. After polishing
the specimen were cleaned with acetone for clear image
in microstructural analysis. The scanning electron
micrograph and energy dispersive spectrum of ASTM B-
23 Grade 2 Babbitt alloy are shown in Figures 2 and 3
respectively. Figure 4 shows the SEM micrograph of
composite corresponding to Experiment No. 13 clearly
indicating the presence of Iimenite in the Babbitt alloy.
The energy dispersive spectrum of Babbitt/8% lImenite
composite shows the presence of peaks of Fe, Ti, Cl, Si,
Mn, Mg, Na, Va, Al, Cu and Cr thereby ensuring
successful amalgamation of llmenite in the metallic
matrix (Figure 5). The element and atomic weight
percentage for the EDS spectrum of Babbitt alloy and the

TABLE 1. Element and atomic wt% for the EDS spectrum of
Babbitt alloy (Figure 3)

Element wt% Atomic wt%
Sn 89.9 88.68

Sb 7.39 7.11

Pb 0.62 0.35

Cu 2.09 3.86
Total 100 100

EDS region

P

~
Hitachi-PU 5.0kV, 8.0mm %20.0k SE(UL),

Figure 2. SEM image of Babbitt alloy at 20,000X
magnification

cps/eV

Figure 4. SEM image of composite sample reinforcement
8wit%, stirring speed 250 rpm, aging time 48h) at 20,000X
magnification

cps/eV
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Figure 5. EDS spectrum of composite sample
(reinforcement 8wt%, stirring speed 250 rpm, aging time
48h)
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fabricated composite (reinforcement 8wt%, stirring
speed 250 rpm, aging time 48h) are shown in Tables 1
and 2, respectively. The correct temperature and vortex
conditions maintained throughout fabrication of
composite resulted in homogeneous dispersion of
IImenite particles in the Babbitt alloy thereby minimizing
clustering for defect free castings.

The composite samples were fabricated at different
levels of controllable parameters which include weight
percentage of reinforcement, stirring speed and aging
time according to L16 orthogonal array (Table 3). The
SEM micrographs of the fabricated composites
corresponding to set of controllable parameters are
shown in Figures 6, 7 and 8 which confirmed the uniform
distribution of llmenite in Babbitt matrix.

3. 2. 1. Wear Mechanism under Mild and Severe
Conditions The composite's worn surface
morphology was investigated for mild and severe wear
conditions in order to establish a correlation between
wear mechanism and test conditions. The transition of
wear mechanism was observed with variation in applied
load (10N - 40N) and sliding distance (2000m — 4000m).
Under mild conditions (10N load and 2000m sliding
distance) the wear is mostly abrasive with presence of
wear scars due to micro ploughing by the hard counter-
surface. Although some debris were formed due to
micro-cutting and delamination but mild wear conditions
were characterized with little material loss. With increase

morphology of wear specimen shows deep long grooves
that covers most of the area. Under severe conditions the
cracks nucleate at highly strained sites and propagate to

TABLE 2. Element and atomic wt% for the EDS spectrum of
the composite (reinforcement 8wt%, stirring speed 250 rpm,
aging time 48h) (Extracted from Figure 5)

Element wt% Atomic wt%
Sn 83.51 76.75
Al 0.40 1.64
Mg 0.34 1.53
Mn 0.04 0.10
\% 0.01 0.01
Pb 0.71 0.37
Si 0.38 147
Ti 0.75 1.73
Fe 0.02 0.02
Cu 4.30 7.45
Sh 9.31 8.30
Na 0.04 0.04
cl 0.16 0.56
Cr 0.03 0.03
Total 100 100

in load (40N) and sliding distance (4000m) the

TABLE 3. L16 orthogonal array with predicted and experimental responses

Weight loss(g) COF
Exp.No. W S A L SS SD Predicted Observed Predicted Observed
1 2 250 2 1 0.5 2000 0.0586 0.0583 0.308 0.319
2 2 300 8 2 0.5 4000 0.0618 0.0621 0.347 0.336
3 2 350 24 3 1 2000 0.0427 0.0426 0.379 0.368
4 2 400 48 4 1 4000 0.0815 0.0812 0.384 0.395
5 4 250 8 3 1 4000 0.0565 0.0562 0.338 0.349
6 4 300 2 4 1 2000 0.0479 0.0482 0.453 0.442
7 4 350 48 1 0.5 4000 0.0361 0.0364 0.304 0.293
8 4 400 24 2 0.5 2000 0.0081 0.0078 0.285 0.296
9 6 250 24 4 0.5 4000 0.0754 0.0757 0.323 0.312
10 6 300 48 3 0.5 2000 0.0226 0.0223 0.341 0.353
11 6 350 2 2 1 4000 0.0348 0.0345 0.249 0.260
12 6 400 8 1 1 2000 0.0045 0.0048 0.193 0.182
13 8 250 48 2 1 2000 0.0033 0.0036 0.214 0.203
14 8 300 24 1 1 4000 0.0055 0.0052 0.187 0.198
15 8 350 8 4 0.5 2000 0.0228 0.0225 0.359 0.370
16 8 400 2 3 0.5 4000 0.0191 0.0194 0.235 0.224




898 A.S. Wadhwa and A. Chauhan / IJE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 894-903

Ilmenite particles

b

Hitachi-PU 5.0kV 8. 4mm x60.0k SE(UL)
Figure 6. SEM image of composite sample (reinforcement
2wt%, stirring speed 250rpm, aging time 2h) at 60000X
magnification

i

IImenite particles |

< z . SRS
Figure 7. SEM image of composite sample (reinforcement
4wt%, stirring speed 350rpm, aging time 48) at 10000X

magnification

Ilmenite particles

Hitachi-PU 5.0kV 8.4mm x20.0k SE(UL)

Figure 8. SEM image of composite sample (reinforcement
6wt%, stirring speed 400rpm, aging time 8h) at 20000X
magnification

surface causing surface layer fracture. The fragmented
wear debris formed at the surface due to tribo- chemical
reaction at high load and sliding distance conditions in
wear test fill the grooves leading to predominant
adhesive wear. An increase in load and sliding distance
generates local heating and a rise in temperature,
resulting in the formation of a mechanically mixed layer
that affects the wear mechanism which is in agreement
with [13, 14]. Severe wear conditions were characterized
with heavy material loss due to excessive delamination
fracturing at the wear surface (Figure 9(a) and (b)).

SRl Abrasive wear track
= kD

4 ﬁ’ﬁ
Sliding dire

Abrasive wear 1

(b)
Figure 9. SEM micrographs of Babbitt/2 % llmenite under:
(a) mild wear and (b) severe wear

4. MULTI-PERFORMANCE OPTIMIZATION

Entropy based grey relation analysis (EGRA) was used
for multi objective optimization of the tribological
characteristics of the composite. Objective weights of the
responses were determined using entropy method [29,
30]. The procedure for calculating weights of the
responses for multi criteria optimization is as:

1) Normalization of the performance characteristics:

Pij= Z;l;’ij ®)

where, pjj is the project outcome of it experiment, yj is
the experimental response of i" experiment and m are the
total number of trials.

2) Estimation of entropy measure of project outcome
using the equation:

Ei= —c XT'pijIn pyj (6)

where, ¢ = 1/In(m), m=16
3) Determining the objective weight based on entropy
concept from the equation:

1-E;

Wi- smae) (7)
The higher the value of Grey relational grade, the better
are the multi-performance characteristics of the
composite. Experiment No.13 has the highest grey
relation grade with parameters setting of AsB1C.D2E2F;
corresponding to 8wt% lImenite, 250 rpm stirring speed,
48 hours of aging, 2kg: applied load, 1m/s sliding



velocity and 2000 m sliding distance. The most
influencing parameter towards multi criteria optimization
from delta analysis was found to be percentage weight of
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reinforcement followed by applied load, stirring speed,
sliding distance, aging time and sliding speed (Table 6).

TABLE 4. Determination of objective weights of the responses

Wear loss COF
Pij pij In pj Pi pij In pj
0.100379 -0.23075 0.065102 -0.177846
0.106921 -0.23904 0.068571 -0.183763
0.073347 -0.19162 0.075102 -0.194432
0.139807 -0.27507 0.080612 -0.20299
0.096763 -0.22599 0.071224 -0.188169
0.082989 -0.20656 0.090204 -0.217002
0.062672 -0.17359 0.059796 -0.168434
0.01343 -0.05789 0.060408 -0.169543
0.130337 -0.26558 0.063673 -0.175356
0.038395 -0.12516 0.072041 -0.189505
0.059401 -0.16772 0.053061 -0.155804
0.008264 -0.03963 0.037143 -0.122311
0.006198 -0.03151 0.041429 -0.1319
0.008953 -0.04222 0.040408 -0.129659
0.03874 -0.12594 0.07551 -0.19508
0.033402 -0.11354 0.045714 -0.141044
> pij In pij- -2.5118 > pij In pij- -2.7428

W= 0.897 W;=0.103

TABLE 5. Generation of entropy based Grey relation Grade

Normalization Grey relation Coefficient GRG

Experiment No. Wear COF Wear COF

1 0.2951031 0.473077 0.414973 0.486891 0.422346
2 0.246134 0.407692 0.398767 0.457746 0.404813
3 0.4974227 0.284615 0.498715 0.411392 0.489763
4 0 0.180769 0.333333 0.379009 0.338016
5 0.3221649 0.357692 0.424508 0.43771 0.425861
6 0.4252577 0 0.465228 0.333333 0.451707
7 0.5773196 0.573077 0.541899 0.539419 0.541645
8 0.9458763 0.561538 0.902326 0.532787 0.864442
9 0.0708763 0.5 0.349865 0.5 0.365256
10 0.7590206 0.342308 0.674783 0.431894 0.649883
11 0.6018041 0.7 0.556671 0.625 0.563676
12 0.9845361 1 0.97 1 0.973075
13 1 0.919231 1 0.860927 0.985743
14 0.9793814 0.938462 0.960396 0.890411 0.953221
15 0.7564433 0.276923 0.672444 0.408805 0.645417
16 0.7963918 0.838462 0.710623 0.755814 0.715256
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Complete experimental design is expensive and time-
consuming. A factorial design reduces number of
experiments and trial cost however it may not contain the
best design point. Taguchi's design philosophy addresses
this issue [31] using an orthogonal array to design low-
cost, high-quality trials. ANOVA test applied on Grey
relational grade as lone distinguishing response [24-27]
confirmed percentage weight of IImenite, applied load,
sliding distance and stirring speed to be the significant
test parameters with regard to multi criteria optimization
with contribution of 44.46 %, 23.82 %, 11.33% and
5.66%, respectively (Table 7). ANOVA statistical
technique predicted the load, sliding distance and speed
conditions to be significant which influence the sliding
wear characteristics of the composite to great extent. The
ANOVA results of the predicted model is in agreement
with previous research [10-12]. Optimum level of
controllable parameters from hybrid Taguchi Grey
relation analysis (TGRA) was found to be A4B4C3D1E2F1
(Figure 10). The confirmation experiments validated
hybrid Taguchi grey relation model with deviations of
2.4% and 2.7% for wear loss and COF respectively
(Table 8). Based on ANOVA analysis Equation (8) is
proposed for estimating multi-attribute performance of
the composite (GRG):
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GRG = 0.303 + 0.0650 W + 0.000928 S +

0.00159 A—0.0952 L + 0.1430 SS — 0.000073 SD ®)

The adequacy of the linear fit for GRG was verified from
normal probability plot which clearly indicate that the
points are close to the fitted line suggesting very good fit.
Residual Vs fit plot shows randomly distributed residuals
required for desirable constant variance (Figure 11(a) and
(b)). There is an overall improvement in wear and COF
at multi criteria optimized conditions by 38.6% and 44.2
%, respectively (Table 9). The results were similar to the

Main Effects Plot for Means
Data Means

5 L 55 50

Mean of Means

(13 10 2000 4000

2 4 6 £ 250300350400 2 & 24 46 1 2 3 4

Figure 10. Means of GRG Vs test parameters

TABLE 6. Delta analysis for Grey relation grade

Level W S A L SS SD
1 0.4137 0.5498 0.5382 0.7226" 0.5761 0.6853*
2 0.5709 0.6149 0.6123 0.7047 0.6476* 0.5385
3 0.6380 0.5601 0.6682" 0.5702 - -
4 0.8249* 0.7227* 0.6288 0.4501 - -
Delta 0.4112 0.1729 0.1299 0.2725 0.0715 0.1468
Rank 1 3 5 2 6 4
Average Grey relational grade = 0.6118

TABLE 7. ANOVA test for multi-performance optimization
Source DOF Sum of squares Mean Squares F-statistic p -statistic % contribution
Regression 6 0.69072 0.11511 14.77 0.000 90.78%
% wt. 1 0.33830 0.33830 43.42 0.000 44.46%
Stirring speed 1 0.04304 0.04304 5.52 0.043 5.66%
Aging time 1 0.02147 0.02147 2.75 0.131 2.82%
Load 1 0.18122 0.18122 23.26 0.001 23.82%
Sliding speed 1 0.02045 0.02045 2.62 0.140 2.69%
Sliding distance 1 0.08624 0.08624 11.07 0.009 11.33%
Error 9 0.07013 0.0078 9.22%
Total 15 0.76084 100%

Model Summary: R-sq=89.65%; R-sq(adj)= 82.76%;R-sq(Pred)=70%
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TABLE 8. Confirmation Test for hybrid Taguchi grey relation
analysis

Optimum Conditions Response
A4B4C3D1EFy Wear loss COF
Predicted 0.0207 0.149
Experimental 0.0212 0.145
Normal Probability Plot
99
L
a0
-»
=
g so
QG
o
10 L
1
-0.2 -01 0.0 0.1 0.2
Residual
(a)
Versus Fits
L]
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Figure 11 (a, b). Normal distribution and residual vs fit plot
for GRG

TABLE 9. Improvement in multi-performance tribological
aspects of composite

Condition Wear loss COF
Initial (AsBsC1D;E,F,) 0.0345 0.260
Optimal TGRA (A4B4C3D:E2F1) 0.0212 0.145
Improvement 38.6 % 44.2 %

*Initial condition is taken near the mean value of GRG

wear study conducted by Singhal and Pandey [32] on
IImenite reinforced aluminum metal matrix composite
which reported improvement in wear resistance and
coefficient of friction by 57% and 47%, respectively at
the optimum conditions. A similar study conducted by
Priyadarshani et al. [33] observed improvement in wear
resistance and coefficient of friction of AA 6061/lImenite
composite which is in agreement with the current
investigation. Ilmenite-reinforced composites showed
similar tribological improvements [34, 35] in line with
current study.

5. RESULTS AND DISCUSSION

There is an improvement in tribological aspects of the
composite with increase in percentage weight of Iimenite
because of reduction in contact area of mating parts. The
fluctuating trend of the tribological behavior of the
composite with stirring speed was observed due to
variation in dispersion of the reinforcement in the matrix.
There is an improvement in the tribological behavior of
the composite with increase in aging time up to certain
optimum limit as a result of its strengthening due to
dislocation pile up on grain boundaries. Over aging of the
composites causes precipitates to coalesce and form big
particles thereby weakening the dislocation barrier and
promoting  dislocation movement resulting in
diminishing of the tribological characteristics of the
composite. With increase in load from 10 N to 40 N, there
is increase in counter surface penetration which causes
increased abrasion of the composite resulting in the
increase of wear loss and higher values of coefficient of
friction. Increase in sliding velocity decreases area of
contact and rubbing time of mating surfaces thereby
improving tribological aspects of the composite. The
increased temperature caused due to high sliding velocity
leads to the formation of mechanically mixed layer. Wear
loss increases as the sliding distance is increased from
2000 m to 4000 m due to weakening of the unstable tribo-
layer. At greater sliding distances, the ilmenite particles
are significantly fractured which interfere with the
mechanically mixed layer on the composite surface and
deteriorate the tribological properties of the composite.

6. CONCLUSIONS

In the current investigation Babbitt-1imenite composite
developed via stir casting process was tested for wear
loss and coefficient of friction with pin on disc
tribometer. The effect of controllable parameters which
include percentage weight of lImenite, stirring speed and
aging time with varying applied load, sliding velocity and
sliding distance on the tribological properties of the
composite was studied. Morphological tests were
conducted to ascertain the uniform distribution of
Iimenite in Tin-Babbitt and the type of wear mechanism.
Weighted Grey relational analysis was performed for
multi-objective optimization of the tribological attributes
of the composite. The weights of the responses were
determined objectively using entropy method. Hybrid
Taguchi grey relation analysis determined the significant
test parameters and their contribution for multi-
performance optimization of tribological aspects of the
composite. The following pertinent observations were
made in the present study:
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A morphological analysis conducted on the Babbitt-
Ilmenite composite confirmed the uniform dispersal
of limenite in the Tin-Babbitt metal matrix.

The investigation of worn surface morphology under
mild and severe conditions indicated predominant
abrasive wear under mild condition characterized
with scars on wear surface due to micro-ploughing
and debris formed due to micro-cutting with little
material loss. Under severe conditions the debris
formed due to surface fracture are further
fragmented as a result of tribo- chemical reactions
and the wear is predominantly adhesive in nature
with heavy material loss due to excessive
delamination fracturing at wear surface.

The weights of the responses (wear and COF) were
evaluated objectively using entropy method and
grey relation analysis was applied to determine
optimal parameter setting for multi-attribute
optimization of the tribological aspects of
composite. Experiment No.13 has the highest grey
relation grade with parameters setting of
A4B1C4D2EF; corresponding to 8% weight Iimenite,
250 rpm stirring speed, 48 hours of aging, 2 kgs
applied load, 1m/s sliding velocity and 2000 m
sliding distance.

The linear regression equation was proposed for
estimating GRG and the confirmation tests validated
the hybrid Taguchi grey relation model with
deviations of 2.4% and 2.7% for wear loss and COF,
respectively.

Optimum level of controllable parameters for hybrid
Taguchi Grey relation analysis (TGRA) were found
to be A4B4CsDiEsF1 The percentage weight of
limenite was the most influential test parameter with
contribution of 44.46% followed by applied load,
sliding distance and stirring speed with contribution
of 23.82 %, 11.33% and 5.66%, respectively.

There is an overall improvement in wear and COF at
optimal TGRA conditions by 38.6 % and 44.2 %,
respectively.

7. REFERENCES

Chawla, K.K. and Chawla, K.K., "Metal matrix composites,
Springer, (1998).

Deuis, R., Subramanian, C. and Yellup, J., "Dry sliding wear of
aluminium composites—a review", Composites Science and
Technology, Vol. 57, No. 4, (1997), 415-435.
https://doi.org/10.1016/S0266-3538(96)00167-4

Suresha, S. and Sridhara, B., "Effect of addition of graphite
particulates on the wear behaviour in aluminium-silicon carbide—
graphite composites”, Materials & Design, Vol. 31, No. 4,
(2010), 1804-1812. https://doi.org/10.1016/j.matdes.2009.11.015

Sannino, A. and Rack, H., "Dry sliding wear of discontinuously
reinforced aluminum composites: Review and discussion”, Wear,
Vol. 189, No. 1-2, (1995), 1-19. https://doi.org/10.1016/0043-
1648(95)06657-8

10.

11.

12.

13.

14.

15.

16.

17.

18.

Sinclair, I. and Gregson, P., "Structural performance of
discontinuous metal matrix composites”, Materials Science and
Technology, Vol. 13, No. 9, (1997), 709-726.
https://doi.org/10.1179/mst.1997.13.9.709

Chawla, N. and Shen, Y.L., "Mechanical behavior of particle
reinforced metal matrix composites”, Advanced Engineering
Materials, Vol. 3, No. 6, (2001), 357-370.
https://doi.org/10.1002/1527-2648

Suresha, S. and Sridhara, B., "Wear characteristics of hybrid
aluminium matrix composites reinforced with graphite and
silicon carbide particulates”, Composites Science and
Technology, Vol. 70, No. 11, (2010), 1652-1659.
https://doi.org/10.1016/j.compscitech.2010.06.013

Singh, J. and Chauhan, A., "A review on sliding wear behaviour
of aluminium matrix composites with hybrid reinforcements for
automotive applications”, Tribology Online, Vol. 9, No. 3,
(2014), 121-134. https://doi.org/10.2474/trol.9.121

Panwar, R.S. and Pandey, O., "Analysis of wear track and debris
of stir cast Im13/zr composite at elevated temperatures",
Materials Characterization, Vol. 75, (2013), 200-213. doi.
https://doi.org/10.1016/j.matchar.2012.11.003

Kumar, R. and Dhiman, S., "A study of sliding wear behaviors of
al-7075 alloy and al-7075 hybrid composite by response surface
methodology analysis", Materials & Design, Vol. 50, (2013),
351-359. doi: j.matdes.2013.02.038.

Radhika, N., Subramanian, R. and Prasat, S.V., "Tribological
behaviour of aluminium/alumina/graphite hybrid metal matrix
composite using taguchi’s techniques", Journal of Minerals and
Materials Characterization and Engineering, Vol. 10, No. 05,
(2011), 427.

Chattoraj, P., Prabhakar, P., Koti, V. Natarajan, N.S.,
Lakshminarayana, M., Arul, K., Venkatachalapathy, M.,
Ahamed, M., Karnan, M. and Kumar, S.P., "Optimization on
tribological behaviour of aa7178/nano titanium diboride hybrid
composites employing taguchi techniques”, Journal of
Nanomaterials, Vol. 2022, (2022).
https://doi.org/10.1155/2022/1619923

Rajmohan, T., Palanikumar, K. and Ranganathan, S., "Evaluation
of mechanical and wear properties of hybrid aluminium matrix
composites”, Transactions of nonferrous metals society of
China, Vol. 23, No. 9, (2013), 2509-2517.
https://doi.org/10.1016/S1003-6326(13)62762-4

Alaneme, K.K. and Olubambi, P.A., "Corrosion and wear
behaviour of rice husk ash—alumina reinforced al-mg-si alloy
matrix hybrid composites”, Journal of Materials Research and
Technology, Vol. 2, No. 2, (2013), 188-194.
https://doi.org/10.1016/j.jmrt.2013.02.005

Mahesh, V., Nair, P.S., Rajan, T., Pai, B. and Hubli, R.,
"Processing of surface-treated boron carbide-reinforced
aluminum matrix composites by liquid—metal stir-casting
technique”, Journal of Composite Materials, Vol. 45, No. 23,
(2011), 2371-2378. https://doi.org/10.1177/0021998311401086

Kuldeep, B., Ravikumar, K. and Pradeep, S., "Effect of hexagonal
boron nitrate on microstructure and mechanical behavior of
al7075 metal matrix composite producing by stir casting
technique”, International Journal of Engineering, Transactions
A: Basics, Vol. 32, No. 7, (2019), 1017-1022.
https://doi.org/10.5829/ije.2019.32.07a.15

Mishra, S.K., Biswas, S. and Satapathy, A., "A study on
processing, characterization and erosion wear behavior of silicon
carbide particle filled za-27 metal matrix composites"”, Materials
& Design, Vol. 55, (2014), 958-965.
https://doi.org/10.1016/j.matdes.2013.10.069

Kumar, D., Angra, S. and Singh, S., "Mechanical properties and
wear behaviour of stir cast aluminum metal matrix composite: A
review", International Journal of Engineering, Transactions A:


https://doi.org/10.1016/S0266-3538(96)00167-4
https://doi.org/10.1016/j.matdes.2009.11.015
https://doi.org/10.1016/0043-1648(95)06657-8
https://doi.org/10.1016/0043-1648(95)06657-8
https://doi.org/10.1179/mst.1997.13.9.709
https://doi.org/10.1002/1527-2648
https://doi.org/10.1016/j.compscitech.2010.06.013
https://doi.org/10.2474/trol.9.121
https://doi.org/10.1016/j.matchar.2012.11.003
https://doi.org/10.1155/2022/1619923
https://doi.org/10.1016/S1003-6326(13)62762-4
https://doi.org/10.1016/j.jmrt.2013.02.005
https://doi.org/10.1177/0021998311401086
https://doi.org/10.5829/ije.2019.32.07a.15
https://doi.org/10.1016/j.matdes.2013.10.069

A.S. Wadhwa and A. Chauhan / IJE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 894-903 903

Basics, Vol. 35  No. 4, 794-801.

https://doi.org/10.5829/ije.2022.35.04A.19

(2022),

parameters using grey relational analysis", International Journal
of Engineering, Vol. 35 No. 3, (2022), 552-559.

19. Idusuyi, N. and Olayinka, J.1., "Dry sliding wear characteristics https://doi.org/10.5829/1E.2022.35.03C.07

of aluminium metal matrix composites: A brief overview", 28. Ramu, I, Srinivas, P. and Vekatesh, K., "Taguchi based grey

Journal of Materials Research and Technology, Vol. 8, No. 3, relational analysis for optimization of machining parameters of

(2019), 3338-3346. https://doi.org/10.1016/j.jmrt.2019.04.017 cnc turning steel 316", in IOP Conference Series: Materials
20. Samal, P., Mandava, R.K. and Vundavilli, P.R., “Dry sliding wear Science and Engineering, IOP Publishing. Vol. 377, (2018),

behavior of al 6082 metal matrix composites reinforced with red 012078.

mud particles”, SN Applied Sciences, Vol. 2, (2020), 1-11. 29. Jangra, K., Grover, S. and Aggarwal, A., "Optimization of multi

https://doi.org/10.1007/s42452-020-2136-2 machining characteristics in wedm of wc-5.3% co composite
21. Singh, J. and Chauhan, A., "Investigations on dry sliding using integrated approach of taguchi, gra and entropy method”,

frictional and wear characteristics of sic and red mud reinforced Frontiers of Mechanical Engineering, Vol.7, (2012), 288-299.

Al2024 matrix hybrid composites using taguchi's approach”, https://doi.org/10.1007/s11465-012-0333-4

Proceedings of the Institution of Mechanical Engineers, Part L: 30. Sharma, A., Belokar, R. and Kumar, S., "Multi-response

Journal of Materials: Design and Applications, Vol. 233, No. optimization of al2024/red mud mmc using hybrid taguchi-gra-

9, (2019), 1923-1938. entropy optimization technique”, Materials Today: Proceedings,

https://doi.org/10.1177/1464420718803126 Vol. 5, No. 2, (2018), 4748-4760.
22. Leszczynska-Madej, B. and Madej, M., "The tribological https://doi.org/10.1016/j.matpr.2017.12.048

properties and the microstructure investigations of tin babbit with 31. Maraki, M., Tagimalek, H., Azargoman, M., Khatami, H. and

pb addition after heat treatment"”, Archives of Metallurgy and Mahmoodi, M., "Experimental investigation and statistical

Materials, Vol. 61, No. 4, (2016), 1861-1868. modeling of the effective parameters in charpy impact test on

http://dx.doi.org/10.1515%2Famm-2016-0300 az31 magnesium alloy with v-shape groove using taguchi
23.  Saindane, U., Soni, S. and Menghani, J., "Dry sliding behavior of method", International Journal of Engineering, Transactions

carbon-based brake pad materials”, International Journal of C: Aspects, Vol. 33, No. 12, (2020), 2521-2529.

Engineering, Transactions B: Applications, Vol. 34, No. 11, http://dx.doi.org/10.5829/ije.2020.33.12¢.13

(2021), 2517-2524. https://doi.org/10.5829/1JE.2021.34.11B.14 32. Singhal, V. and Pandey, O., "Influence of dual range particle size
24, Kumar, D. and Thakur, L., "A study of processing and parametric on wear and f.riction prope{ties of ilm_enite reinforced aluminium

optimization of wear-resistant az91-tib2 composite fabricated by metal  matrix  composite”, Silicon, (2022),  1-16.

ultrasonic-assisted stir casting process”, Surface Topography: https://doi.org/10.1007/s12633-022-01901-6

Metrology and Properties, Vol. 10, No. 2, (2022), 025024. 33.  Morampudi, P., Ramana, V.V., Bhavani, K., Reddy, C.K. and

https://doi.org/10.1088/2051-672X/ac7065 Vikas, K.S.R., "Wear and corrosion behavior of aa6061 metal
25, Kumar, S.S., Uthayakumar, M., Kumaran, S.T., Parameswaran, matrix composites_ with ilmenite as reinforcement”, Materials

P., Mohandas, E., Kempulraj, G., Babu, B.R. and Natarajan, S., Today: ~ Proceedings, Vol. 52, (2022), 1515-1520.

“Parametric optimization of wire electrical discharge machining https://doi.org/10.1007/s12633-022-01901-6

on aluminium based composites through grey relational analysis", 34. GUPTA, R., NANDA, T. and Pandey, O., "Comparison of wear

Journal of Manufacturing Processes, Vol. 20, (2015), 33-39. behaviour of Im13 Al- Si alloy based composites reinforced with

https://doi.org/10.1016/j.jmapro.2015.09.011 synthetic (B4C) and natural (ilmenite) ceramic particles”,
26. Shivalingaiah, K., Nagarajaiah, V., Selvan, C.P., Kariappa, S.T., Transactions of Nonferrous Metals Society of China, Vol. 31,

Chandrashekarappa, N.G., Lakshmikanthan, A, No. 12, (2021), 3613-3625. https://d0|.org/10.1016/51003—

Chandrashekarappa, M.P.G. and Linul, E., "Stir casting process 6326(21)65752-7

analysis and optimization for better properties in al-mwcnt-gr- 35. Singhal, V. and Pandey, O., “Utilization of natural mineral

based hybrid composites”, Metals, Vol. 12, No. 8, (2022), 1297. ilmenite-reinforced composites for the dry sliding application”,

https://doi.org/10.3390/met12081297 International Journal of Metalcasting, (2021), 1-19.
27. Saindane, U., Soni, S. and Menghani, J., "Friction and wear https://doi.org/10.1016/S1003-6326(21)65752-7

performance of brake pad and optimization of manufacturing

Persian Abstract
ol S

-

S Sy 5l pe s Ol 5 03508 S catalil O35 Aoss Juld 8 J 28 J6 sla 2l b 0500 (5,545 Sy 4 sddangd Skl S pelS
3 Dl s sl (S5 SRl 88 U s 2pe B0 ol 5 A s e Jlas) L L (COF) Sl i 5 (253 (1l
ool AT (LT SasS b o 86 s Sl iy 5alS (S5l 5 sla Sy s i (il s p S plnil 5 ik Bl s e S s
daly s it sbar 63 Shs dir i Gileine ¢l S (EGRA) s 5l 5 st 528t ally o 5 4325 .43 oslizad (ANOVA)

L pr Loyl s S5 03508 Sy 5 A aholh s Jlesl 5l eamalil 055 A5 o5 5 8 4ul s obil (TGRA) (5 SU oS 5 5 oS 5 6 A4S

3503 355 TORA g Ll 2 55 COF 5 (il 4 Caglio 3 S 55y ol o) 001 5 VXY OYVAY 867 g b o5 @ obns i (S3le 4 &

55 eslizal Ladlsa 5 55555 o5 sl oY Kuil gla oy 53 0155 e |, Babbitt-limenite = ;..



https://doi.org/10.5829/ije.2022.35.04A.19
https://doi.org/10.1016/j.jmrt.2019.04.017
https://doi.org/10.1007/s42452-020-2136-2
https://doi.org/10.1177/1464420718803126
http://dx.doi.org/10.1515%2Famm-2016-0300
https://doi.org/10.5829/IJE.2021.34.11B.14
https://doi.org/10.1088/2051-672X/ac7065
https://doi.org/10.1016/j.jmapro.2015.09.011
https://doi.org/10.3390/met12081297
https://doi.org/10.5829/IJE.2022.35.03C.07
https://doi.org/10.1007/s11465-012-0333-4
https://doi.org/10.1016/j.matpr.2017.12.048
http://dx.doi.org/10.5829/ije.2020.33.12c.13
https://doi.org/10.1007/s12633-022-01901-6
https://doi.org/10.1007/s12633-022-01901-6
https://doi.org/10.1016/S1003-6326(21)65752-7
https://doi.org/10.1016/S1003-6326(21)65752-7
https://doi.org/10.1016/S1003-6326(21)65752-7

[JE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 904-913

International Journal of Engineering

Journal Homepage: www.ije.ir

Performance Studies on Glass Fiber Reinforced Recycled Aggregate Concrete

J. Sivamani*s, M. P. Thiyaneswaran®, K. S. Navaneethan®

a Department of Civil Engineering, Sona College of Technology, Salem, Tamilnadu, India
b Department of Civil Engineering, Kongu School of Architecture, Perundurai, Tamilnadu, India

PAPER INFO ABSTRACT

Paper history:

Received 03 January 2023

Received in revised form 22 February 2023
Accepted 15 February 2023

The utilization of fibers in the concrete reduces cracks, increases the energy absorption and concrete
strength. The use of fine recycled aggregate (FRA) in concrete overcomes the scarcity of natural
aggregates, however its deprived quality affects the concrete properties through development of cracks.
This study investigates the effect of glass fiber (GF) utilization in reducing crack propagation using
fine recycled aggregate (FRA) in the concreteThe coarse natural aggregate (CNA) was replaced with

Keywords: 10, 30, 50, 70, 90 and 100% of FRA and GF was added 0, 0.25, 0.5, 0.75, 1 and 1.5% by weight. The
Recycled Aggregate concrete mixtures with the optimal percentage of FRA and different percentages of GF were prepared
Glass Fiber by two-stage mixing approach (TSMA) and normal mixing approach (NMA) and tested for their fresh

Two-stage Mixing Approach and hardened properties. The optimized mix was observed with 30% of FRA and 1% of GF prepared

Strength by TSMA, with a strength improvement of 11.3% compared to the control mix at 28 days. The study

Paver Block further investigated the practical suitability as a paver block for non-traffic and medium volume traffic
applications as per IS 15658: 2006 and observed that minimum strength requirement of 40 MPa was
achieved under both conditions with the optimized mix with an improvement of 17.4% compared to
conventional paver block.

doi: 10.5829/ije.2023.36.05b.07

from 2020 to 2030%. Statistics also ensure that the
consumption of natural aggregate will rise from 43 to 63

1. INTRODUCTION

The generation of waste from construction industries
has been increasing rapidly due to significant renovation
in construction activities in recent decades. Various
wastes from construction include concrete, steel, wood,
metals etc., among which concrete fractions contribute
to the higher volume. The production of construction
waste is around 3 billion tons annually around the world
[1]. Among the 3 billion tons, the maximum
contribution ensued from developed countries due to its
increased construction and rehabilitation activities. It is
to be noted that only 40% of generated wastes were
reutilized in the momentary application, and the
remaining were dumped. Feasibly, the demand for
natural aggregates was also increasing, prompting the
use of sustainable waste materials as an alternative. The
global construction aggregate market (GCAM)
predicted an increase in the aggregate market to 6.8%

*Corresponding Author Institutional Email:
jagan.civil@sonatech.ac.in_ (J. sivamani)

billion tons?, and the demand for natural aggregate will
rise by 5.2% [2]. Thus, it could show a positive
approach to use construction waste as a suitable
replacement for natural aggregates.

Numerous studies were performed to explore the
utilization of construction wastes as recycled aggregates
in concrete. The recycled aggregates are the concrete
proportions of the construction wastes consisting of
natural aggregates with cement mortar smeared. Andal
et al. [3] found that replacing CNA with 30% and 100%
of coarse recycled aggregate (CRA) reduces the strength
of recycled aggregate concrete (RAC) by 10.3% and
15.21%. The strength improvement was attributed to the
increase in the pore size in CRA resulting from cement
mortar on its surface. Koper et al. [4] used CRA
obtained from mixes with various W/C ratios and
observed that the CRA from higher W/C ratios exhibits
inferior properties than those with lower W/C ratios.

! https://www.futuremarketinsights.com
2 https://www.globenewswire.com/
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Thomas et al. [5] used CRA in different volumetric
fractions and observed that replacement of CRA beyond
25% increases the water absorption of RAC with a
maximum of 29.41% at 100% replacement.
Ozbakkaloglu et al. [6] observed that replacement of
CRA beyond 25% reduces the strength by around 11%
due to the increased perviousness of CRA ensuing from
the adhered mortar on CRA. Similarly, Mi et al. [7]
used CRA collected from a source with different
concrete strength and observed that the strength of the
source concrete is directly proportional to the quality of
the CRA owing to the dense mortar adhered to the
CRA. Lavado et al. [8] found that the slump loss in
RAC increases with time due to the higher porosity
characteristics of CRA. The study reported that a 6%
slump loss at 30 minutes was increased to 63% at 90
minutes. It could be observed that the concrete
properties with CRA were affected due to its inferior
quality, which is mainly due to the recycling of
construction wastes. The construction wastes are
recycled into different fractions of varying sizes for
their use as coarse or fine aggregates in concrete.
During recycling, micro-cracks develop on the CRA,
which expands with repeated recycling stages, resulting
in higher water absorption and thus affecting the
concrete [9-11]. The higher porous nature of CRA tends
to absorb water from the concrete mix, which upon
hardening, evaporates, resulting in void formation. Such
higher porous concrete tends to exhibit minimum
compressive and flexural strength. To counteract such
reduced strength, adding fibers will be a viable option in
addition to several pre-treatments methods.

Several fibers, such as steel, polypropylene (PP),
glass etc., have been used in practice in recent times to
improve the tensile property of concrete. Few researches
have been developed using single and hybrid fibers in
recycled aggregate concrete. Akca et al. [12] used 25 to
45% of CRA with 1% of optimized PP fibers and
observed a 17% increase in strength with 1% of PP
fibers and a 20% decrease in strength beyond 1.5% of
PP fibers. Chan et al. [13] optimized 0.66% of
polypropylene fiber with 100% of CRA and observed
concrete mixes with CRA only tend to show lesser
strength due to its higher perviousness; however, with
PP fibers, significant improvement in flexural strength
and elastic modulus was observed. Gao et al. [14] used
steel fibers up to 2% with different percentages of CRA
and found that with equivalent fiber content and
compressive strength, replacement of CRA had a
diminutive influence on the durability of the concrete.
He et al. [15] used hybrid steel fibers and PP fibers and
found that with 1.5% of hybrid steel fibers, the strength
of the RAC was enhanced by 23%, but with 1.2% of PP
fibers, the strength was reduced by 5.5%. Similarly Gao
et al. [16] investigated different fibers such as steel, PP
and basalt and FRA and observed a decrease in

workability with an increase in fiber volume due to the
higher surface area of fibers that occupies more mortar.
The study also reported a higher strength of 6 MPa with
1.5% mild steel fibers, 3.15 MPa with 0.198% PP fibers,
and 3.4 MPa with 0.15% of basalt fibers. Gyanendra
Kumar et al. [17] reported that the use of optimized
percentage of CRA (25%) and PP fibers (2%) improves
the strength of RAC by 25.4% and shear strength by
30.8% due to the strong bond between the interface of
cement paste and fibers. Juric et al. [18] observed that
use of recycled GF polymer in the concrete increases
the load bearing cpapcity of the member by 33%
compared to conventional. Balamuralikrishnan et al.
[19] used Alccofine (a high glass content reactive %
material) as an alternative to cement and observed 17%
strength improvement. Dadzie and Kaliluthin [20] used
waste plastic bottles in the production of voided
concrete slab and obsereved 13% reduction in the cost
and subsequent CO; and embodied energy emissions.
Sivamani et al. [21] used FRA and observed optimal
replacement of 30% increases the strength by 7.85%
and decreased by 23.5% with 100% replacement. Pawar
et al. [22] analyzed the stress-strain behaviour of
recycled aggregate concrete using stress-strain curve
model and observed that the efficacy of model is similar
in ascending and varying in descending portion for
strength prediction.

The effectiveness of the research relies on its
suitable practical applications. In such a case,
Pederneiras et al. [23] used CRA obtained from the site
and laboratory up to 60% and observed a strength of 40
MPa suitable for medium traffic conditions. However,
Tam et al. [24] used both FRA and CRA and observed a
5% increase in water absorption, but with a prolonged
curing period, the strength was found to be equivalent to
the mix with CNA. It could be observed from the brief
literature review that use of CRA in concrete creates
voids due to higher porosity that weakens the concrete
micro-structure. So, few fibers such as steel, PP and
basalt fibers were commonly used with CRA in
concrete. However, the effect of crimped GF with FRA
and its practical suitability in traffic applications still
needs to be reported. Thus, this study investigates the
influence of 0.25, 0.5, 0.75, 1, and 1.5% crimped GF
with 10, 30, 50, 70, 90 and 100% of FRA on the
concrete properties and its suitability under different
traffic volume conditions.

2. METHODOLOGY

2. 1 Materials This study used ordinary portland
cement of 43 grades collected from the local vendor as
per ASTM C150. Locally available river sand with a
relative particle size of 1.18 mm~2.36 mm was used as
fine natural aggregate (FNA). The concrete waste from
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a demolished building in the institution with particle
size equivalent to FNA was used as fine recycled
aggregate (FRA). The huge boulders from the site were
broken initially with a hammer and then crushed with a
jaw crusher machine. It is then sieved with a mechanical
sieve to obtain the particle size distribution equivalent to
FNA. The FNA and FRA were pre-soaked separately
for 24 hours and surface saturated for 3 hours before
their use in the casting [11]. The photographic reflection
of FNA and FRA is shown in Figure 1. The FNA was
replaced with 10, 30, 50, 70, 90 and 100% of FRA by its
volume. The coarse natural aggregate (CNA) was the
river gravel with particle sizes ranging from 10 mm~20
mm. The gradation curves of FNA and FRA are shown
in Figure 2. The glass fiber (GF) collected from the
local vendor were chopped to an aspect ratio of 30 and
was added in the weight fractions of 0.25, 0.5, 0.75, 1.0
and 1.5% in the concrete. The glass fiber is highly
durable, do not corrode and has higher validity than
other fibers. The visual and microscopic observation of
fibers is shown in Figure 3. The properties of GF from
the vendor are given in Table 1.

2. 2. Methodology The concrete mixtures are
prepared as per IS 10262 (2009) to achieve a target
strength of 30 MPa. Table 2 shows the mix proportions
adopted with suitable material quantities. The concrete
mixtures prepared with different aggregates were
labelled as FRA-a-x-y, where ‘a’ represents the
percentage of FRA, ‘x’ represents the percentage of
fiber and ‘y’ represents the method of mixing adopted.

(b)
Figure 1. Visual Observation (a) FNA (b) FRA
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TABLE 1. Properties of GF

Fiber Length Aspect Density Elastic
(mm) Ratio (g/cm?®) Modulus (GPa)
GF 18 30 0.84 70

For instance, the mix ID FRA-50-0.25-NMA indicates
that the concrete mixture was prepared with 50% FRA
and 0.25% GF by a normal mixing approach. In NMA,
all the materials were added in suitable proportions and
mixed well for 180 seconds to achieve uniform
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TABLE 2. Concrete mix proportions (Optimized mixes)

Mix ID (kg/m?)
CEMEN FNA FRA CNA Water
FRA-0-0-NMA 413 799 0 1029 186
FRA-30-0-NMA 413 559. 239, 1029 186
FRA-100-0-NMA 413 0 799 1029 186
FRA-30-1-NMA 413 559. 239, 1029 186
FRA-100-1-NMA 413 0 799 1029 186
FRA-0-0-TSMA 413 799 0 1029 186
FRA-30-0-TSMA 413 550. 239, 1029 186
FRA-100-0-TSMA 413 0 799 1029 186
FRA-30-1-TSMA 413 559. 239, 1029 186
FRA-100-1-TSMA 413 0 799 1029 186
ot P
60 sec l 605 | 30sec

ec
NFA +NCA +FRA ——> NFA+NCA +FRA —— NFA+NCA +FRA —l

NFA +NCA +FRA

|

50% water

Fresh concrete

Figure 4. Schematic illustration of TSMA

blending. In TSMA, FNA, FRA, CNA and GF were
added with half of the water and blended for 60
seconds. Following, cement was added and blended for
30 seconds, and the remaining 50% was added and
mixed for 120 seconds [25]. The TSMA was uniquely
adopted in the mixes with FRA as it tends to absorb
excess water while mixing, affecting the workability of
the concrete (Figure 4).

Initially, the concrete mixes were manufactured by
NMA with different percentages of FRA to optimize the
percentage of FRA, followed by the optimization of GF.
The fresh concrete mixes prepared with optimized
percentages of FRA and GF by both NMA and TSMA
were tested for workability as per IS 1199 (1959). The
fresh concrete was poured into moulds, vibrated and
turned out into 150 mm cubes, 150 mm x 300 mm
cylinders, and 500 mm x 100 mm x 100 mm prisms
under laboratory conditions. The moulds were removed
after 24 hours and tested for their hardened properties as
per IS 516 (1959). The cubes were tested for
compression, cylinders for tensile strength and elastic
modulus and prism for flexural strength at 7, 14 and 28
days. The shear strength of the concrete was determined
at 28 days [26]. All tests were conducted in trebles. It is
essential for every research study to evaluate their
suitability in real-time applications. In such perspective,

the concrete mix with optimized FRA and GF was
fabricated into hexagonal paver blocks (125 mm side
area) and tested for non-traffic (60 mm thick) and
medium volume (80 mm thick) traffic applications. For
light volume non-traffic applications, the concrete mix
was designed for M30 grade and for medium volume
traffic applications, the concrete mix was designed for
M40 grade. The paver blocks with varying thickness
were tested for compressive strength at 28 days as per
1S15658 (2006).

3. RESULTS AND DISCUSSIONS

3. 1. Characteristics of Aggregates Table 3
shows the properties of FNA, FRA and CRA used. The
properties of aggregates were within the BIS limits (1S
383:2009). However, FRA's properties were inferior to
FNA's due to its poor quality. The water absorption of
FRA was 87% higher than FNA, and the density of
FRA was 6.15% less compared to FNA. The higher
porosity of FRA ensuing from the adhered mortar
increases the water absorption and reduces the density
[8, 10, 11]. Figure 5 shows the microstructure of FNA
and FRA used in the study. The microstructure of FNA
shows angular with flaky particles, whereas the
microstructure of FRA, smearing of cement particles on
the surface of it, causes an increase in porosity. Figure 6
shows the XRD patterns of FNA and FRA, and it is
observed that the FNA shows higher silica and lesser
calcite, whereas, in FRA, calcite is more than silica. The

TABLE 3. Properties of aggregates

AGGREGATE G \("0’/0'? g/;g ('0'/\0’) (kg?m3)
FNA 253 093 - - 1526
FRA 241 712 - - 1432
CNA 273 087 2041 1723 1978

G — specific gravity; W.A. — Water absorption; C.V — Crushing value;
1.V — Impact value; D — Density

EHT =15.00 kv Signal A = VPSE G3 Date 23 May 2022 _—
WO = 8.0 mm Mag= 300KX Time 424544
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Figure 6. XRD images (a) FNA (b) FRA

former favors the C-S-H formation, while the latter is
due to the smearance of cement mortar on recycled
aggregates.

3. 2. Optimization of FRA and GF Figure 7(a)
shows the variation in strength with the addition of GF.
The optimum GF was 1%, with an increase in strength
of 11.6% at 28 days. The strength of concrete with
0.25%, 0.5% and 0.75% of GF was increased by 4.9%,
11% and 11.32%. An increase in strength mainly
depends on the percentage of GF. The crack-arresting
property of GF increases the energy absorption of the

concrete and improves its strength [27]. Conversely,
with 1.5% of GF, the strength was reduced by 7.5% at
28 days. The reason may be the wrapping of aggregate
by excess GF weakening the interlocking bond or
uneven orientation/dispersion of GF in concrete [28].

Figure 7(b) shows the variation in strength with the
addition of FRA at 28 days. The strength of concrete
with 10% and 30% of FRA was increased by 1.1% and
3.8%. It is observed that only minimum improvement in
the strength was observed which is due to the higher
angularity of particles resulting from the crushing
process [11, 29]. However, with 50%, 70%, 90% and
100% of FRA, the strength of concrete was reduced by
1.6%, 5.2%, 8.9% and 15.3%. The reduction in the
strength of concrete was mainly influenced by increase
in the porosity of FRA as a result of cement mortar
smeared on it [10, 30]. Various other factors such as
source, size, age, percentage of mortar etc. influence the
strength of RAC. The production of FRA involves
series of crushing to reduce the large boulder
construction wastes to finer particles. During recycling,
micro-cracks develop on recycled aggregates which
prolongs with an increase in the crushing stages causing
higher porosity in FRA and reducing the strength of the
concrete.

3. 3. Properties of Concrete with Optimized Mixes

It could be observed that 30% of FRA and 1% of GF
tend to improve the strength of concrete individually.
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However, the effect of GF on the properties of the
concrete with FRA by NMA and TSMA is the main
intend of the research. Ten different mixes by NMA and
TSMA with optimized percentage of FRA and GF was
considered to investigate the concrete properties.

3. 3. 1. Workability The workability of optimized
concrete mixes is shown in Figure 8. It is observed that
the workability of mixes with FRA decreases; however,
with TSMA, the workability improves. The slump of
NAC was found to be 70 mm; however, with 30% of
FRA, the slump was reduced by 14.3%. Similarly, with
100% of FRA, the slump of RAC prepared by NMA
reduced by 71.4%. The higher porosity of FRA absorbs
mixing water reducing the required water for a
homogenous concrete mixture and reducing the
workability of concrete [31, 32]. Through TSMA, the
workability of NAC was found to be 75 mm, and the
slump of the mix with 30% and 100% of FRA was
reduced by only 10% and 64%. The mechanism of
adding water in two stages in TSMA overcomes the
negative effect of higher water absorption of FRA and
insufficient water during concrete mixing [11, 20]. The
addition of fibers further tends to reduce the slump of
the concrete mixes, irrespective of aggregate
replacement. The slump of FRA-30-1-NMA was
reduced by 18.6%, and the slump of FRA-30-1-TSMA
was reduced by 15.7%. Similarly, the slump of FRA-
100-1-NMA was reduced by 74.3%, and the slump of
FRA-100-1-TSMA was reduced by 67.2%. The higher
surface area of GF requires more mortar to wrap and
thus reduces the slump of the concrete [14].
Nevertheless, the mix with equivalent fiber content
prepared by TSMA shows little higher slump values due
to the addition of water in two-stages during concrete
mixing. Similar other studies [10, 19] show
improvement in the workability of RAC due to the
influence of TSMA.

3. 3. 2. Compressive Strength The compressive
strength of optimized mixes is shown in Figure 9. The
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Figure 9. Compressive strength of the mixes

control mix FRA-0-0-NMA shows a strength of 39.2
MPa at 28 days, which meets the required target
strength of M30 grade concrete. However, the strength
of the control mix by TSMA was further enhanced by
6.5% due to the effectiveness of the mixing technique.
When FNA is replaced by 30% of FRA, the strength is
improved by only 1.9% at 7 days and 3.8% at 28 days.
With TSMA, the strength was further improved by only
6.4% at 7 days and 8% at 28 days. However, with 100%
FRA, the strength was reduced by 19.6% at 7 days and
18.1% at 28 days. The strength reduction with excess
FRA particles is due to its poor-quality ensuing from the
smearing of cement particles. A similar improvement in
strength was observed in the TSMA mix, even with
100% of FRA. Upon the addition of fibers, the strength
of RAC increases up to 1%, beyond which it decreases.
The maximum compressive strength was achieved at
1% of GF with 30% of FRA as 44.23 MPa at 28 days. It
could be observed that the strength improvement was
11.3% compared to control concrete, and only a 3.6%
improvement was observed with the addition of GF.
The variation with the addition of GF was observed to
be minimum, as GF does not significantly impact the
strength of RAC [33].

The higher angularity and aspect ratio of GF forms a
grid that bridges within the matrix and arrests the crack
propagation further upon loading. Nevertheless, adding
a higher percentage of GF causes uneven distribution of
fibers leading to the localization of fibers to specific
regions. Such characteristics lead to void formation, and
thus the reduction in strength was observed. In addition,
a higher percentage of GF consumes excess mortar due
to its increased surface area, affecting the workability
and strength of the concrete. However, minor variations
in strength were observed in optimized mixes, even with
100% of FRA and optimized GF. The strength of FRA-
100-1-NMA was reduced by only 19.4% at 7 days and
18.1% at 28 days, and the strength of FRA-100-1-
TSMA was reduced by 8.9% at 7 days and 7.2% at 28
days.
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The addition of GF has shown only minimal
improvement in the concrete strength. Few studies on
fiber-reinforced RAC infer that the elastic modulus of
fibers influences concrete strength. He et al. [15]
reported that adding 1.5% of steel fiber with an elastic
modulus of 210 GPa shows a 23.2% improvement in
strength, whereas the GF with the elastic modulus of 35
GPa reduces the strength by 5.5%. Furthermore, Gao et
al. [16] used hook-end steel fiber, micro steel fiber, PP
and basalt fiber (BF) and inferred that PP and BF show
reduced strength compared to steel fibers due to their
lower elastic modulus. Compared with steel and PP
fiber, the elastic modulus of GF was lesser, resulting in
minor strength improvement in the concrete.

3. 3. 3. Split Tensile Strength The split tensile
strength of the optimized mixes is shown in Figure 10.
The variation in the trend of split tensile strength is
similar to that of compressive strength for all optimized
mixes. The tensile strength of control concrete with
NMA and TSMA was 3.21 MPa and 3.47 MPa at 28
days. With 30% of FRA, the tensile strength was
improved by only 4.5% for NMA mixes and 9.1% for
TSMA mixes. However, with 100% FRA, the tensile
strength was reduced by 22.7% for NMA mixes and
12.5% for TSMA mixes. The reason behind the
variation in tensile strength with the addition of FRA
and TSMA was equivalent to compressive strength.

Similar to compressive strength, the tensile strength
of glass fiber-reinforced RAC tends to increase. The
tensile strength of FRA-30-1-NMA and FRA-30-1-
TSMA was improved by 11.32% and 12.5% at 28 days.
However, with 100% FRA, the tensile strength was
reduced by only 20.2% for NMA mixes and 11.2% for
TSMA mixes. The addition of GF has a better influence
on tensile strength than the compressive strength of
RAC. When specimens are loaded for splitting, GF-
oriented transverse to the longitudinal direction of the
specimen acts as a link in effective load transfer
carrying an additional load and thus improving the
tensile strength of the concrete. In addition, localization
of stress might occur in the mixes beyond the optimized
percentage of GF, reducing the tensile strength of the
concrete. Similar other study by Akca et al. [12] show
influence of stress localization with the addition of
excess fibers that affected the tensile strength of the
concrete.

Besides the surface texture, dispersion, elastic
modulus, and fiber orientation influence the concrete's
strength. Figure 11(a) shows the effect of the orientation
of GF on the concrete strength. It could be observed that
fibers-oriented transverse to the direction of the applied
load are subjected to tensile load. In contrast, those
oriented along the applied load will compress rather
than tension resulting in crumbling. This could reduce
the strength as the fibers are strong in tension and weak
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Figure 10. Split tensile strength of the mixes

in compression. Figure 11(b) shows the effect of excess
GF on the concrete strength. The addition of excess GF
causes uneven dispersion/accumulation of GF in a
specific region leading to the localization of stress. This,
in turn, causes void formation in that region resulting in
a reduction in the concrete strength.

3. 3. 4. Flexural Strength The flexural strength
of the optimized mixes is shown in Figure 12. The
flexural strength of F-30-0-NMA and F-30-0-TSMA
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Figure 11. Schematic illustration (a) Orientation of GF (b)
uneven dispersion of GF
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was 2.3% and 4.9% more compared to the control
concrete. With 100% of FRA, the flexural strength of
the F-30-0-NMA and F-30-0-TSMA was reduced by
14.3% and 11.1%. After adding GF, the strength of F-
30-1-NMA and F-30-1-TSMA was further improved by
16.2% and 17.8%. For the mix with 100% of FRA,
adding 1% of GF reduced the strength by only 12.4%
and 10.3%. The variation of flexural strength was
observed to be in a similar compressive and tensile
strength tendency.

3. 3. 5. Shear Strength The shear strength of the
optimized mixes is shown in Figure 13. It could be
observed that shear strength decreases with an increase
in the FRA. The shear strength of the concrete with 30%
FRA was improved by 2.5%, while with 100%, shear
strength was reduced by 7.2%. The shear strength
reduction with increased FRA is due to poor bonding
characteristics between recycled aggregate and matrix
resulting from adhered mortar [17]. After adding 1% of
GF, the shear strength with 30% GF was increased by
3.6% and the shear strength with 100% of GF was
reduced by only 2.2%. The addition of GF improves the
bond characteristics by bridging the cement matrix
firmly and improving the shear capacity of the concrete.
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Figure 13. Shear strength of the mixes

3. 4. Effect of GF on the Performance of Paver
Block The influence of GF on RAC was observed
to yield positive results with the mix containing
optimized FRA of 30% and GF of 1% prepared by
TSMA. So, the study evaluates the performance of
paver blocks with glass fiber-reinforced RAC. Figure 14
shows the compressive strength of the paver block at 28
days. For non-traffic applications, the strength of FRA-
30-0-TSMA was increased by 1.2% and the strength of
FRA-100-0-TSMA was reduced by 21.7%. However,
the strength of FRA-30-1-TSMA was increased by 4.5%
and the strength of FRA-100-1-TSMA was reduced by
only 17.4%. Similarly, for medium traffic applications,
the strength of FRA-30-0-TSMA was increased by 1.9%
and the strength of FRA-100-0-TSMA was reduced by
20.38%. However, the strength of FRA-30-1-TSMA
was increased by 5.4% and the strength of FRA-100-1-
TSMA was reduced by only 15.8%. It could be
observed that the addition of GF tends to increase the
strength of the paver block. Furthermore, for medium
traffic volume applications, with optimized GF and
FRA, the strength of paver blocks reaches a maximum
of 46 MPa at 28 days, which is suitable for medium
volume traffic applications. Such improvement is due to
the tensile property of GF, but eventually, the strength
improvement was minimum compared to other fibers
owing to its low elastic modulus.

4. CONCLUSIONS

The effect of glass fiber (GF) on the hardened properties
of recycled aggregate concrete (RAC) was studied and
their practical suitability were evaluated with paver
blocks for non-traffic and medium volume traffic
conditions. The following recommendations were made
as folows:

1. The inferior quality of FRA increases the water

absorption and optimizes the replacement to 30%.
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The concrete mix prepared by two-stage mixing
approach (TSMA) show 8% higher strength
compared to normal mixing approach (NMA).

The concrete mix with 30% of FRA was increased
by 8% while the mix with 100% of FRA was
reduced by 7.1%.

The concrete mix with 1% of GF show 11.6%
higher strength, beyond which it decreases due to
pore formation resulting from the mortar covering
the GF.

The concrete mix with optimized percentage of
FRA and GF prepared by TSMA show 11.3%
higher compressive strength, 12.5% higher tensile
strength, 17.8% higher flexural strength and 3.6%
increase in the shear strength of the concrete.

The paver block with optimized percentage of FRA
and GF exhibit minimum strength of 33.9 MPa
(non-traffic) and 45.6 MPa (medium traffic).

The research on the influence of GF on the recycled

aggregate concrete tend to show better properties
counteracting the negative effects of recycled aggregate
concrete. However, the limitations are imposed on the

util

ization owing the glossy surface of GF and

localization of stress leading to weaker bonding with
recycled aggregate.
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ABSTRACT

Surface roughness significantly affects the scattering of load-displacement curves and the measurement
of mechanical properties by the macro-scale indentation. Many mechanical properties such as modulus
of elasticity, yield stress, strain hardening exponent, and hardness can be determined using the
indentation results, which are the information obtained from the load-displacement curve. Reliable
parameters of the load-displacement (P-h) curve are employed to estimate the mechanical properties.
The inaccurate P-h curve leads to a misestimation of material properties. Ignoring the surface roughness
might be a source of error in the indentation results. In this paper, the effects of surface roughness on the
P-h curve of macro spherical indentation and Brinell hardness number (BHN) were studied. The range
of roughness with minimal effect on indentation results was obtained. The surface roughness of 2 and
12 microns was created on the experimental samples using the electrical discharge machining (EDM)
process. The finite element simulations were performed with different surface roughnesses. The results
showed that roughness affected both the P-h curve and hardness values in different indentation depths
and various indenter sizes. It was observed that with increasing the Rq roughness, the P-h curve level
and hardness value decreased and that with increasing the indentation depth, the effect of roughness on
hardness decreased as well. The neumerical results showed a good agreement with the results of
experiments.

doi: 10.5829/ije.2023.36.05b.08

1. INTRODUCTION

should be noted that most of the studies have been carried
out on the nano and micro scales. Surface roughness in

The determination of material properties in engineering
material has always been a subject of concern.
Employing the indentation method is one of the non-
destructive and effective methods to estimate the material
properties; therefore, unreliable and inaccurate data of
the indentation result is usually a source of error. Surface
roughness is one of the important parameters which may
cause uncertainties in indentation results, when is
neglected. The indentation technique relies on the
characterization of the P-h curve parameters. In general,
surface roughness is determined using the peaks and
valleys of the surface and their interval distribution along
the surface [1]. In the indentation method, surface
roughness can play an important role in the determination
of mechanical properties. Studies showed that surface
roughness can alter the P-h curves [2, 3]. However, it

*Corresponding Author Email: a.h.mahmoudi@gmail.com,
a.h.mahmoudi@basu.ac.ir (A. H. Mahmoudi)

the low-depth indentations can be one of the primary
sources of error in estimation of various mechanical
properties. In the large indentation depth, the error at the
contact point is reduced. It has been revealed that the
error caused by the surface roughness is proportional to
the indentation depth [4]. Surface roughness is effective
when the dimensions of peaks and valleys are much
smaller than dimension of the contact area [5]. Since the
contact area of the indenter and the surface can be
obtained indirectly from the indentation depth, surface
roughness can cause errors in determination of the
contact area between the indenter and the surface piece
[1]. Bhaskara Rao and Beatrice Seventlin [6] developed
a new technique based on the image processing to
measure the surface roughness.

Please cite this article as: A. Karbasian, M. Shirazi, A.H. Mahmoudi, Effect of Surface Roughness on Brinell Hardness and Load-Displacement
Curves using a Macro Indentation, International Journal of Engineering, Transactions B: Applications, Vol. 36, No. 05, (2023) 914-924
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Walter et al. [7] assessed the effect of surface
roughness on elastic modules using 2D and 3D FEM
simulation on a Nano scale. They realized that for Ra>3
nm, the results varied considerably in both models [7].
Campbell et al. [8] investigated the effect of roughness
on the reduced modulus (Er) in impact of two surfaces
and presented a principle study using three-dimensional
finite element modeling to implement the apparent
modulus in a rough surface, which was measured by an
atomic force microscope (AFM). Chen et al. [9] reported
that when the applied forces are small, the surface
roughness has a significant effect (due to the low level of
indentation). However, this issue is not of importance in
case of sharp indenters. They also developed a 3D
roughness model using a Berkovich indenter in
ABAQUS software [9]. Gao et al. [10] studied the effect
of surface roughness on variables such as indentation
force, contact area, and contact load in both loading and
unloading. They modeled the roughness of different
materials by mapping the experimental AFM data to a
finite element model. Xia et al. [11] presented various
quantitative models for estimating macro-hardness in
studying the effect of roughness on hardness. the effect
of non-reproducibility as an error of the Nano-
indentation test was taken into consideration [11]. Bobji
etal. [12] studied the effect of roughness on a macro scale
with an average point height of 1 mm for different
roughness shapes with a spherical indenter. They found
that Young's modulus and hardness are sensitive to
roughness. Furthermore, they studied the quasi-static
indentation to determine the results of scatter due to the
surface roughness parameters [12]. Bobji et al. [13] found
that the hardness scatterings measured on a rough surface
in Nano-indentation could be caused by geometric
change of roughness during indentation, the effect of
indenter geometry, and the material properties. In another
case, they suggested that the hardness value is reliable
when the indentation depth “h” is greater than or equal to
four times the value of the Root Mean Square (RMS or
Rq) of the profile height parameter [13]. Tang et al. [14]
studied the influence of surface roughness on hardness
measurement by using nano indentation tests and FE
analysis. Xia [15] advised a method to accurately
determine the mechanical properties, taking into account
the calculation of the errors in the first contact point and
also the effect of the surface roughness error. Using 2D
Finite Element (FE) analysis of spherical indentation on
a Nano scale, Walter et al. [16] observed that increasing
the roughness decreased the contact area and, as a result,
there was more scattering of the Young's modulus in an
elastic deformation. They also stated that when the
roughness value is much smaller than the contact surface,
the geometric parameter of roughness has a significant
effect on the results of the indentation process. In another
case, they found that increasing the roughness led to more
scattering of the P-h curve [16]. Nazemian et al. [17]

showed that the surface roughness of thin films affects
the Nanoindentation results, especially at low indentation
depth. Mikowski et al. [18] determined the mechanical
properties of the kaolinite material considering the effect
of surface roughness in the Nano-indentation test on their
samples. Bolesta and Fomin [19] found that the surface
around the indentation area changed due to the surface
roughness. In some cases, the accuracy of measuring the
hardness and the P-h curve can be affected by these
changes. Maslenikov et al. [20] resulted that the
roughness deviates the hardness from its correct number.
They corrected the hardness value by information of
correlation function and height distribution. Jiang et al.
[21] examined the effect of surface roughness on the nano
hardness and elastic modulus of thin films. They used
nano-indentation method to extract the material
properties. They also showed that the micro hardness and
elastic modulus decreased in rough samples in
comparison with smooth ones.

Pham et al. [22] proposed a function from FE and
regression analysis by using spherical indention to
determine the plastic properties of materials. Goto et al.
[23] obtained the stress - strain curve by employing an
estimation technique based on the indentation method.
Wagih [24] employed a sharp nano-indentation test and
FE analysis to predict the hardness of composite and pure
metal. Akahori et al. [25] also used the spherical
indentation and numerical method to measure the yield
stress and residual stresses.

In recent years, the indentation method, numerical
inverse analysis, and FE simulations have been widely
used to determine the material properties of various
materials [26-28]. Bocciarelli and Maier [29] employed
the imprint area and indentation test to estimate the
residual stresses. Furthermore, studies have been
performed for simultaneous determination of the material
model and the residual stresses for different materials
[30, 31].

As it was previously mentioned, many of the methods
which have been proposed to estimate the material
properties from the indentation approach, are based on
the P-h curve parameters. Access to an accurate P-h curve
is one of the complex challenges. An inaccurate P-h
curve can lead to incorrect and scattered material
properties. Different surface roughnesses can alter the P-
h curves. It is one of the challenges to recognize the effect
of roughness on the P-h curve and roughness range that
does not affect the curves.

In this paper, the effect of surface roughness on the
hardness value and P-h curve of the macro-spherical
indentation was studied. The effects of the indenter size
and the indentation depth were examined and compared
for different rough surfaces. Most of the previous studies
have been conducted for nano scale indentation and
roughness. Finite Element Analysis with different
surface roughness were performed to specify the effects
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of roughness, indenter size, and indentation depth on both
P-h curves and the Brinell hardness. The optimum
roughness range within which the effect of micro
roughness on the macro P-h curves results could be
ignored, was obtained. The Finite Element (FE) results
were also verified using several experimental tests.

2. 1. Roughness Simulation In this study, one of
the challenges was modeling of the surface roughness.
Despite many efforts, it was noticed that 3D modeling of
the surface roughness in ABAQUS commercial code was
complicated. For this purpose, a rough surface was first
modeled in MATLAB coding commercial software and
NxN points were created using a random statistical
function. Then, by mapping the points from MATLAB to
ABAQUS, the desired model with a specified Rq was
modeled in ABAQUS [32-34].

The parameter Rqg represents the distribution of the
standard deviation in the surface point’s height, which is
an essential parameter for creating the surface roughness
by statistical methods. This parameter represents the root
mean square (RMS) of the profile height from the mean
line and is more sensitive to the parameter Ra (arithmetic
mean of the height of the points) in deviations of large
surfaces from the mean line. Rq or RMS is defined by
Equation (1) [35]:

2. RESEARCH METHOD

The procedure of this research is described in the
flowchart as shown in Figure 1.

'd ~\ ( ~\
Create different roughness Create rough surface with

using EDM on surface of different Rq in MATLAB coding
(. J A J
, 'd | ~
'S herical ind . h‘ Mapping rough surface to
pherical in e',-ntatlon test on the the indentation area in
L samples with rough surface )

'd )
, N Extract elastic and plastic
Extract P-h curve from properties of SS316L from
indentation tests ~ I o
A\ J
'd )
, FE analysis of indentation on
the model

g )
Measure imprint area diameter
after unloading step by VMM |
A\ J

'd )
Extract P-h Curve, Maximum
Force and imprint area

Comparison P-h curve and Pmax between FE and EXP
for different roughness, indenter size and indentation

Calculate BHN by using Calculate BHN with FE
Pmax and imprint area Maximum Force and imprint

Comparison BHN values between FE and EXP for
different roughness, indenter size and

Figure 1. A Schematic presentation of the research flow
diagram

Ry = ’% fOL[Z(x)]ZdX 1)

where in Equation (1), L is the sampling length and Z is
the height of the points from the origin of the coordinate
system .

The following smart and novel method was employed
to model the rough surface. First, a rough surface with
the desired Rq was created on the NxN point in
MATLAB coding program. Then, all steps of the
indentation simulation were performed in ABAQUS. The
resulted rough surface was then mapped from the
MATLAB to the indentation area in ABAQUS using the
JAVA coding program. Figure 2 shows the created rough
surface in MATLAB and Figure 3 illustrates the mapped
surfaces to the FE model for different roughness values.

2. 2. Finite Element Method Finite element
simulations were performed using ABAQUS commercial
code. The indenter was modelled with a Young’s
modulus of 600 GPa, and a Poisson's ratio of 0.3 [36],
which corresponds to the properties of tungsten carbide.
The elastic regime was considered for the indenter
material. Due to the symmetry in loading and geometry,

Figure 2. 3D rough surface schematic obtained from
MATLAB software

RT
S

17 micron 12 micron

2 micron

Figure 3. Roughness schematic created in ABAQUS
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only a quarter of the sample was modelled for both the
indenter and the specimen. The materials regime for the
sample was considered to be elastic-plastic with a
Young's modulus of 204 GPa, which was extracted from
the uniaxial tensile test of stainless steel 316L, and the
Poisson's ratio was considered to be 0.3 [37]. The plastic
true strain-stress data extracted from the tensile test was
used as the plastic properties. The type of the element
used in the spherical indenter and specimen was C3D8R.
The mesh size was 0.03 mm which was verified by a
convergence checking. Figure 4 shows the P-h curve
convergence. The total number of elements were
336,000. Spherical indenters with diameters of 1, 1.5,
2.5, and 4 mm and a block with dimensions of 3x4x4
mm? were modelled. Figure 5 illustrates the imprint area
and deformation of the sample in the Y direction after the
unloading step.

2. 3. Hardness Calculation Method The Brinell
method is a two-stage indentation procedure to determine
the hardness. In the first step, a hard indenter is pressed
vertically into the surface of the sample under load. In the
second step, the length of the indentation diameters is
measured from at least two perpendicular directions.
Equation (2) shows the Brinell's hardness equation [38,
39]. The Brinell hardness value is obtained by dividing
the applied force by the area of the indented surface.

2F

1800

1600 |
———  Element Size 0.01mm //1
| — ——  ElementSize 0.015mm -
1508 ————  ElementSize 0.02 mm o~ [
Element Size 0.025 mm / [
12001 —.—.— —  ElementSize 0.03 mm s [
1000 / !
< 800 - :
L e
8 ]
= d i
600 - e
// !
400 o |
e I
200 e |
~
~ !
0 s !
-200

T T v T T T T T !
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16
Indentation Depth (mm)

Figure 4. Convergence for the P-h curves

Figure 5. Deformed view of the FE model after unloading

In the above equation, BHN is the Brinell hardness value
in (kg/mm?), F is the force, D and d represent the
diameter of the indenter and the diameter of the
indentation imprint in (mm), respectively. In calculation
of the hardness, the values of the force and the
indentation imprint diameter were extracted from both
numerical and experimental imprints. The force used in
the hardness calculation was the maximum contact force
(Pmax) between the specimen and indenter. The Pmax was
extracted from the end of loading step of the P-h curve.

2. 4. Experimental Tests The material used in
this study was stainless steel 316L. This grade of steel is
widely used in marine structures, food devices, medical
implants, and fasteners [40]. The samples for tensile tests
were manufactured according to standard ASTM E 8M-
04 [41]. In Figure 6 the true and engineering stress-strain
curves of 316L are shown. The yield stress and elastic
modulus of the specimen were 263Mpa and 204GPa,
reespectively. Furthermore, the chemical compositions
of 316L are appicted in Table 1.

The indentation tests were carried out using a
universal tension-compression test device with a capacity
of 5000 N. The indentation depth was measured by a
linear variable differential transformer (LVDT) with
accuracy of 0.1 micron. In Figure 7 the indentation test
setup and its components are shown. Both load and
indentation depth were recorded during the indentation
tests.

An electric discharge machine (EDM) was used to
create the required roughness on the block samples
manufactured from stainless steel 316L. The EDM
affects the morphology and roughness parameters of the
material's surface [42]. The 2- and 12-micron roughness

1200

Stress(MPa)
2]
3

Engineering Stress - Strain

— — True Stress - Strain
0 0.1 02 03 0.4 05 06 07 0.8

Strain
Figure 6. True and engineering stress - strain curves of 316L

TABLE 1. Chemical composition of experimented SS316L

Fe C Si Mn P S Cr Mo
Base 0.024 041 179 0.020 0.013 1695 2.034
Ni Al Co Cu Nb Ti \Y W

10.06 0.004 041 041 0.008 0.002 0.053 0.077
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| s -

Figure 7. Macro spherical indentation test setup

were achieved by changing the EDM input parameters,
such as current intensity and the pulse time. Figure 8
shows two surfaces with different roughness values along
with the imprints of the indentation remained after
unloading. The advantage of having more diverse
roughness values was provided by the application of the
EDM to create the roughness. Although there are other
techniques to create the roughness, the EDM process
provided the requirement surface roughness with the
least side effects.

Two indenters with diameters of 2.5 and 1.5 mm were
employed in the experimental indentation test; therefore,
the effect of the indenter size and the roughness could be
observed simultaneously. Also, the indentation depths of
50, 90, and 150 microns were examined on the samples
to investigate the effect of indentation depth of the rough
surface on the spherical indentation. The diameters of the
indentation imprint were measured using a vision
measuring machine (VMM) in four different directions
with high accuracy. The measurements were performed
along different directions to achieve more accurate
results. Then, the Brinell hardness was calculated using
Equation (2). A surface profilometer was used to measure
the roughness. Three important roughness parameters
were obtained according to Table 2. Ra is the arithmetic
mean of profile height, Rp is the maximum profile peak,
and Rv is the maximum profile valley depth. In Table 2,
the standard deviation (SD) of measured parameters are
shown.

3. RESULTS AND DISCUSSION

3. 1. Effect of Roughness on Load Displacement
Curve Several finite element analyses with the Rq
roughness values of 2, 7, 12, and 17-micron were
performed. Figure 9 compares the P-h curves obtained
from numerical simulations and experimental tests for 2
and 12-micron roughness using a 2.5-mm diameter
indenter. The P-h curves for the 1.5-mm indenter with 2-

Figure 8. Two surfaces with different Rq roughness values
(a) 2-microns (b) 12-microns

TABLE 2. Roughness parameters measured by surface
profilometry device, (SD: Standard deviation)

Roughness (Rg) Ra,pm (SD) Ry, pm(SD) Ry, um (SD)

2-micron 1.56 (0.16) 4.66 (0.33) 5.1 (0.36)
12-micron 9.6 (0.59) 36.5 (4.84) 34 (3.45)
2000 - 2micron R, s-EXP
_____ 2 mi R, roughness-FEM
001 T e Ry rovgines e
1600 4 — —— 12 micron R, roughness-FEM
1400 -
1200
21000
g
z 800
=

-200 T T T T T v T T T 1
-0.02 000 002 004 006 008 010 012 014 016 0.18
Indentaion Depth (mm)

Figure 9. Comparison of P-h curves related to the 2.5 mm
indenter in both 2 and 12-micron Rq roughness between FE
results and experimental tests

micron roughness are shown in Figure 10 According to
these figures, the P-h curves obtained from the finite
element simulations illustrated a good agreement with
the results from the experimental tests. In all figures the
FEM, EXP and Dia are the abbreviations of finite
element results, experimental results and diameter of
indenter.

It is observed in Figure 9 that with the decrease in the
surface roughness, the P-h curves were elevated in both
the numerical and experimental results. This is mainly
due to the less amount of load required for indentation in
the case of 12-micron roughness. This is especially more
observable in the beginning of the curves due to less
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——— 2 micron R, roughness-FEM
— 2 micron R, roughness-EXP

Force (N)
3 o
8 8

-200 T T T T T T T T 1
0.00 0.02 0.04 0.08 0.08 0.10 0.12 0.14 0.18

Indentation Depth (mm)
Figure 10. P-h curves, 1.5mm diameter indenter, 2-micron
Rq roughness: A comparison between FE and experiments

materials constraint of a rough surface. The curve slops
were also less at the beginning for the case of 12-micron
roughness .

The experiment tests revealed that by increasing the
surface roughness, the scattering of the P-h curves was
increased. Little difference between the P-h curves
relates to different points of surface for each roughness
value was observed, but there was a meaningful
difference between the indentation test results of various
roughness.

Although the unloading step of the P-h curve was not
the subject of this study, according to Figures 9 and 10, a
considerable difference with FE was observed. This
deviation was related to the indentation unloading test
setup. However, no parameter has was extracted for this
study from the unloading section of the curves and
therefore this deviation did not affect the results. The
loading part of the curves displayed a good agreement
between the numerical and experimental results. Similar
deviation was observed in other research [43].

In order to further clarify the effect of roughness on
the P-h curves 7 and 17 micron roughness were also
modeled. Figure 11 shows a comparison between their P-
h curves and the 2 and 12-micron cases. Curves in Figure
11 also confirmed the above discussion.

3. 2. Effect of Indenter Diameter The diameters
of the spherical indenters were selected in such a way that
significant differences were observed in the results.
Figures 12 and 13 illustrate the effects of 1, 1.5, 2.5, and
4 mm diameter indenters on the numerically obtained P-
h curves resulting from the indentation on surfaces with
2 and 12 micron roughness. Trends of the curves were the
same in both 2 and 12 micron roughness and the P-h
curves were elevated with an increase in the indenter size.
Table 3 shows the maximum force at 150-micron
indentation depth for different conditions. The maximum
deviation between forces of 2 and 12-micron roughness

20009 2micron R roughness-FEM
18004 ——-————- 7 micron R, roughness-FEM
—_——_—— 12 micron R, roughness-FEM v‘{ ]
16004 17 micron R, roughness-FEM ] t
HE
1400 - ’{ ‘
I
1200 4 {

- i

£. 1000 1 il

] r[ |

= 800 [

[ Ii |
600 r
400 ||

|

200 4 [

04 I
-200

T T T T T T T T T "
000 002 004 008 o008 010 012 014 016 018
Indentation Depth (mm)

Figure 11. Effect of Rq roughness on the FE P-h curves
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Figure 12. Comparison between FE P-h curves for different
indenter sizes and 2-micron surface roughness
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21500
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Figure 13. Comparison between FE P-h curves for different
indenter sizes and 12-micron Rq roughness

was for the Imm diameter indenter with a value of 7.07%
and the minimum was related to the 4-mm-diameter
indenter with a value of 6.18%. According to the
presented results of Figures 12 and 13 and Table 3, it was
concluded that the spherical indentations with larger
indenter sizes were less affected by the surface
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roughness. In the comparison of the experimental P-h
curves between the 1.5 and 2.5mm indenters, a great
reduction in the force of 1.5-mm-diameter indenter was
observed (Figure 14).

3. 3. Optimum Roughness Range It was observed
that the roughness of 2 micron and less was an
appropriate range within which the effect of roughness
on the P-h curves resulting from the 2.5-mm-diameter
spherical indentation could be ignored. As shown in
Figures 15 and 16, the P-h curves of 2-micron Rq
roughness and the ideal surface (without roughness in the
numerical model and polished surface in the experiment)
indicated a good agreement. There are slight differences
between the 3-micron roughness and the two other curves
in the numerical results shown in Figure 15.

The deviation of 2 and 3-micron roughness P-h
curves was related to the early loading stage of curves
where the peaks and valleys of the surface have the
maximum effect on the indentation force. It can be noted
that a 2-micron roughness surface and less are a reliable
range for spherical macro indentation.

TABLE 3. Maximum force values at the indentation depth of
150-microns caused by 1, 1.5, 2.5 and 4 mm diameter indenter
in FE simulations

Indenter Rqg Roughness

Force Deviation between

diameter (mm) (micron) (N) forces (%)
2 748.7
1 7.07
12 695.8
2 1099
15 6.73
12 1025
2 1708.9
25 6.62
12 1595.7
2 2536.9
4 6.18
12 2380.2
1800 1.5 mm Indenter
B ™ —'/T
o
1400 o {
1200 4 ~
-
1000 4 i fj
':‘l 800 /’/
= 600 /// /
400 A //
i
200 A
0 —/

T T T T T T T T |
-0.02 0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16
Depth of Indentation (mim)

Figure 14. Comparison between experimental P-h curves
with 1.5 and 2.5 mm indenter
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Figure 15. Comparison of the FE P-h curves between the 2-

and 3-micron roughness and the ideal surface for the 2.5-mm

indenter
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Figure 16. Comparison of the EXP P-h curves between the
2-micron Rq roughness and the polished surface for the 2.5-
mm indenter

3. 4. Effect of Roughness on Hardness Figure 17
shows the Brinell hardness with a diameter of 2.5 mm for
2 and 12-micron roughness at 150, 90, and 50-micron
indentation depths. The hardness values increased with a
decrease in roughness for both numerical and
experimental results. The slope of curves in the measured
hardness based on the FE data was lower than the
experimental hardness, indicating that the FE hardness
values of 2 and 12 microns Rq roughness are closer to
each other than the experimental values. The hardness
values at 90 and 150-micron indentation depths were
convergent, suggesting that the 50-micron indentation
depth was not an appropriate depth considering the
roughness values.

Indentation tests were performed at a depth of 150
microns with a 1.5-mm indenter on the 2 and 12-micron
roughness to investigate the effect of the indenter size on
the measured hardness. The FE simulations were also
carried out using the same diameter and indentation depth
and the corresponding hardness values were determined
as shown in Figure 18. The trend of changes in the
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Figure 17. Comparison of the hardness for 2- and 12-micron

Rq roughness and different indentation depths for both the
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Figure 18. Effect of roughness on hardness values in FE and

experimental results with the 1.5-mm-diameter indenter

TABLE 4. All hardness values with different indenter size,
indentation depth and surface roughness

L?:;r;tteerr Indentation FE/ Rq Roughness BHN
depth (um)  EXP (um) (kgf/mm?)
(mm)
2 143.7
EXP
12 1204
25 50
2 137.1
FE
12 122.4
2 163.6
EXP
12 150.3
25 90
2 156.3
FE
12 151.4
2 168.4
EXP
12 159.3
25 150
2 161.4
FE
12 160.3
2 160.3
EXP
12 141.1
15 150
2 151.8
FE
12 143.2

hardness with the 1.5-mm diameter indenter was the
same as previous results shown in Figure 17. All
calculated values of hardness are depicted in Table 4.

The influence of both the indentation depth and
surface roughness on the measurement of hardness in
shown in Figure 19. The figure contains the measured
hardness values of both numerical and experimental
results. It can be noted that the hardness values of the
surface with 2 micron roughness were higher than the 12-
micron roughness and this is mainly due to the higher
values of force in the indention with 2-micron roughness.
The measured values of hardness became closer together
with an increase in the indentation depth. Therefore, it
can be concluded that with an increase in the indention
depth, the effect of roughness on the hardness decreased.

Based on the standard deviation values of Figures 17
and 19, it can be concluded by increasing the roughness,
the BHN scattering increased. The reason based on Table
2, is the higher standard deviation of 12-micron
roughness compared to 2-micron roughness. Figure 19
Shows that by increasing indentation depth, the hardness
values deviations decreased in both 2 and 12-micron
roughnesses. There are two reasons for this subject: first
the difficulties and errors of measuring the imprint area
in the low-depth indentation due to the presence of
roughness and second the better repeatability of
maximum force in deeper indentation.

Finally, the numerical results showing the effects of
wider range of surface roughness on the hardness values
are shown in Figure 20. In this figure the hardness values
for different roughness of 2, 7, 12, and 17-microns with
a 150-micron indentation depth were compared. The
results also confirmed the previous discussion.

The results of this study had a good agreement with
other research. Chen et al. [9] by employing sharp nano-
indentation, concluded roughness in the nano scale
affects the P-h curve and hardness. They resulted in that
by decreasing the surface roughness from 20 nm to 2 nm

180 4
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<
Z 140 4
2
130 4 .
Y, - .
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—.—s.—. 12micron R, Roughness-FEM
——e—— 12micron R Roughness-EXP
110 - . - T 1
40 60 80 100 120 140 160

Indentation Depth (Micron)
Figure 19. Comparison between the curves of experimental
and numerical hardness for the 2.5-mm-indenter with 2- and
12-micron Rq roughness and indentation depths of 50, 90,
and 150 microns
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Figure 20. Comparison of hardness in 2, 7, 12, and 17-
micron Rq roughness

in 362 nm indentation depth, the P-h curve elevated. The
scattering of P-h curves and hardness numbers were
minimum in 2 nm roughness. In the current study, similar
results were obtained from macro spherical indentation
on the rough surfaces.

4. CONCLUSIONS

In this study, the effect of surface roughness on the P-h
curves and hardness of macro spherical indentation was
investigated. In this regard, a rough surface was modeled
and several FE simulations and experimental tests with
different surface roughness, indentation depths, and
indenter sizes were performed. Findings of this work can
be concisely expressed below:

» With decreasing the Rq roughness, the P-h curves

elevated and the hardness values increased.

 With increasing the indenter diameter for indentation

on the rough surfaces, the effect of Rg roughness on the

P-h curves and hardness decreased .

« An increase in depth of indention played a significant

role in decreasing the effect of Rq roughness in both the

P-h curves and the hardness values. The values of

hardness were closer with increasing the indentation

depth for different values of roughness.

* The Rq roughness of 2 microns and less was a range

within which the effect of roughness on the P-h curves

for the 2.5-mm-diameter

indenter and 150-micron

indentation depth could be ignored.
* By increasing the roughness, the scattering in
measured hardness increased.

5. REFERENCES

Fischer-Cripps, A.C. and Nicholson, D., "Nanoindentation.
Mechanical engineering series”, Applied Mechanics Reviews,
Vol. 57, No. 2, (2004), B12-B12.

Marteau, J., Jourani, A. and Bigerelle, M., "Determination of an
objective criterion for the assessment of the feasibility of an

10.

11.

12.

13.

14.

15.

16.

17.

instrumented indentation test on rough surfaces", Materials, Vol.
13, No. 7, (2020), 1589. https://doi.org/10.3390/mal3071589

Marteau, J. and Bigerelle, M., "Toward an understanding of the
effect of surface roughness on instrumented indentation results",
Journal of Materials Science, Vol. 52, (2017), 7239-7255.
https://doi.org/10.1007/s10853-017-0961-5

Standardization, 1.O.f., "Metallic materials: Instrumented
indentation test for hardness and materials parameters. Test
method, ISO, (2015).

Johnson, K.L. and Johnson, K.L.,
Cambridge university press, (1987).

Bhaskara Rao, J. and Beatrice Seventline, J., "Estimation of
roughness parameters of a surface using different image
enhancement  techniques”, International  Journal  of
Engineering, Transactions B: Applications, Vol. 30, No. 5,
(2017), 652-658. doi: 10.5829/idosi.ije.2017.30.05b.04.

Walter, C. and Mitterer, C., "3d versus 2d finite element
simulation of the effect of surface roughness on nanoindentation
of hard coatings", Surface and Coatings Technology, Vol. 203,
No. 20-21, (2009), 3286-3290.
https://doi.org/10.1016/j.surfcoat.2009.04.006

Campbell, A.C., Bursikova, V., Martinek, J. and Klapetek, P.,
"Modeling the influence of roughness on nanoindentation data
using finite element analysis”, International Journal of
Mechanical  Sciences, Vol. 161, (2019), 105015.
https://doi.org/10.1016/j.ijmecsci.2019.105015

Chen, L., Ahadi, A., Zhou, J. and Stahl, J.-E., "Modeling effect of
surface roughness on nanoindentation tests", Procedia CIRP,
Vol. 8, (2013), 334-339. doi: 10.1016/j.procir.2013.06.112.

Gao, C., Proudhon, H. and Liu, M., "Three-dimensional finite
element analysis of shallow indentation of rough strain-hardening
surface”,  Friction, Vol. 7, (2019), 587-602.
https://doi.org/10.1007/s40544-018-0245-3

Xia, Y., Bigerelle, M., Marteau, J., Mazeran, P.E., Bouvier, S. and
lost, A., "Effect of surface roughness in the determination of the
mechanical properties of material using nanoindentation test",
Scanning: The Journal of Scanning Microscopies, Vol. 36, No.
1, (2014), 134-149. doi: 10.1002/sca.21111.

Bobji, M., Shivakumar, K., Alehossein, H., Venkateshwarlu, V.
and Biswas, S., “Influence of surface roughness on the scatter in
hardness measurements—a numerical study”, International
Journal of Rock Mechanics and Mining Sciences, Vol. 36, No.
3, (1999), 399-404. http://dx.doi.org/10.1016/S0148-
9062(99)00009-1

Bobji, M. and Biswas, S., "Deconvolution of hardness from data
obtained from nanoindentation of rough surfaces", Journal of
Materials Research, Vol. 14, No. 6, (1999), 2259-2268.
https://doi.org/10.1557/JMR.1999.0302

Tang, D., Zhao, L., Wang, H., Li, D., Peng, Y. and Wu, P., "The
role of rough surface in the size-dependent behavior upon nano-
indentation”, Mechanics of Materials, Vol. 157, (2021), 103836.
https://doi.org/10.1016/j.mechmat.2021.103836

Xia, Y., "A robust statistical method for determining material
properties and indentation size effect using instrumented
indentation testing”, Université de Technologie de Compiégne,
(2014),

Walter, C., Antretter, T., Daniel, R. and Mitterer, C., "Finite
element simulation of the effect of surface roughness on
nanoindentation of thin films with spherical indenters”, Surface
and Coatings Technology, Vol. 202, No. 4-7, (2007), 1103-1107.
doi: 10.1016/j.surfcoat.2007.07.038.

Nazemian, M., Chamani, M. and Baghani, M., "A combined
experimental and numerical study of the effect of surface
roughness on nanoindentation”, International Journal of
Applied Mechanics, Vol. 11, No. 07, (2019), 1950070.
https://doi.org/10.1142/S1758825119500704

"Contact mechanics,


https://doi.org/10.3390/ma13071589
https://doi.org/10.1007/s10853-017-0961-5
https://doi.org/10.1016/j.surfcoat.2009.04.006
https://doi.org/10.1016/j.ijmecsci.2019.105015
https://doi.org/10.1007/s40544-018-0245-3
http://dx.doi.org/10.1016/S0148-9062(99)00009-1
http://dx.doi.org/10.1016/S0148-9062(99)00009-1
https://doi.org/10.1557/JMR.1999.0302
https://doi.org/10.1016/j.mechmat.2021.103836
https://doi.org/10.1142/S1758825119500704

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

A. Karbasian et al. / [JE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 914-924 923

Mikowski, A., Soares, P., Wypych, F., Gardolinski, J. and
Lepienski, C., "Mechanical properties of kaolinite ‘macro-
crystals’, Philosophical Magazine, Vol. 87, No. 29, (2007),
4445-4459. doi: 10.1080/14786430701550394.

Bolesta, A. and Fomin, V., "Molecular dynamics simulation of
sphere indentation in a thin copper film", Physical
Mesomechanics, Vol. 12, No. 3-4, (2009), 117-123.
https://doi.org/10.1016/j.physme.2009.07.003

Maslenikov, 1., Useinov, A., Birykov, A. and Reshetov, V.,
"Reducing the influence of the surface roughness on the hardness
measurement using instrumented indentation test”, in IOP
Conference Series: Materials Science and Engineering, 10P
Publishing. Vol. 256, (2017), 012003.

Jiang, W.-G., Su, J.-J. and Feng, X.-Q., "Effect of surface
roughness on nanoindentation test of thin films", Engineering
Fracture Mechanics, Vol. 75, No. 17, (2008), 4965-4972. doi:
10.1016/j.engfracmech.2008.06.016.

Pham, T.-H., Phan, Q.-M. and Kim, S.-E., "ldentification of the
plastic properties of structural steel using spherical indentation",
Materials Science and Engineering: A, Vol. 711, (2018), 44-61.
https://doi.org/10.1016/j.msea.2017.10.097

Goto, K., Watanabe, |. and Ohmura, T., "Determining suitable
parameters for inverse estimation of plastic properties based on
indentation marks", International Journal of Plasticity, Vol.
116, (2019), 81-90. doi: 10.1016/j.ijplas.2018.12.007.

Wagih, A., "Experimental and finite element simulation of nano-
indentation on metal matrix composites: Hardness prediction”,
International Journal of Engineering, Transactions A: Basics,
Vol. 29, No. 1, (2016), 78-86. doi:
10.5829/idosi.ije.2016.29.01a.11.

Akahori, T., Nagakura, T., Fushimi, S. and Yonezu, A., "An
indentation method for evaluating the residual stress of polymeric
materials: Equi-biaxial and non-equi-biaxial residual stress
states”, Polymer Testing, Vol. 70, (2018), 378-388. doi:
10.1016/j.polymertesting.2018.07.024.

Hosseinzadeh, A. and Mahmoudi, A., "Determination of
mechanical properties using sharp macro-indentation method and
genetic algorithm", Mechanics of Materials, Vol. 114, (2017),
57-68. doi: 10.1016/j.mechmat.2017.07.004.

Xia, J., Won, C., Kim, H., Lee, W. and Yoon, J., "Atrtificial neural
networks for predicting plastic anisotropy of sheet metals based
on indentation test", Materials, Vol. 15, No. 5, (2022), 1714.
https://doi.org/10.3390/mal5051714

Luo, C. and Yuan, H., "Determination of elastoplastic properties
in anisotropic materials with cubic symmetry by instrumented
indentation", Mechanics of Materials, Vol. 174, (2022), 104461.
https://doi.org/10.1016/j.mechmat.2022.104461

Bocciarelli, M. and Maier, G., "Indentation and imprint mapping
method for identification of residual stresses”, Computational
Materials Science,  Vol. 39, No. 2, (2007), 381-392.
https://doi.org/10.1016/j.commatsci.2006.07.001

Salmani Ghanbari, S. and Mahmoudi, A., "An improvement in
data interpretation to estimate residual stresses and mechanical
properties using instrumented indentation: A comparison between
machine learning and kriging model", Engineering Applications
of Artificial Intelligence, Vol. 114, (2022).
https://doi.org/10.1016/j.engappai.2022.105186

3L

32.

33.

34,

35.

36.

37.

38.

39.

40.

41.

42.

43.

Wang, Z., Deng, L. and Zhao, J., "A novel method to extract the
equi-biaxial residual stress and mechanical properties of metal
materials by continuous spherical indentation test”, Materials
Research Express, Vol. 6, No. 3, (2018), 036512. doi:
10.1088/2053-1591/aaecab.

Gascon, F. and Salazar, F., "Simulation of rough surfaces and
analysis of roughness by matlab”, MATLAB—A Ubiquitous
Tool for the Practical Engineer, InTech, Rijeka, (2011), 391-420.
doi: 10.5772/22534.

Wu, J.-J.,, "Simulation of rough surfaces with fft", Tribology
International, Vol. 33, No. 1, (2000), 47-58.
http://dx.doi.org/10.1016/S0301-679X(00)00016-5

Garcia, N. and Stoll, E., "Monte carlo calculation for
electromagnetic-wave scattering from random rough surfaces",
Physical Review Letters, Vol. 52, No. 20, (1984), 1798.
https://doi.org/10.1103/PhysRevLett.52.1798

Luo, Y., Wang, Y., Guo, H., Liu, X., Luo, Y. and Liu, Y.,
"Relationship between joint roughness coefficient and statistical
roughness parameters and its sensitivity to sampling interval”,
Sustainability, Vol. 14, No. 20, (2022), 13597.
https://doi.org/10.3390/su142013597

Mahmoudi, A., Ghanbari-Matloob, M. and Nourbakhsh, S., "A
novel method to determine material properties and residual
stresses simultaneously using spherical indentation", Journal of
Testing and Evaluation, Vol. 43, (2015), 87-95. doi:
10.1520/JTE20130236.

Zhong, T., He, K., Li, H. and Yang, L., "Mechanical properties of
lightweight 3161 stainless steel lattice structures fabricated by
selective laser melting"”, Materials & Design, Vol. 181, (2019),
108076. doi: 10.1016/j.matdes.2019.108076.

Kim, S.-H., Jeon, E.-c. and Kwon, D., "Determining brinell
hardness from analysis of indentation load-depth curve without
optical measurement”, Journal of Engineering Materials and
Technology, Vol. 127, No. 1, (2005), 154-158.
https://doi.org/10.1115/1.1839213

International, A., "Standard test method for brinell hardness of
metallic materials, ASTM International, (2012).

Jooya, M., Hosseinzadeh, A.R. and Mahmoudi, A., "Plasticity
effect on residual stresses measurement using contour method",
International Journal of Engineering, Transactions A: Basics,
Vol. 26, No. 10, (2013), 1203-1212. doi:
10.5829/idosi.ije.2013.26.10a.10.

ASTM, E., "Standard test methods for tension testing of metallic
materials”, Annual Book of ASTM Standards. ASTM, Vol., No.,
(2001).

Phan, N., Dong, P., Muthuramalingam, T., Thien, N., Dung, H.,
Hung, T., Duc, N. and Ly, N., "Experimental investigation of
uncoated electrode and pvd alcrni coating on surface roughness in
electrical discharge machining of ti-6al-4v", International
Journal of Engineering, Transactions A: Basics, Vol. 34, No.
4, (2021), 928-934. doi: 10.5829/ije.2021.34.04a.19.

Yonezu, A., Yoneda, K., Hirakata, H., Sakihara, M. and
Minoshima, K., "A simple method to evaluate anisotropic plastic
properties based on dimensionless function of single spherical
indentation—application to sic whisker-reinforced aluminum
alloy", Materials Science and Engineering: A, Vol. 527, No. 29-
30, (2010), 7646-7657. doi: 10.1016/j.msea.2010.08.014.


https://doi.org/10.1016/j.physme.2009.07.003
https://doi.org/10.1016/j.msea.2017.10.097
https://doi.org/10.3390/ma15051714
https://doi.org/10.1016/j.mechmat.2022.104461
https://doi.org/10.1016/j.commatsci.2006.07.001
https://doi.org/10.1016/j.engappai.2022.105186
http://dx.doi.org/10.1016/S0301-679X(00)00016-5
https://doi.org/10.1103/PhysRevLett.52.1798
https://doi.org/10.3390/su142013597
https://doi.org/10.1115/1.1839213

924 A. Karbasian et al. / [JE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 914-924

Persian Abstract

RS
v)/\.:JKAf‘?j‘d)%&)‘.lf&xﬂ;};uwwjb5}Lbﬂjé}&&f‘?Lg_,:;aj‘.b"}&L?qla-—)l.jduw;xslﬂﬂﬁj&&)}@c}&wéﬂj
35 e il gl e ;Miw:yab%lAS‘SJLGL'_})'MJL&LNH{Q\):&U@}u;,swdisjsol): ‘Mﬁ‘wvldjn.\;u
05l 3 58 go 3lge (ol 13l pesiS e (3ds b PN e s ps e eslinad SO ol e s (P-N) lalr— L o slazel LB sla al il
J.JMJ),,,(BHN)J;;_ﬂ?Mm,s,a;W—}ﬁ;fﬁ;ﬁ6}),.@@6,;.)@1;1‘4&@1);.“@5,5@uﬁua,;@-.ﬂ&@\‘;@Cbéﬁjy;
il T3 3l eslinal b dolesT sls w03 (555 2 03,500 Y 5 Y o 63 el s @ (555 34k @b S5 A6 S b (60 e3sdome 23S 13
L;Las,s;wﬁ@swﬁu”P-hWﬂéﬂﬂs;!mw@u.ufngwsu@_;uéﬁ;g;}budx}?nd)uw.u;@\(EDM);{,:mgﬁ.;
Sy s b Ges SRl 2l u,':Jntsd:sw,u;,,,P-hg,‘;;;ncla.MRq G5 Ll LS s sdalie 5108 e Lo iliius slaple U (sls S35 L cilises

ols 0L 2 05031 5 FE (s3lomens o il gl 3L S 50 e 55 G




[JE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 925-933

©

oA

International Journal of Engineering

Journal Homepage: www.ije.ir

Security and Data Privacy of Medical Information in Blockchain Using Lightweight

Cryptographic System

R. P. Puneeth™b, G. Parthasarathy®

@ Department of Computer Science and Engineering, NMAM Institute of Technology-Affiliated to NITTE (Deemed to be University), India
bSchool of Computing and Information Technology, REVA University, Karnataka, India

PAPER INFO

Paper history:

Received 21 September 2022

Received in revised form 10 January 2023
Accepted 01 March 2023

Keywords:

Data Security

Blockchain

Lightweight Cryptographic System
Intuitionistic Derivative Symmetrical
Encryption Algorithm

Differential Hashing Pattern
Decentralization

Electronic Health Records

ABSTRACT

In the healthcare system and hospital environment, the data security and the data connectivity are the
major factors to consider for patient data management system. For that, there are several techniques are
used to preserve and arrange the patient data with enhanced security system. In that, Blockchain structure
of data management improves the secure data storage and transmission process. In the data security
system, the quality measure can be validate by means of the size of key that are used for the encryption
process. Combined with the blockchain, the encryption model is to be improved for the solve the problem
in data security system. This also needs to focus on the size reduction of data storage due to the large
key size of encrypted data. In the proposed work, Intuitionistic Derivative Symmetrical Encryption
(IDSE) Algorithm based security algorithm along with blockchain function was integrated to form the
authorized data storage and transmission process. For the key pattern generation, Differential Hashing
Pattern (DHP) based key pattern extraction model was used for high speed data transmission and to
reduce the size of data that are encrypted. The features that are considered for the appropriate security
system are the data transmission pattern with respect to the time and the hashing model of key generation.
In the result analysis, the performance of the IDSE-DHP are validated with the parameters of data
transmission and loss rate in the Blockchain and with the throughput related features.

doi: 10.5829/ije.2023.36.05b.09

1. INTRODUCTION

fast data transmission process. To achieve this, the block
computing was introduced for the analyzing of

One of the emerging technologies, blockchain offers a
number of intriguing features that can undoubtedly
address current problems in real-time applications.
Blockchain encourages decentralization, more openness,
better traceability, and safe architecture as opposed to
centralized approach, secretive, exclusive, and
modifiable alternatives. The adoption of blockchain in
the healthcare industry offers a number of interesting
alternatives ~ for  enabling safe  stakeholder
communications and an effective method of clinical
report distribution. The use of blockchain along with
cloud environment [1] and the other database
management system, the data security and the
transmission rate are mainly considered. Similarly, with
the combination of cloud data retrieval process, the
intermediate needs to act the perfect data management for

*Corresponding Author Institutional Email:
puneeth.reval313@gmail.com (R. P. Puneeth)

parameters from blocks with enhanced model of data
transmission between the blocks and cloud storage
system. This forms the edge of hash-key connectivity
with secured communication model. It performs the
functionalities of data computing, storage utilizes, and
the related structure of services that are in the networking
system and its management. The blockchains are used
with these arrangements for fast computing and the data
transmission between the cloud and the end device. The
basic structure of Blockchain connectivity to the clod
based on the block computing is shown in Figure 1.

In this figure, the architecture of the blockchain
model was sub-classified into three stages such as, cloud
environment, block computing and the end-user of
patient blocks. The blocks are connected to the data link
unit to retrieve data from the cloud to local system while

Please cite this article as: R. P. Puneeth, G. Parthasarathy, Security and Data Privacy of Medical Information in Blockchain Using Lightweight
Cryptographic System, International Journal of Engineering, Transactions B: Applications, Vol. 36, No. 05, (2023) 925-933
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at the dynamic hash-key structure. The block computing
and the other controllers are done in the data link unit that
controls the flow of data transmission to the blocks and
cloud storage. Here, the data security can also process
under the controlling unit which forms the secure hash-
key combination. The data link placement and the
structure are referred to route the patient blocks based on
the index and coverage size. In that, some of the
algorithm that are used for security model such as
Adaptive Data Dissemination Protocol (AddP) [2],
intelligent forwarding method [3], Random Fire-Fly [4],
map-based relaying algorithm (MBR) [5], adaptive
beacon generation rate (ABGR) [6], etc. are
implementing the appropriate feature selection for
security block identification with the hash-key security
problem.

From these arrangements, to achieve the better
transmission rate and to increase the throughput
parameters in the hash-key formation, the security block
selection needs to select with the best appropriate block
that is to achieve the best matching with the parameters
that are related to the data transmission. This can also
combine with the Block computing technique to enhance
the security experience and enhance the high speed data
transmission. This was enhanced in the proposed
technique based on the batching process of data security
algorithm to achieve the parameters range. The hash-key
security in the proposed architecture can be achieved by
using the light-weight key generation model and the
hashing key pattern to enhance the speed of performance
and the secure data transmission rate.

The objective of the proposed model of appropriate
security and the Blockchain security can be listed as
follows:

e To estimate the hash-key properties and the block
characteristics based on the pattern extraction and
security system in blockchain.

e To perform the appropriate selection of best
security block by using the Intuitionist Derivative
Symmetrical Encryption (IDSE) Algorithm that
validates the data size and the identification of block
index.

e To estimate the relevant features attributes that are
to find the best selection of parameters that are can
be used for data arrangement in the blockchain with
the proper link structure.

e To enhance the hash-key security model in the
blockchain architecture based on the key pattern
extraction and the combination of block computing
technique.

e To implement the Differential Hashing Pattern
method of encryption model for the secure data
transmission with light-weighted architecture for
high speed data transmission model.

The full description about the proposed architecture
and the algorithm descriptions are explained in the
following sections. According to that, the survey of
various types of hash-key security system and the
security algorithms are explained with its merits and
demerits in section I. the IDSE and the DHP based secure
appropriate security algorithm are explained in the
section Il. The simulation parameters and the
performance validation of the proposed model with the
comparison chart and the table results are described in the
section Ill. Finally, the conclusion of proposed model
was justified and the future works are presented in section
V.

1. 1. Related Works The brief surveys of related
works for the proposed algorithms are reviewed and find
the merits and demerits of those existing algorithms in
this section. This was also to analyze the limitations of
existing algorithms that are identified for the different
types of existing data security model. In this, the survey
is divided as the two categories such as for the
appropriate security system and hash-key security system
in the dynamic blockchain architecture.

Ismail et al. [7] proposed the novel model of Adaptive
Byte Hybrid Automatic Repeat reQuest (AB-HARQ)
based intelligent communication system for the
blockchain in the application of road safety system which
can avoid the accidents. To overcome the problem of
non-line of sight (NLOS) blocks by introducing
broadcasting storm and channel congestion during data
dissemination. For this weighted inertia-based dynamic
virtual bat algorithm (WIDVBA) [8] based appropriate
security algorithm. Bhattacharya et al. [9] proposed a
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novel model of forwarding scheme to deliver data based
security algorithm for time management in data
transmission. A survey of different blockchain
communication algorithm was presented in literature [10,
11].

In high dynamic topology, Saif et al. [12] proposed
GHN maodel that works on the selective block security to
prevent unwanted data flooding. Batch technique and the
certificate-less ring signature (CL-RS) for data validation
were performed by Wang et al. [13]. This paper focused
on the data security and privacy issue in the blockchain
communication. Similarly, the challenges in the data
security such as time-consuming certificate revocation
list (CRL) checking, computation overhead and identity
revocation problem are validated by Abdul Rahoof et al.
[14]. To overcome the flooding problem in Blockchain
architecture, Optimized Link State Allocation Protocol
(OLSR) performs the multipoint relay scheme (MPR)
which is to manage the data congestion in the hash-key.
Pandey and Ratnesh [15], Puneeth and Parthasarathy [16]
proposed a cyber-security system in the blockchain hash-
key. These implements the set of NIST tests based on the
self-checking process to identify the DOS attack and
protect the data from attackers. Farouk et al. [17]
proposed the comprehensive identity authentication
scheme (CIAS) based an encryption model which is
worked as the asymmetrical model. This provides the
security and privacy to the blockchain communication
system. A blockchain based mobile edge computing was
performed by Puneeth and Parthasarathy [18]. This
provides the trusted central entities that are in the single
point failure cases. Similarly, while facing the challenges
in the security model of blockchain hash-key. Saha et al.
[19] proposed intelligent transportation system (ITS) for
secure data transmission to overcome the issues in the
hash-key environment. Also, Zaabar et al. [20] presented
an overview of blockchain security system and the
privacy design of algorithm. For reliable data acquisition
in the blockchain. Yaqoob et al. [21] proposed a dynamic
entity-centric trust model of blockchain security system.
Similarly, to manage the DDOS attack. EI-Rahman and
Ala-Saleh [22] proposed Trust-based Framework for
Reliable Data Delivery and DoS defense (TFDD) for the
blockchain architecture for the development of intrusion
detection module. Li et al. [23] implemented the Massive
Open Online Courses (MOQCs) based on the blockchain
model. In that, the system requires more learning records
to perform the secure data storage process. For that,
Electronic Learning Records (ELRs) was used in the
MOOCs to perform efficient conditional anonymity,
secure storage, and sharing without the need for
sophisticated cryptographic calculations. Ajao et al. [24],
Liu et al. [25] Kumar and Rakesh [26] Jafar [27], Jyoti
and. Chauhan [28] proposed a crypto-hashing technique
to secure the data by the encryption process and the data
privacy detection system.

2. MATERIALS & METHODS

The methodology structure and the algorithm details are
explained briefly in this section. Figure 2 shows the flow
diagram of proposed work model for the appropriate
security and secure transmission system. In this security
system, the patient details are preserved by generating an
efficient key pattern for the indexing of data blocks to
represent the private key for individual patients. The
blocks are considered for the overall hospital
management system. This it contains the details of doctor
and the patient information in the overall hospital
database. The link information about the patient and
doctor details are preserved by the proposed Intuitionist
Derivative Symmetrical Encryption (IDSE) algorithm.
The combination of the proposed key pattern and the
encryption model increased the data security system
compare to traditional encryption model.

The symmetrical encryption system has the advantage of
data storage of larger data size and the less time
complexity. And in the medical field the patient’s data
such as MRI, CT-SCAN, X-Ray and other information’s
are of higher size. Also, the random key generation helps
to improve the secure data storage in a model. For that,
the hashing technique enhances the random key pattern
and provides better security parameters for the huge
amount of data storage in the blockchain environment.

Input data stream

Blockchain Indexing Block Validation

4

Allocation

DHP Key
generation

Initialize key pattern >

4
IDSE encryption

Encrypted data

\ 4
Data storage/ sharing

Figure 2. Overall flow of the proposed system
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Similarly, the hash-key generation system achieved
the high throughput of random key generation for the
secure data transmission model and also for the data
management process. Since, the encryption time is
depending on the amount of data and the size of key
formation. This can be reduced by the implementation of
DHP based data encryption model that achieved the light-
weight encryption model. This can be achieved the high
speed transmission rate than by using other state-of-art
methods. The proposed work is segmented as two major
class that are listed as follows.

A. Intuitionistic Derivative Symmetrical Encryption,
B. Differential Hashing Pattern.

2. 1. Intuitionistic Derivative Symmetrical
Encryption The main intension of this data
security algorithm is to optimize the data size with high
security model. For this process, the light-weight
encryption model was integrated to achieve the high
security model with reduced size of data bits. This overall
encryption model is depending on the hash key pattern
generation block to retrieve the encoded data from the bit
stream of data. The architecture of the encryption and the
decryption model is shown in Figure 3. In that the
encoder was divided as two individual blocks to represent
the generation of random address and the random key
value for the data encoding process. This it refers the
generation of private and public key pattern generation
for the overall encryption model. The step-by-step
procedure with the equation model of IDSE algorithm is
presented in Algorithm 1.

Algorithm 1. IDSE based Data Security algorithm

Input: Data samples (D;)

Output: Encrypted Data (Ep)

Select the random key size as 64-bit chipper (R).

Split the data samples into 16-bit block size. This can be
represent as the function block f;.

Construct the data blocks.

Retrieve the R, f, by extracting the 16-bit blocks from
Equation (1).

Construct M1, M2, M3, M4 matrix from Equations (2) to
(5) based on the block function ‘f*.

Estimate the keys as K1, K2, K3, K4 from Equations (6)
to (9).

Estimate the key K5 from Equation (10).

Perform the XOR operation to extract the bitwise
character ‘Yoi,j’ and concatenate encrypted bit sequence

from Equation (11).

Let the message can be segment as the blocks which can
be represent as in Equation (1).

Ra;ifi = f(Rb;fy) )

where,
4

Rbif, = ||(Rb4(j—1)+i)-

Jj=1

To estimate the encryption key pattern, the
transformation can be estimate by the random table value
that are from the Hexa-decimal value. The table can be
represented by the matrixes M1, M2, M3 and M4,
respectively. This can be followed by the Equations (2)
to (6).

»| Encoder1
Data
encoder |— Reg
| Encoder2 | 3|
Data Data stqrage/
/P ) Data Bytes Transmission
_ Hash Signature | Address _
Generator i
h
!
!
il
Hash Signature
O/P Reg Regenerator
Data

op —— 4

v

Data Decoder |'_ Code
synchronizer

Figure 3. Architecture Diagram of Proposed Data Storage/ Transmission System
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'Ra1f1 e Ra1f4 1

Mi=| .. . . @
_Ra1f13 Ra1f16_
'Ra2f1 e Ra2f4 ]

M2=| .. .. @)
_Ra2f13 Ra2f16_
-Ra3f1 e Ra3f;|, ]

M3=| .. . . @)
_Ra3f13 Ra3f16_
[Rasfi ... Raufy]

Ma=| . .. 5)
[Rayfiz ... Ragfiel

The key pattern can be represented by concatenating the
bit sequences that are for each block which can be
estimated by Equations (6) to (10).

K1 = {{ay, ..ai}, {as .. ag} {ass . ao} {ay3 . as}}  (6)
K2 ={{by, ... by}, {bs ...bg}, {b13 ... bo}, {b13 .. bys}}  (7)
K3 = {{cs, 1} {cs e {crp ol {ers mci6l)  (8)
K4 ={{dy, ..d },{ds ...dg},{d13 ... do}, {d13 ... d16}}  (9)

K5 =@, K; (10)

From this the ciphered data can be represented as in
Equation (11).

Ep = {R51;R52;R53;Rs4} (11)

where,
Yo, OK 5 j={14}
Roy; =1 Yaju @K j=2
Yo, ,@®K; =3

2. 2. Hashkey Generation using DHP From the
cryptographic system, the data security can be defined by
the bit size of random key that are initialized for
encryption process. The more the size of key size can
increase the security level in traditional cryptographic
system. This will lead to increasing the data size for
storage and transmission process. This may also lead to
reduce the throughput of overall system. To overcome,
the key pattern are needs to improve and to reduce the
size of key with the rate of high security level. This can
be achieved by using the light-weight cryptographic
system. Compare to the traditional model such as AES,
DES, ECC and other types of encryption techniques, the
key size was managed and the size was appropriately
used according to the properties of data streams that are
to transmit over the hash-key structure.

The detailed steps for the DHP based data encryption
model was described in Algorithm 2.

Algorithm 2. Differential Hashing Pattern (DHP)

Input: Data input, D,
Output: Hash key patternEy.

Fori = 1tonloop// ‘n’ is the size of data,T; in meta-
blocks M,,
Forj = 1 to mloop all resources // Loop running for all the
selected resources R;
Calculate the pattern of key formation, C;; = D;; + R;
Where, R; — Random weight value for the related
parameters of data structure. Ranges from 0->1.
While Key_Bins in Mv do
Find the bins of data structure for each data samples
with respect to time.
Ty = sort(Cl-(t))
Find the respective key bits to encrypt the data from
T,.
Y = min(T},)
Estimate binaries forY to the random sequencer;
Make zero’s inTythat are irrelevant to the pattern
fromM,,
End while
Update R;
Update C;; for all i
End loop ‘j°
Perform XOR operation to represent the hash key result
of overall bit sizeE (i)
End loop ‘i’.

3. RESULTS AND DISCUSSION

In this section, the simulation results and the testing
analysis of the proposed model of blockchain security
system. The performance of the proposed work was
validated by the comparison of data delivery ratio with
the delay rate and other related parameters from existing
security algorithm and the hash-key system. Here, the
overall design work was implemented in the PYTHON
tool for the version of 3.8. the comparison parameters are
considered for the traditional security system and for
proposed blockchain based data security model. The
environmental setup for the result analysis are referred by
Li et al [23] and Ajao et al. [24]. In this, the comparison
results are validated for the amount of data packets that
are considered for data transmission and the storage
system from the traditional model and by the blockchain
model. The size of data packets was varied according to
the size what are specified by Li et al. [23]. To estimate
the performance of data security, the comparison is
taking in the part of number of packets that are
considered for the transmission and amount of time taken
to transmit it. The testing results are calculated from the
data transmission structure of blockchain architecture to
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represent the QoS in a hash-key. The parameters that are
considered for the comparison are can be listed as
follows:

Data Delivery Ratio % (DDR),

Data Confidentiality Ratio % (DCR),

Data Integrity Ratio % (DIR),

Privacy Preserving Ratio % (PPR) and

Time Consumption (Sec)

agrwdE

3. 1. Data Delivery Ratio The Data Delivery Rati
(DDR) in the unit of percentage is referred to estimate the
amount of data that are successively transmitted to the
destination with minimum amount of loss. This can be
calculated by the ratio of amount of data that are received
at the destination block to the total number of data that
are transmitted by the source. This can be represented as
in Equation (12). This can be multiplied by 100 to get the
value in terms of percentage.

Total No. of data samples received
Total No. of data sent

DDR =

(12)

The line graph in Figure 4 shows the comparison
result of proposed model with the other existing models
of blockchain security system introduced by Ajao et al.
[24].

3. 2. Data Confidentiality Ratio (%) The IDSE-
DHP based appropriate security system achieved the
better DCR rate by referring the data loss ratio. This
parameter is to calculate the amount of data that are not
able to reach the destination which may fail to data loss.
This can be represented as in Equation (13).

(No.of Sensitive Patient Data)
Total No.of Data samples

DCR =

(13)

3. 3. Data Integrity Ratio (%) The Data Integrity
Ratio refers the ratio of number of user data at the
receiver without changes (Nyp) to the total number of
data samples (T},). This was represented in Equation (14).
Figure 5 shows the comparison chart of the DIR (%).

90
85
80

75

DDR (%)

70

=@ | MDS

65 @@= Proposed

EBAP =@ | AMAKA
60

S1 S2 S3 S4 S5
Subjects
Figure 4. DDR analysis by Ajao et al. [24]
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Figure 5. Data Confidentiality Ratio analysis by Ajao et al.
[24]

N
DIR =% x 100 (14)

3. 4. Privacy Preserving Rate The privacy
preserving rate refers the ratio of number of user data that
are in the encrypted form and was secured (Ngp) to the
total number of available data samples (Tp). This was
represented in Equation (15). Figure 6 shows the
comparison chart of the PPR.
N,
PPR = TLDD (15)

The proposed encryption model in the blockchain
system was analyzed with the traditional encryption
system such as RES, DES and AES techniques for the
parameters of Encryption and decryption time referred by
El-Rahman and Ala-Saleh [22] in Figures 7 and 8,
respectively. The execution time of the encryption
system in the blockchain system refers the time
consumption for the execution of encryption and the total
transmission time. Figure 9 shows the total transmission
time in (s) that are compared from the existing loMT [23]
model of data security in blockchain system.
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Figure 6. Data Integrity Ratio analysis by Ajao et al. [24]
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Figure 7. Privacy Preserving Rate by Ajao et al. [24]
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3. 5. Storage Size Consumption The data storage
size was depending on the encryption size and the
selective key size for the data security model. This was
estimated for the data size in the range of (kB). Figure 10
shows the storage consumption of proposed model
compare to other existing systems [23]. This was also
evaluated for the different transmission process that are
represented in Figure 11 referred to Ajao et al. [24].

The Table 1 and Figure 12, shows the comparison
result of proposed encryption time with other existing
methods of encryption system. Here the parameters are
validated based on the size of file to be encrypted and the
number of users that are initialized for the encryption
process respectively.
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TABLE 1. Comparison result of encryption time (s) [27]

Encryption Time (s)

File

Size BHA ISA CGA  BSCDP Proposed
128 7.6 7.4 3.6 1 0.87
256 12 8.5 5.1 2.7 1.75
512 31 20 8.7 35 2.65
768 375 24 10 5 4.75
1024 478 37.8 12 8.7 7.2
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Figure 13. Execution time (ms) [28]

4. CONCLUSION

The security of medical data can be increased through
encryption; however encryption and decryption both
demand a lot of processing resources. The need for high
security, low  computational-power  encryption
techniques is critical. This paper proposed a novel model
of blockchain security system with appropriate hash-key
security algorithm to achieve high speed data
transmission rate. The Intuitionistic Derivative
Symmetrical Encryption (IDSE) based data encryption
model presented lightweight cryptographic system to
reduce the key size based on the hashing technique to
generate the random key. This type of data security
system along with the blockchain improves the
prediction rate and the better security model to achieve
the retrieval rate from cloud environment. Similarly, the
Differential Hashing Pattern (DHP) based encryption
model makes the overall system as light-weighted
encryption model for enhanced transmission rate and the
improved value of throughput. The analytical results
show the performance of proposed design that represents
the proposed method gives the less value of delay rate in
millisecond and the improved value of data loss ratio at
different number of patient blocks. The overall process of
this paper was validated for the environment of hospital
data management system for patient blocks.

In future, the appropriate security and security system
in the blockchain architecture are can be improved by an
enhanced model of machine learning technique with data
security function in block computing. The hash-key
security can be focused on the space complexity by the
design of key management.
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ABSTRACT

Copper anode slime, a valuable by-product generated during the electrorefining process, is an important
secondary resource for the recovery of metals, such as gold, silver, selenium, tellurium, PGMs and
copper. A full characterization of the anode slime is an essential part of the efficient recovery of these
valuable metals. In this research, the refinery slimes of the Sarcheshmeh and Khatoon-Abad copper
complexes, were fully characterized and compared using inductively coupled plasma (ICP), X-ray
diffraction (XRD), X-ray fluorescence (XRF), scanning electron microscopy (SEM), energy dispersive
spectroscopy (EDS), thermogravimetric analysis (TGA), differential thermal analysis (DTA), and
particle size analysis. Besides the bottom cell slime characterization, properties of the Sarcheshmeh’s
adherent slime was also analyzed and correlated. Sarcheshmeh copper slime particle size was found
much smaller than the Khatoon-Abad slime. For both slimes though, the major part the gold and
tellurium are located in larger than 38-micron particles. The main difference in thermal analysis of the
two slime samples was originated from their selenium content difference. This has caused the higher
concentration of non-selenide copper compounds at Khatoon-Abad slime, resulted in its easier copper
recovery. Decopperization of both bottom-cell slimes were investigated and a significant difference in
copper dissolution behaviors of the two slimes were observed due to their characteristic difference
including the copper-selenide phases and capsulated copper in the barium sulfate agglomerates. Copper
dissolution from Khatoon-Abad slime was observed to reach 90% comparing to 40% for Sarcheshmeh
slime using atmospheric leaching.

doi: 10.5829/ije.2023.36.05b.10

1. INTRODUCTION

slime is a dark-colored, fine-grained powder with the
particle size often less than 50 microns with the spherical,

In the copper electrorefining process, the impure anode
electrochemically dissolves and deposit as a pure metal
on the cathode surface. During this process, a solid by-
product of the anode slime is generated. The slime
generally contains Cu, Ag, Au, Se, Te, Pb, Ni, Sh, As,
and elements from platinum group metals [1, 2]. The
composition of the slime depends on the input
concentrate and the extraction method [3, 4]. Therefore,
the slime analysis and its properties vary from one
refinery plant to another. Moreover, the mineralogy and
the composition of the slime may also drastically change
within the same plant due to the fluctuation of the feed
material and the process disturbances [4]. Copper anode

*Corresponding Author Institutional Email: mokmeli@ut.ac.ir
(M. Mokmeli)

semicircular, and elongated plate shapes [5-12]. Slime
production usually varies from 2 to 28 kg per ton of
copper cathode with an average value of 5 kg/ton at
Sarcheshmeh and Khatoon-Abad [13]. The precious
metal content of the anode is concentrated over the
electrorefining process and collected in the slime. The
small particle size of the slime makes some of the
operating cost contributors, such as crushing and
grinding a virtue out of necessity. Comprehensive studies
were done by Chen and Dutrizac [5-12, 14, 15] on the
characterization of copper anode slime, which shows that
precious metals are mainly present in the oxide
complexes and selenide phases. Anode slime constituents

Please cite this article as: M. Alaviyan, S. Shakibania, M. Mokmeli, S. Sheibani, Full Characterization of Sarcheshmeh and Khatoon-Abad Copper
Anode Slimes: Characterization Impact on the Decopperization Operation, International Journal of Engineering, Transactions B:

Applications, Vol. 36, No. 05, (2023) 934-945
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are often transferred from the anode to the slime in
various ways. During the copper electrorefining process,
elements with less reduction potentials than the copper
dissolve from the copper anode, whereas elements with
higher reduction potential than copper are deposited at
the bottom of the electrolyte cell [16].

Anode slime is classified into two main groups: the
primitive slime, which is mainly collected at the bottom
of the electrorefining cells, and the secondary slime,
which mainly forms on the anode surface or suspended
in the electrolyte [17]. The slime is continuously formed
during the electrorefining process. Wang et al. [18]
represented the classification of anode slimes, according
to Figure 1.

Primitive slime contains metals nobler than copper,
such as gold, and other insoluble compounds, such as
selenides, telluride, or other complex refractory oxides.
The components of this slime are directly released from
the slime and mostly fall to the bottom of the electrolyte
cell. A portion of this slime can also coat the surface of
the copper anode as a porous layer. Secondary slime
includes compounds precipitated in the interface of the
anolyte region (generates by the 1st reaction) where other
phases formed from the electrolyte (2nd reaction). For
example, lead sulfate is a 1st reaction slime component
formed by the reaction of Pb?* (dissolved from the copper
anode) and sulfate. Elements such as Ni, As, Sb, Bi, and
Ag are partially soluble in the electrolyte; therefore, they
can be found in both slime and electrolyte. Compounds
of these elements mainly belong to the 2nd reaction
slimes. Insoluble compounds of these elements, such as
Kuferglimmer, can report to the primitive slime.
However, gel-like phases containing these elements are
named floating slime and are usually suspend in
electrolyte. In copper refinery plants, barium sulfate is
added to prevent the adhesion of the cast anodes to the
mold. Excessive use of BaSO, could result in
contamination of the anode and, consequently, the
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Figure 1. Classification of different types of copper anode
slime [18]

primitive slime. The presence of barium in the slime can
adversely affect the extraction efficiency of the precious
metal.

Sarcheshmeh copper complex and Khatoon-Abad
copper complex as the two largest copper producers of
the country are producing about a total of 250,000
tons/year copper cathode [19]. A considerable number of
studies have been conducted on the recovery of the
metallic content of the Iranian copper anode slimes,
mostly from Sarcheshmeh copper complex due to its
earlier operation history. The authors of this work have
found about 40 research works on the recovery of the
Sarcheshmeh copper slime mostly written in Farsi. None
of the studies were suggested a comprehensive plan for
the recovery of all recoverable constituents of the slime,
including copper, selenium, tellurium, silver, gold, and
PGMs. Few studies were focused on the recovery of the
two or, at most, three of the elements. For instance,
Dehghanpoor et al. [20] investigated the extraction of Au
and Cu from Sarcheshmeh bottom-cell slime. The result
showed that by using a multi-stage leaching process in
sulfuric acid, nitric acid, and aqua regia, more than 90%
of the Cu and 80% of the Au could be dissolved from the
slime. Similarly, Khanlarian et al. [21] used a sulfation-
roasting process for recovering Cu, Ag, and Se content of
the Sarcheshmeh bottom-cell slime. At their optimum
experimental conditions, (sulfation at T=250°C, and acid
to solid ratio of 1.95 followed by leaching in water), more
than 90% of the stated metals were observed to be
recovered. Saeedi et al. [22] studied the dissolution
behavior of the Au from Sarcheshmeh bottom-cell slime
by acidic chloride leaching at elevated temperature.
Under the optimum conditions, the recovery of more than
90% of gold was shown to be obtained. Few more
examples of the published researches on the recovery of
the metallic content of the copper anode slime mostly
from Sarcheshmeh Copper Complex are listed in
literature [23-29]. Despite the extensive research have
conducted on the recovery of the metallic content of the
refinery slimes, none has made a comprehensive study in
characterization of different types of slimes. Moreover,
the main part of the available work on characterization of
the copper anode slimes, date back to at least twenty
years ago. Accordingly, recent variations in copper ores
and the changes applied in the copper production
processes, that can potentially alter the anode slime
characterization, has been another impetus to conduct
this study. In this research, various analysis techniques
have been used to characterize and compare various types
of the Sarcheshmeh and Khatoon-Abad anode slimes

The aim of this research is to provide a vision on the
recovery plan of the various types of slime based on their
characteristics. To recover the valuable content of the
slime and to propose a comprehensive recovery flow
diagram, the elemental analysis, morphology and
microstructure, phase analysis, particle size, and thermal
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analysis of the slime should be determined. These
characteristics can strongly influence the selection of the
proper method of recovery for valuable content of the
slime. For better illustration of the importance of the
characterization, decopperization of the bottom-cell
slimes of Sarcheshmeh and Khatoon-Abad, considering
the characterization results were investigated and
described. Several procedures were suggested in removal
of copper from the copper anode slime, including
atmospheric sulfuric acid leaching, sulfuric acid roasting,
atmospheric oxidation acid leaching with air and oxygen
and pressure oxidative sulfuric acid leaching [30, 31].

The pressure oxidative sulfuric acid leaching is a
simple and fast process that generates very high copper
recovery of copper, but high reactor corrosion alongside
low leaching efficiency of selenium and tellurium [32,
33]. In atmospheric oxidative sulfuric acid leaching,
copper is oxidized to copper sulfate in a dilute sulfuric
acid solution using O gas. This is an easy, cheap and
simple process with low consumption of H,SO.. The
main drawback is the partial oxidation of cuprous sulfide
and selenide that causes typical recovery of copper blow
80%. The aim of this research, apart from the full
characterization, was to deliver a vision on differences of
various types of slime and its impact on the recovery of
the constituent metals.

2. EXPERIMENTAL PROCEDURE

Two different types of anode slime were characterized in
this research. The first type of slime was gathered from
the anode surface, which is known as the adherent slime.
The second type of slime was gathered from the bottom
of the electrorefining cells, which is known as bottom-
cell slime. Both Sarcheshmeh bottom-cell and adherent
slimes were characterized; however, in the case of
Khatoon-Abad, only  bottom-cell slime was
characterized. The chemical compositions of the slimes
were determined using the fire assay analysis (for gold
and silver), inductively coupled plasma optical emission
spectroscopy  (ICP-OES, Varian735), inductively
coupled plasma mass spectrometry (ICP-MS, HP4500),
and X-ray fluorescence (XRF, ARL8410). The particle
size distribution of the bottom-cell slime was determined
by screen analysis. X-ray diffraction (XRD, Philips PW
3040/60) was wused for phase detection. The
microstructure of the samples was studied using an
electron microscopy (SEM, FEI Quanta 450) equipped
with an energy dispersive spectroscopy (EDS, Brunker
Xflash 6L.10). Simultaneous thermogravimetric analysis
(STA, PerkinElmer STA6000) with a heating rate of
10°C/min from 30 to 800°C, was used for thermal
characterization of the bottom-cell slimes. The chemical
composition of the Sarcheshmeh electrolyte was also
determined using ICP-OES technique. A scheme of the

methodology used in this study is shown in Figure 2.
Finally, decopperization of Sarcheshmeh and Khatoon-
Abad bottom-cell slimes were studied based on the
obtained results of the characterization section. Leaching
experiments for the recovery of copper were conducted
at T=85°C, sulfuric acid concentration of 160 g/L, solid
to liquid ratio of 1:5 g:ml and in presence of air and pure
oxygen.

3. RESULTS AND DISCUSSION

3. 1. Chemical Composition Results The
chemical compositions of Sarcheshmeh bottom-cell
slime (SBS), Sarcheshmeh adherent slime (SAS),
Sarcheshmeh electrolyte, and Khatoon-Abad bottom-cell
slime (KBS) are shown in Table 1. As evident, notable
differences can be observed between various types of
slime within a refinery plant (Sarcheshmeh). Also, there
are distinct differences between the slimes of different
copper refinery plants.

Cathode 8

Adherent slime
XRF, ICP, XRD o
SEM. and EDS

TGA.

Figure 2. Scheme of the methodology used for
characterizing the samples

TABLE 1. Chemical composition of SBS, SAS, Sarcheshmeh
electrolyte and KBS

Elements SBS SAS Sarcheshmeh KBS
(wt.9%) (wt.%) Electrolyte (ppm)  (wt.%0)
Cu 8.18 34.74 40110 23.47
Ag* 6.5 7.78 0.005 211
As 1.03 4.37 3068 3.10
Au 0.15 - - 0.11
Ba* 20.90 0.41 0.09 6.71
Ni 0.02 0.01 812 0.04
Pb 9.02 11.93 54 2.00
Sh 0.70 0.72 236 0.87
Se 14.09 16.29 0.7 7.73
Te 0.15 0.85 0.01 0.59

* Measured by XRF
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Regarding Sarcheshmeh slime, copper concentration
is considerably higher in the adherent slime in
comparison to the bottom-cell slime. The adherent slime
forms on the surface of the copper anode, which is mainly
constituent of the metallic copper, copper oxide, and
copper sulfate. Moreover, the main portion of the copper
constituent of the bottom-cell slime is dissolved, whether
during the electrorefining process by the electrolyte
turbulence or through the collection of the slime process,
which could result in a lower copper concentration. The
Sarcheshmeh bottom slime was collected after the slime
was water washed at the electrolysis cell and passed over
through the collection tanks, thickeners, and the filter
press. It should be noted that, most of the copper finds its
way to the bottom-cell slime. Accordingly, despite the
higher copper concentration of the adherent slime, a
higher fraction of the total copper is presented in the
bottom-cell slime. The Khatoon-Abad slime is, however,
collected right after the electrolysis cell. The Khatoon-
Abad slime wash with 80°C deionized water at S/L ratio
of 1/4 g/mL over 2 hours was proven the weight loss of
about 30%. The prior wash and after wash analysis of the
Khatoon-Abad slime is shown in Table 2. The solubility
of a few constituents of slime such as arsenates and
entrapped copper sulfate are much easier in hot water
than the sulfuric acid, copper sulfate solution medium.

Another significant difference between the adherent
slime and the bottom slime is the barium concentration.
Most of the barium is dropped down to the bottom cell
due to its larger particle size and higher density. The
barium concentration in the Sarcheshmeh adherent slime
is negligible compared to its concentration in the
Sarcheshmeh bottom-cell slime. Some elements, such as
As, Sh, Se, and Ni, have been found in both of the slimes,
as well as, in the electrolyte. These are the partially
soluble elements that are expected to be found in the
slimes and the electrolyte. The concentrations of the

TABLE 2. Chemical composition of Khatoon-Abad bottom-
cell slime before and after washing with 80°C water

Concentration  Concentration after Recovery

Element before washing (%) washing (%) (%)
Cu 21.47 24.56 19.94
Ag 211 3.01 -*
As 3.10 342 22.84
Au 0.11 0.16

Ba 6.71 9.59

Ni 0.04 0.04 33.96
Pb 2.00 2.86 0.05
Sb 0.87 1.24 0.14
Se 7.73 11.04 0.04

* Negligible

partial soluble elements are a little higher in the
Sarcheshmeh adherent slime. This is possibly due to the
dissolution of a fraction of these elements during their
transformation to the Sarcheshmeh bottom-cell slime. Pb
is found in both Sarcheshmeh bottom-cell slime and
Sarcheshmeh adherent slime in an almost similar
concentration. For the lead, non-soluble or low-soluble
species of the element is formed in the sulfuric acid
medium. This is, however, after the lead is being
dissolved in a cationic form from the anode. The
dissolved lead is rapidly reacting with the sulfate content
of the solution and forms the lead sulfate layer on top of
the anode. This layer is partly dropped to the cell bottom
but continuously generates on the anode surface. The Pb
behavior is different from the barium as the barium
sulfate particles are non-soluble and originate from the
barium sulfate slurry added through the casting process.
The barium sulfate particles are adherent to the anode
surface, and by the dissolution of the copper content of
the anode is dropped form the anode surface to the cell
bottom. The adherent slime was found free of the barium
sulfate as the barium may just appear at the beginning of
the dissolution process due to its presence on top of the
anode surface .

As stated earlier, the copper concentrate input and the
extraction process can profoundly affect the composition
and properties of the copper anode slime. Accordingly, a
comparison has been made between the bottom-cell
slimes of the two different refinery plants, Sarcheshmeh
bottom-cell slime, and Khatoon-Abad bottom-cell slime.
Significant differences in the chemical composition of
these two slimes can be observed. The copper and arsenic
concentration difference between the Sarcheshmeh
bottom-cell slime and the Khatoon-Abad bottom-cell
slime is attributed to the dissolution of the water-soluble
constituent of the Sarcheshmeh bottom-cell slime. The
concentration is about 2-3 times lower in Khatoon-Abad
bottom-cell slime. On the contrary, barium, lead, silver,
and selenium content of the Sarcheshmeh bottom-cell
slime is about 2-3 times higher than the Khatoon-Abad
bottom-cell slime. The significantly higher selenium
content (higher ratio of selenium to copper
concentration) of the Sarcheshmeh slime is important due
to the fact that refractory selenide phases of various
elements, such as copper and silver can be formed and
affect dissolution process. The concentration of the
insoluble content of the slime such as barium, lead, silver,
and selenium are concentrated 2-3 times when the initial
slime lost its copper and arsenic content. In contrast with
sliver, the gold content of the Sarcheshmeh bottom-cell
slime was not increased following the 2-3 times
increment in the concentration ratio. The difference is
most probably due to the lower gold content of the
Sarcheshmeh feed concentrate than the Khatoon-Abad
feed concentrate. The chemical composition of the
Sarcheshmeh and Khatoon-Abad copper concentrates are
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shown in Table 3. These significant differences can
profoundly affect the slimes responses to various
treatments.

3. 3. XRD Results The XRD pattern with phase
composition of Sarcheshmeh bottom-cell slime,
Sarcheshmeh adherent slime, and Khatoon-Abad bottom-
cell slime is shown in Figure 3. According to this figure,
Sarcheshmeh adherent slime mainly consists of lead
sulfate, copper selenide, and mixed compounds of
copper, silver, and selenium. In Sarcheshmeh bottom-cell
slime, however, BaSOs, PbSOs, CuigSe, CusAs,Ses,
CuSe, and Ag.Se were detected as the main phases. There
are noticeable differences between the phase composition
of Sarcheshmeh adherent slime and Sarcheshmeh
bottom-cell slime. PbSO4 and copper selenide are the
only common compounds found in both of these two
slimes. In the Sarcheshmeh bottom-cell slime, various

TABLE 3. Chemical composition of Sarcheshmeh and
Khatoon-Abad copper concentrate

Element Sarcheshmeh Khatoon-Abad
concentrate concentrate

Cu 26-30 % 30-35%

Fe 25-26 21-22 %

As 0.02% 0.03%

Sb 0.03% 0.01%

Pb 023% 0.01%

Ag 50 ppm 40 ppm

Au 1.3 ppm 1.4 ppm

Bi 160 ppm 96 ppm

Se 140 ppm 80 ppm

Te 42 ppm 34 ppm
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Figure 3. XRD patterns and phase detection of Sarcheshmeh

adherent slime (SAS), Sarcheshmeh bottom-cell slime
(SBS), and Khatoon-Abad bottom-cell slime (KBS)

compounds of selenium are observed. This is due to the
different chemical composition of the slimes. In the XRD
pattern of the Khatoon-Abad bottom-cell slime,
dominant peaks of barium sulfate and silver selenide
were observed. In addition of these two compounds, two
mixed compounds of Cu, Ag and Se were also detected.
Due to expressively different chemical compositions,
different major phases were observed in Sarcheshmeh
and Khatoon-Abad bottom-cell slimes. Sarcheshmeh
bottom-cell slime contains significantly higher amounts
of selenium. Accordingly, most of the elements were
found in close association with Se. Selenium presented in
all of the detected phases in the XRD pattern, except lead
sulfate. On the other hand, among the detected
compounds at Khatoon-Abad bottom-cell slime, only
two of them has contained selenium.

3. 3. SEM Results The morphology and the
chemical composition of various phases in the slimes
were studied using SEM-EDS analysis. The results are
shown in Figure 4. SEM image of Sarcheshmeh adherent
slime is shown in Figure 4(c). Various phase
compositions with a particle size below 10 pm are
apparent in this figure. For phase detection, EDS analysis
was performed for three different points on the SEM
image. Oxide matrix phases consisting of Cu, Ag, Se, Pb,
and as were identified in all of the three plotted points.
However, the concentration of these elements varied with
the morphology of the phases. At point 1, a spherical
phase with high silver content was observed. Point 2 had
a similar chemical composition to point 1; however, its
sulfur content was relatively higher. The morphology of
the detected phase at point 2 was different from the one
found at point 1. Phase morphology at point 2 was more
like drawn-out plates. A multifaceted phase with high
copper and selenium content was identified at point 3.
Tellurium and selenium content at point 3 was much
higher in comparison to point 1 and 2, which indicates
that Te is probably associated with the selenide phases.
The SEM result of Sarcheshmeh bottom-cell slime
and EDS map of Cu, Se, Te, Ag, and Sb are shown in
Figure 4(a). The chemical composition of the phases with
different morphologies was studied using EDS analysis.
Particles of this slime seemed to be agglomerated in some
areas. Four different points on the SEM image of the
Sarcheshmeh  bottom-cell ~ slime  with  various
morphologies and color tones were selected for EDS
analysis. At point 1, Sbh, Te, and oxygen are presented
with the highest concentration, which indicates the
formation of oxide complex phases of these elements.
Point 2 seems to be a representation of lead sulfate, which
is also in a lighter color (compounds with higher masses
are observed in lighter colors in SEM backscattered
images). Points 3 and 4 consists of Ag, Se, and Cu with
minor amounts of Te. Another finding regarding points 3
and 4, in which the highest copper concentrations were



M. Alaviyan et al. / I[JE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 934-945 939

observed, is that the Ba concentration at these points are
relatively high (18 to 25%). Accordingly, copper
recovery can be affected by its association with barium
sulfate and the possible agglomerated Ba-Cu particles.
Barium sulfate does not dissolve in acidic medium. The
distribution of the Cu, Se, Te, Ag, and Sb are also shown
in the same figure. It can be seen that some elements have
a similar distribution pattern. Cu is presented within the
same area of Se, which suggests the presence of copper
selenide compounds. Te and Sbh have similar distribution
patterns. Te and Sb zones are surrounded by Cu-Se areas.
Accordingly, Te and Sb are majorly present at the core
distribution of copper selenide compounds. The SEM
image of Khatoon-Abad bottom-cell slime is shown in
Figure 4(b). In this figure, phases with spherical,
semicircular, elliptical, and drawn-plate shapes were
observed. In total, seven points on the SEM image with
different morphologies were analyzed using EDS. Point
1 was determined to be barium sulfate with the
morphology of spherical-shape. The particle size of this
compound was found to be larger in comparison to other
phases. Unlike Sarcheshmeh bottom cell slime, barium
particles were only found in larger particle size and were
not in association with other elements. The other six
remaining points were copper selenide phases carrying
different elements, such as silver, arsenic, and tellurium.
According to the previous studies, these phases could be
Cu,Se, Ag.Se, AgCuSe, AgCu(Se,Te), and (Cu,Ag)-Se.
These phases are visible in spherical and semicircular,
elliptical, and drawn-out plate shapes. The EDS map of
Khatoon-Abad bottom-cell slime is also shown in this
figure. According to this figure, copper can be seen to
have a uniform distribution throughout the studied area.
Similar to Sarcheshmeh bottom-cell slime, tellurium was

Figure 4. SEM image of (a) Sarcheshmeh bottom-cell slime
(SBS), (b) Khatoon-Abad bottom-cell slime (KBS) and (c)
Sarcheshmeh adherent slime (SAS)

found to be in close association with Sb and Se. Ag
particles were also found in association with
corresponding selenium compounds.

By comparing the SEM results of Sarcheshmeh
bottom-cell slime and Khatoon-Abad bottom-cell slime,
it can be seen that the phase morphologies were almost
similar in both slimes. Phases with the spherical, drawn-
out plate, and semicircular shapes were majorly observed
in both cases. However, the chemical compositions of the
minor phases were different. Because of the high copper
content of the Khatoon-Abad bottom-cell slime, most of
the phases were detected in association with copper. In
the case of Sarcheshmeh bottom-cell slime, a similar case
was observed for selenium.

3. 4. Particle Size Results Screen analysis was
performed to determine the particle size of the
Sarcheshmeh bottom-cell slime and Khatoon-Abad
bottom-cell slime, and also, to determine the distribution
of precious metals at different particle sizes within these
slimes. The cumulative particle size distribution of both
slimes is shown in Figure 5. According to this figure, the
particle size of Sarcheshmeh bottom-cell slime is
relatively smaller than Khatoon-Abad bottom-cell slime.
The reason for the particle size difference could be the
difference of the injected barium sulfate particle size
during casting, the agglomeration of the particles, and the
difference in the anode solidification time. The longer the
solidification time, the larger the particle size. 80%
passing particle size of the Sarcheshmeh bottom-cell
slime was below 38 microns, whereas the P80 for the
Khatoon-Abad slime was measured around 106 microns.

It has been shown that barium particles are mostly
agglomerated at particle sizes above 17 microns.
Accordingly, the possibility of the physical separation of
the barium sulfate particles from the rest of the slime
using the hydrocyclone or the sieve was investigated. As
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Figure 5. Particle distribution of Sarcheshmeh bottom-cell
slime (SBS) and Khatoon-Abad bottom-cell slime (KBS)
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stated earlier, the presence of barium can impose
challenges in recovery of precious metals. The high
abrasion of the barium sulfate can cause the
decopperrizing tank to get corroded very fast. A shaking
screen can help to separate the unwanted particles from
the rest of the slime. The chemical composition of the
slimes, with particle size above 38 microns, was
determined using the ICP-MS. The results are
summarized in Table 4. According to this table, due to
the presence of a significant fraction of precious metals
in particles above 38 microns, physical separation of
barium through sieve analysis does not seem practical.

3.5.STA Results Simultaneous thermal analysis of
TGA and DTA was carried out to determine the
interaction of the Sarcheshmeh bottom-cell slime and
Khatoon-Abad bottom-cell slime compounds with
temperature. Among the known recycling process, a
pyrometallurgical pretreatment of the slime is popular.
Oxidative roasting, sulfation roasting, and soda roasting
are the industrial examples of the few pretreatment
processes. As a result, the TGA and DTA results are
essential in the design of the slime recovery processes.
The results are shown in Figure 6. According to this
figure, the TG curve of the Sarcheshmeh bottom-cell
slime (Figure 6(a)) can be divided into three main parts:
First is the initial mass loss, that happens at temperatures
below 400°C, second is the simultaneous mass loss and
mass gain that happens from 400°C to around 600°C, and
third is the final mass loss which happened at
temperatures above 600°C. Sarcheshmeh bottom-cell
slime contains considerable amount of Se. Accordingly,
most of the thermal interactions are based on selenium
bearing compounds.

The initial mass loss at temperatures below 400°C
originates from removing moisture, chemically bonded
water, and evaporation of volatile compounds. The free

TABLE 4. Distribution of Sarcheshmeh bottom-cell slime and
Khatoon-Abad bottom-cell slime components in particle sizes
above 38 microns

Sarcheshmeh bottom-cell slime Khatoon-Abad bottom-

cell slime
Wit. % in  Fraction Wt. 0/_o in Fraction
microns microns microns microns
Ba 30.17 23.39 9.34 47.70
Cu 4.36 8.79 25.88 57.02
Au 0.08 8.22 0.118 58.95
Ag 3.28 8.15 5.32 5.23
Se 8.19 3.98 11.80 42.65
Te 0.21 51.93 0.56 86.76
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Figure 6. Thermal analysis results of Sarcheshmeh bottom-
cell slime (SBS) and Khatoon-Abad bottom-cell slime
(KBS) a) TGA results b) DTA results

selenium and silver selenide are the main volatile
compounds. Evaporation of selenium compounds may
occur as following [18]:

Ses) = Seg) 2275<AH (kJ)<229.9 (1)

Ses) + Oz(g) = SeOzg) -128.8<AH (kJ)<-118.9 (2)

AgZSe(S) = ZAg(S) + Se(g) 260.0<AH (kJ)<269.3 (3)
AgaSe(s) + Oz(g) = 2A8(s) +

-81.6<AH (kJ)<-79.9 4
Se0n (k) @

The standard Gibb’s free energy of these reactions are
shown in Figure 7. Some of the above-stated reactions
have positive standard Gibb’s free energy, which imputes
that they cannot occur in thermodynamic standard
condition. They can however occur in non-standard
conditions. Three endothermic peaks have been observed
in the temperature range of 100 to 400°C (Figure 6(b)).
The first two endothermic peaks have occurred at
temperatures below 100°C, which is related to the
evaporation of the sample’s moisture. Another
endothermic peak is visible at around 200°C, which is
probably for the evaporation of the elemental selenium
and molecular water.
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After 300°C, a mass gain happens by the reactions
between anode slime components, the gas products, and
the oxidizing atmosphere. The formation of silver
selenite can happen according to the following reaction:

Agzse(s) + 1.502(g) =

-288.2<AH (kJ)<-239.2 5
AgZSeO3(S) ( ) ()

Moreover, copper compounds, such as Cu,Se and
Cu0, can also react with oxygen and sulfur dioxide to
form solids with higher weights [19]:

CuZSe(S) + ZOZ(g) =
Curseon -288.2<AH (k])<-239.2  (6)
Cu,0¢) + 250, +

-288.2<AH (kJ)<-239.2 (7
1502(g) = CUSO4(S) ( ) ( )

Based on reaction 7, for the conversion of copper
oxide to copper sulfate, the presence of sulfur dioxide gas
is essential. Considering a low concentration of elemental
sulfur in slime, the sulfur dioxide can be provided from
decomposition of other sulfide compounds. Due to the
high selenium content of the Sarcheshmeh slime, the two
above reactions possibly happen at lesser quantities in
comparison to selenium compounds reactions. The
formation of these compounds could result in a slight
mass gain of the slime. As the temperature increases, the
previous mass loss reaction, due to the endothermic
nature of the reactions, happens at higher rates. In the
case of Sarcheshmeh bottom-cell slime, the mass loss
reactions have overcome mass gain reactions, which
eventually resulted in an overall mass loss. Finally, the
mass losses at temperatures above 600°C can represent
the decomposition of silver selenide and sulfated
compounds, such as BaSO4, PbSO4, and CuSO4 through
the following reactions [19-22]:

AgZSEO3(S) + 503(g) =
-106.1<AH (kJ)<-99.5 8
AgZSO4(S) + SeOz(g) ( ) ( )
PbS04(s) = PO + 292.0<AH (k))<299.9  (9)
SOs(g)
BaSO4(S) = BaO(S) +
562.2<AH (kJ)<603.3 10
SO0;(g) + 0.504(g) (k) (10)
CUSO4(S) = CUO(S) +

303.7<AH (kJ)<308.9 11
S03(g) + 0.505(g (k) (11)

A significantly different behavior was observed in
Khatoon-Abad bottom-cell slime thermal peaks
comparing to the Sarcheshmeh bottom-cell slime.
Khatoon-Abad bottom-cell slime was dried previously at
90°C for 24 hours. Accordingly, no weight loss or
endothermic peaks were observed pre-100°C. The
Khatoon-Abad bottom-cell slime contains a significant
amount of copper; therefore, most of the interaction can

be attributed to the copper-containing compounds. Till
300°C, no significant interaction is evident in the
thermograph. However, after 300°C, up to around 600°C,
a considerable mass gain was observed in the TGA graph
(Figure 6(a)). The mass gain can be attributed to the
oxidation of different copper compounds. The mass loss
reaction may also occur similar to the reactions
previously discussed. Their effect, however, could be
potentially masked by mass gain reactions. A mass gain
as the result of oxidation of copper selenide and cuprous
oxide is viable according to reactions 6 and 7. Another
possible reaction involving copper that could result in
increased weight of the sample is as follows:

CUZS(S) + 7'502(g) = -288.2<AH (kJ)<-

2CuS04s) + 3Cu,0 + 250, 239.2 (12)

The combination of reaction 12 with reactions 6 and
7 can cause an exothermic peak at around 600°C. After
600°C, due to the decomposition of sulfates of different
elements, such as copper, barium, and lead, a mass loss
has happened. Due to the differences in the chemical
composition, especially in copper and selenium
concentrations, distinct behaviors were observed in the
interaction of these slimes with temperature. A consistent
mass loss was observed in the TGA result of
Sarcheshmeh  bottom-cell slime with increasing
temperature as a result of high selenium content. An
opposite result was observed in the Khatoon-Abad
bottom-cell slime TGA graph. A consistent mass gain
trend was observed up to temperatures around 600°C, due
to the oxidation of copper-containing compounds.

As stated earlier, pyrometallurgical pretreatments are
common in copper anode slime processing. Accordingly,
besides the above explanations, a brief thermodynamic
assessment of the discussed reactions are presented
below. Since the thermal interactions in the studied
slimes (Sarcheshmeh and Khatoon-Abad bottom-cell
slimes) were mostly found in association with Cu-Se-Ag
compounds, oxidative roasting in the systems of Ag-Se-
O and Cu-Se-O has been studied.

In Figures 7 and 8 the standard Gibbs free energy
(AG® of Ag-Se-O and Cu-Se-O system and their
dominant species at various temperature and oxygen
pressure are illustrated. The thermodynamic data was
obtained from HSC software database (Version 6,
Outokumpu research). It should be noted that the data
presented in these figures are AG° not AG. Accordingly,
although some reactions have positive AG®, they could
still thermodynamically happen if their AG becomes
negative in a non-standard condition. Oxidizing roasting
is mostly applied to convert elements, such as copper,
nickel, and tellurium into soluble compounds in sulfuric
acid solution and also evaporate the selenium. According
to Figure 7, evaporation of selenium is mostly happening
by conversion of Se-containing compounds to SeO; ().
The process of Se removal involves the formation of
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intermediate selenite species. As discussed in the
previous section, in bottom-cell copper anode slimes,
selenium can present as silver selenide (Ag.Se). At lower
temperatures (around <400°C), due to relatively lower
AG?, the transformation of Ag,Se to either intermediate
species, such as Ag,SeOs; or directly to SeO, happens.
Intermediate species of silver and selenium tend to
become less stable with increasing temperature, which
leads to the evaporation of selenium as SeO,. This is also
evident in the speciation diagram of Ag-Se-O (Figure
7(b)). At temperatures above 300°C and oxygen partial
pressure of 105, SeO; is mostly stable.

Similar to Ag-Se-O system, the same graphs were
plotted for Cu-Se-O system. The presence of copper
selenide is possible in bottom-cell anode slimes. The
process of selenium removal and transformation of
copper selenide to soluble copper species is evident in
Figure 8. At temperatures below 600°C, the
transformation of Cu.Se to copper selenate happens
spontaneously. By increasing temperature, the Gibbs free
energy of the decomposition reaction of copper selenate
to CuO and SeO, becomes less negative. Accordingly,
the thermodynamic driving force for the copper selenate
decomposition becomes larger. As a result of this
process, selenium can be removed from the slime as
Se0,, and also copper transforms to non-sulfide/soluble
species, such as CuSO4 and CuO.

a 250
= . T AgySer )«
2004 e L eagg .2__15{__7?.5(_({,:%‘3’
e TNy,
— 1004 "D, S
] ~.. %S0 oA R
ey 4!
g s ~e 2 TESe0, 0050,
= S ]
< Berr
2 Ag,Se%0515) = 2285 0usg
50 .
K3 8€75]+503 (5] = AE750 [5) $5€02 ). — s ="— "=
400> = re se(g*02 (g1 502 ()
________ spo—= - - - - —L 2
150 4 o hE
. 2501
.200 pes>
T T v v v T v T T
100 200 300 400 500 600 700 800 900 1000
Temperature (°C)
b 0 T T T T ——
SeO s T
| Ag2SeOs ¢ ==

75e0:

log Poz (g)

Se

Ag,Se

-40
25 425 625 825 1025

Temperature (°C)
Figure 7. Oxidative roasting in Ag-Se-O system a) Standard
Gibbs free energy of reaction as the function of temperature
b) Effect oxygen partial pressure and temperature on Ag-Se-
O species
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3. 6. Decopperization  The proper characterization
can strongly influence the selection of the proper method
in recovery of the valuable content of the slime. In this
section, as an example, a hydrometallurgical recovery of
copper from Sarcheshmeh and Khatoon-Abad bottom-
cell slimes, considering the characterization results, are
investigated. In hydrometallurgical recovery of copper
anode slime components, the first step is often the
decopperization process .

Chemical analysis showed that copper concentration
in Khatoon-Abad slime was considerably higher than
Sarcheshmeh slime. However, a significant fraction of
copper in Khatoon-Abad slime was in a form of water-
soluble copper compounds. Phase composition analysis
of both slimes revealed that copper was mostly associated
with selenium, which necessities using of the oxidants for
efficient copper recovery. However, the ratio of selenium
to copper in Sarcheshmeh slime was significantly higher
than that of it in Khatoon-Abad slime, which imputes that
copper concentration of non-selenide compounds are
potentially higher at Khatoon-Abad slime. This could
result in easier copper dissolution. Moreover, copper
selenide in Sarcheshmeh slime was agglomerated within
barium sulfate, which could negatively affect the copper
dissolution, especially in sulfuric acid medium.
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Considering the small particle size of the Sarcheshmeh
slime, further grinding may not be feasible in liberating
of the copper particles from barium sulfate. Accordingly,
conventional leaching may not be a suitable solution for
the full copper recovery of Sarcheshmeh slime and
therefore more severe conditions in terms of temperature
and pressure may be essential. Therefore, copper
recovery from Sarcheshmeh and Khatoon-Abad bottom-
cell slimes using sulfuric acid in a concentration similar
to copper electrolyte (160 g/L) in the presence of air and
oxygen as an oxidant were investigated. The copper
recovery results are shown in Figure 9.

As it is evident, for recovering copper from both
slimes, the presence of oxidant is required. Copper
recovery was improved by substituting air with oxygen.
However, considering different characteristics of the
slimes, significantly different copper dissolution
behavior was observed. After 12 hours, copper
dissolution from Khatoon-Abad slime reached around
90% recovery, while copper recovery from Sarcheshmeh
slime was limited to around 40%. As stated earlier, one
possible reason for low copper dissolution of
Sarcheshmeh slime can be attributed to higher selenium
to copper ratio and agglomeration of copper particles in
barium sulfate. Therefore, higher copper dissolution at
the elevated pressures and temperatures is predicted.
Accordingly, another experiment in autoclave was
conducted over the Sarcheshmeh slime. The temperature
and pressure in this experiment were 120°C and 8 bars,
respectively. The pressure was adjusted by oxygen gas.
The obtained results are shown in Figure 10.

As it is evident, copper recovery was significantly
improved by increasing temperature and pressure.
Increasing pressure increases the dissolved oxygen
content of the leachate and increasing temperature helps
the dissolution reaction to occur faster; both resulted in
higher copper dissolution. Obviously, a difference in the
phase composition of the slimes has caused different
decopperization results. For Khatoon-Abad slime, an
atmospheric leaching was efficient; whereas for
Sarcheshmeh slime, leaching in autoclave was requiered.

—&— Sarcheshmeh - Air
=@ Sarcheshmeh - 0,

—&— Khatoon Abad - Air
=¥~ Khatoon Abad - O,

Copper recovery (%)
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Figure 9. Copper dissolution behavior from Sarcheshmeh

and Khatoon-Abad bottom-cell slimes

Copper recovery (%)

Atmospheric leaching  Atmospheric leaching
oxidant=air

Pressure leaching

oxidant=oxygen oxidant=oxygen

Figure 10. Effect of leaching method on copper dissolution
from Sarcheshmeh bottom-cell slime

This difference will also extend to the recovery of other
constituent elements of the slime such as tellurium and
selenium .

4. CONCLUSION

In this research, two different types of slimes from
Sarcheshmeh copper complex and Khatoon-Abad copper
complex were characterized and compared. The results
showed that characteristic properties of the slime could
significantly vary from one refinery plant to another due
to the differences in feed material and smelting
production processes. Chemical composition of the
slimes can result in profound differences in the major
phase constituents, the minor phases, particle size, and
interaction of slimes with temperature. Sarcheshmeh
bottom-cell slime contained high amounts of selenium;
therefore, most of the other slime components were
observed in association with this element. Khatoon-Abad
bottom-cell slime, however, contained significant
amounts of copper. Accordingly, other components were
closely linked to copper. These distinctions resulted in
significant differences in TGA-DTA results. Since
Sarcheshmeh bottom-cell slime contained a high amount
of selenium, most of thermal interactions were with Se-
containing compounds. In the case of Khatoon-Abad
bottom-cell slime, however, due to high copper content,
most of thermal interactions were attributed to the Cu-
containing compounds. Adherent slime of Sarcheshmeh
refinery plant was also characterized and compared to
Sarcheshmeh bottom-cell slime. The adherent slime was
found free of barium sulfate. The variance in
characteristic properties of the slimes have resulted in
significant differences in copper dissolution behavior of
slime. Due to the association of copper with selenium and
barium in the Sarcheshmeh slime, copper content of the
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slime was only effectively dissolved at elevated
temperature and pressure, while high copper recovery
from Khatoon-Abad slime was obtained at moderate
conditions.
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ABSTRACT

The identification of structural systems with unknown vibration signature response is still a challenging
issue which has been addressed by many reviewers. The current sensor technology states that the sensor
position should be very close to the damaged element in order to identify and localize the damage. The
primary goal of this research is to present a baseline-free method using the roving mode shape response
based, multiple damage localization in a cantilever beam. Consequently, the damage location indicator
is based on the roving mode shape approach (DLRA). The theoretical development is carried out on a
cantilever beam, a finite element model. The different cases for multiple damages i.e. 2 elements damage,
3 elements damage and 5 elements to be damage, at a time, have been modelled on the structural member.
The system response, for the healthy and damaged structural systems, has been determined using the
roving mode shape approach. Further, the algorithm has been developed for multiple damage
identification and localization using MATLAB software. The combined mass and stiffness damage, as
well as only the mass change damage, both cases were considered. From the results, it was found that
the proposed method can reliably identify the damage and its position. The method will also be helpful
while keeping the sensor’s position very close to the damage. The novelty of this method is that it uses
the response which is basically a field output and no prior assumptions have been made at the damaged
element's location.

doi: 10.5829/1je.2023.36.05b.11

NOMENCLATURE
M Distributed mass matrix (N) Greek Symbols
c Damping coefficient matrix w Modal frequency (Hz)
K Stiffness matrix (N/mm) A Modal amplitude perturbation matrix
t Time period (s) ba Modal amplitude of the damaged structure
u(t)  Structural response matrix in terms of displacement (mm) bu Modal amplitude of the undamaged structure
u(t)  Structural response matrix in terms of velocity (mm/s) a Coefficient of proportionality
i(t)  Structural response matrix in terms of acceleration (mm/s?) Subscripts
A Column matrix of modal amplitude (mm) d Damage case
N Total number of elements in the Finite Element model u Undamage case
i Natural number

1. INTRODUCTION

techniques for free vibration analysis of beams on elastic
foundations has been given by Ozturk and Coskun [1-3].

Vibration is a motion that repeatedly revolves about its
mean position while being constrained between two
clearly defined boundaries (known as extreme positions)
on each side of the mean position. The vibration shows
the build-up of energy in the system. The various

*Corresponding Author Institutional Email:
bpatel.phd2018.ce@nitrr.ac.in (B. Patel)

Various researchers have found that damage alters the
system's dynamic response such as Natural Frequency
and Mode shape [4]. Also, these responses can be
evaluated by vibration analysis, hence, this property has
been used by researchers for structural system
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identification  [5-7]. Various structural  system
identification techniques particularly in the beam have
been developed to date. Still, complete system
identification using in-field data is a challenging issue
[8]. The damage-tolerant and fail-safe design of civil
structures necessitates extensive inspection and defect
monitoring at regular intervals, and due to this, a lot of
structural health monitoring research is going on [9].
Intelligent real-time monitoring is essential, to provide
safe and affordable buildings since the danger of failure
and the expense of scheduled but unnecessary
maintenance are both rising. The sensor-based
technologies are frequently used for this. The actuators
and sensors are integrated into the structures or can be
used instantly. With the advancement in sensor
technology, the researchers found that the appropriate
positioning of the sensor is very important in order to find
out the damaged element [10]. The same algorithm may
provide misleading data when the sensors are away from
damaged members. The sensor position should be very
close to the damage location in order to find out the
damage in the structural systems [11-14]. Patel and
Dewangan [15] have also found that the sensor if placed
in the purview of the damage will only be able to detect
the damage accurately.

Aydin et al. [16-17] provided the information on
support optimization. The different beam vibrations will
cause different distributions of elastic supports. Internal
forces can occasionally exceed yield limits, which is
significant for damage. This could be a guess for the
damage existence. The mode shapes are more vulnerable
to local damage since they carry local information [18].
Also, they are less sensitive to the temperature effect than
the natural frequency [19]. Huang et al. [20] developed a
baseline-free method for system identification based on
the node displacement of structural mode shapes. It has
been found that the natural frequency is significantly
influenced by both temperature and damage.
Consequently, using a frequency-based technique to
identify the damage separately is challenging. The
monitored region may be split into larger and smaller
areas to improve the damage location resolution. With
additional sensors, this technique might provide more
accurate detection. Malekinejad and Rahgozar [21]
presented a mathematical model of the cantilever beam \
for each tube through the structure's height. The free
vibration analysis case has been considered. The mode
shape has been calculated by simplifying the
mathematical equation using Hamilton's principle and
the assumptions. Various mode shape based techniques
have been used by the researchers for damage
identification [22-31]. Nahvi and Jabbari [32] used the
experiment modal data and the natural frequency to
identify the damage in the form of a crack in a cantilever
beam. It can be inferred that the variations in the
frequencies of higher modes rely on the distance between

the crack position and the appropriate mode shape's
nodes. As a result, for a crack located at the nodal points
of the corresponding mode shape, the natural frequency
of the cracked beam remains unchanged. Since early
1979 the introduction of the digital FFT spectrum
analyzer and various other equipment has grown in
popularity for determining the mode shape. However,
since these types of equipment are highly expensive, they
cannot be easily affordable. An effort has been made by
Chandra and Samal [33] to use experimental roving
impact tests to identify a beam's mode shapes without
using these expensive types of equipment. The
experimental modal analysis has been performed in the
cantilever beam by Prashant et al. [34] and Zhang et al.
[35].

Until now, there has been no reported literature on
baseline free structural damage identification and
localization by DLRA for multiple damages using the
infield data. Hence, the primary goal of this research is to
present a baseline free method using the roving mode
shape response based, multiple damage identification and
localization in a cantilever beam. The combined mass
and stiffness damage, as well as only the mass change
damage, both cases were considered. Finding the ideal
position for the sensor during on-site structure health
monitoring is another goal of this paper. Further, for the
single damage case, many research works have been
published. In order to identify the structural system with
multiple damages, the sensor can be located in advance
using the DLRA.

2. THEORETICAL DEVELOPMENT

The general form of the equation of motion of the linear
structural system in structural dynamics is given by
Equation (1):

Mii(t) + Cu(t) + Ku(t) =0 1)
Hence, the distributed mass and stiffness matrix is given
by Equations (2) and (3), respectively.
156 221 54 —13l
221 412 13l 312

M= A r ()
54 131 156 —22I

—-131 312 =221 412

k1 + kz _kz

—k;
K= - L @)
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For the multiple degree of freedom system, the
solution to the problem is reduced to the solution of
Equation (4), which is given below:

(K] - w?[MD{4} = 0 (4)

Equation (4) represents the general form of the modal
characteristic equation. The above equation is rank
deficient since the rank of the matrix is less than the
number of rows. Hence the mode shape and the natural
frequency of the system can only be determined using the
above equation. The modal amplitude perturbation
matrix should be introduced as the difference between the
modal amplitude of the damage structure and the
undamage structure, for the i mode and (i + 1) mode,
it is given by Equations (5) and (6), respectively.

(49); = (¢d)i - (¢u)i (5)

AP)i+1) = (D) i+ — (D41 (6)

Damage to the structure leads to a change in the
modal amplitude. At the position of damage, it is
assumed that the damage modal amplitude will change
by say « times the undamage modal amplitude, hence it
can be given by the below expression:

ba = ax ¢, (7)

On subtracting Equation (6) from Equation (5) and
substituting the value from Equation (7) into the resulted
equation will be given as follows:

Q)i — (AP) i+ = 1 — ) ()i — (Pa)+1) (8)

It can be noted that the expression on the right-hand
side of Equation (8) contains only the damage response
along with the constant term. This damage response only,
will be useful for obtaining the baseline free equation.
But, the expression is not sufficient, hence further pre and

post multiply Equation (8) by (Zf’zl((%)(i) -
(¢4)+1)))/N on both sides and further simplifying, it can
be rewritten as follows:

1 (D)= (Pa) ) /N
— = X
1-a (49)i—(4)(i+1) ®)

The value of X is represented by Equation (10). It has
been observed that the expression contains only the
damage structure responses hence the expression could
be used as the damage detection and localization
indicator. The proposed equation is formulated by the
small amount of available structural information.

Although the above equation provides only, some
general information regarding the existence of the
damage, it cannot precisely detect the position of the
damage. It has also been observed that the damage in its
early stages could not be directly detected using the
damage index given by Equation (10).

_ (D)) —(Padi+1)
(S, (Y- DD@+1))/N

(10)

This is due to the fact that differences are directly
averaged over all measurement points. Further, when
these data are directly plotted, the damage can not be
clearly identified and located. Hence Equation (10) is
further modified and given by the expression below:

Abs((¢a) (i) —Abs((Pa) (i+1))

DLRA = —5
(2=, (Abs(@@)i=Abs(@a)i+1))/N

(11)

In the above expression, the response from the roving
mode shape technique will be employed to determine the
value of DLRA. Consequently, Equation (11) will be
used as the damage position indicator based on the roving
mode shape approach. The combined mass and stiffness
damage, as well as only the mass change damage, both
cases could be applicable for determining the DLRA
using the above expression.

3. EXPERIMENTAL ROVING TEST APPROACH

In this section, the experimental roving test approach
described by Chandra and Samal [33] has been applied to
estimate the modal amplitude of the cantilever beam.
Aluminum was used as the beam specimen, and its
material characteristics and dimensions are listed in
Table 1. As shown in Figure 1(a), the 200 mm long beam
was discretized into 20 elements. As a result, 10 mm was
found to be the distance between the two nodes. Various
damages, with varying degrees and locations of damage,
were introduced. For this purpose, eleven locations were
randomly chosen on the cantilever beam at a distance of
30 mm, 40 mm, 60 mm, 70 mm, 90 mm, 100 mm, 120
mm, 130 mm, 150 mm, 160 mm and 170 mm. Further,
the details of the damage considered are shown in Figure
1. D1, D2, D3, D4, D5, D6, D7, D8, D9, D10 and D11

DI D2 Di D4 D5 D6 D7 D8 D¢ Do DIt

Uiﬁ
T ™ Crack depth

L »Crack width

_ ®

Figure 1. (a) Damage location in cantilever beam (b)
Vertical section of the crack damage region

TABLE 1. Specimen details

Details Value
Young’s modulus (E) 69.1 N/mm?
Poisson’s ratio (t) 0.334

Density (q) 2668.32 x 10" N/mm?®

Dimension (200 x 9 x 50) mm




represent the crack position, the depth of crack was taken
in terms of percentage reduction in depth as 30 %, 50 %
and 60 % reduction and the width of the crack is
considered negligible. Table 2 provides a summary of
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these cases' specifics.

TABLE 2. Damage induced in the cantilever beam

Case 31 D1, D3, D5, D7, D9 0.6 0.6
Case 32 D1, D3, D5, D7, D11 0.6 0.6
Case 33 D2, D3, D5, D7, D9 0.6 0.6
Case 34 D2, D3, D5, D7, D11 0.6 0.6
Case 35 D2, D4, D6, D8, D10 0.6 0.6
Case 36 D2, D4, D6, D8, D11 0.6 0.6

Damage induced

Damage Crack location Depth Mass
case reduction  reduction
(%) (%)
Two elements damage cases
Case 1 D2, D6 0.3 -
Case 2 D2, D7 0.3 -
Case 3 D4, D8 0.3 -
Case 4 D4, D9 0.3 -
Case 5 D5, D9 0.3 -
Case 6 D5, D10 0.3 -
Case 7 D2, D6 0.6 0.6
Case 8 D2, D7 0.6 0.6
Case 9 D4, D8 0.6 0.6
Case 10 D4, D9 0.6 0.6
Case 11 D5, D9 0.6 0.6
Case 12 D5, D10 0.6 0.6
Three elements damage cases
Case 13 D2, D6, D9 0.5 -
Case 14 D2, D7, D11 0.5 -
Case 15 D4, D6, D9 0.5 -
Case 16 D4, D7, D11 0.5 -
Case 17 D5, D7, D9 0.5 -
Case 18 D5, D8, D11 0.5 -
Case 19 D2, D6, D9 0.6 0.6
Case 20 D2, D7, D11 0.6 0.6
Case 21 D4, D6, D9 0.6 0.6
Case 22 D4, D7, D11 0.6 0.6
Case 23 D5, D7, D9 0.6 0.6
Case 24 D5, D8, D11 0.6 0.6
Five elements damage cases
Case 25 D1, D3, D5, D7, D9 0.3 -
Case 26 D1, D3, D5, D7, D11 0.3 -
Case 27 D2, D3, D5, D7, D9 0.3 -
Case 28 D2, D3, D5, D7, D11 0.3 -
Case 29 D2, D4, D6, D8, D10 0.3 -
Case 30 D2, D4, D6, D8, D11 0.3 -

Free vibration has been introduced by applying initial
displacement at the free end of the beam. Signals from
the accelerometers were analyzed in order to determine
the natural frequencies and the amplitudes
correspondingly. It has been observed that the system
response for the healthy and damaged structural system has
been determined using the roving mode shape approach.
Damage in its early stages could not be detected using these
data directly. This is due to the fact that differences are
averaged over all measurement points when determining the
mode shape.

Further, when these data are directly plotted, the damage
could not be clearly identified and located. Hence further
analysis is required, which has been addressed in section 4.
The algorithm has been developed for multiple damage
identification and localization using MATLAB software. It
should also be noted that the proposed damage detection
method inevitably and essentially depends on determining
the displacement modal amplitude. It is extremely important
to note that inaccurate assessments of the structure's original
physical characteristics result in inaccurate damage
detection.

4. STRUCTURAL MODELLING AND
IDENTIFICATION

The theoretical development is carried out on a cantilever
beam, using the finite element method. The two noded
linear elements are used for meshing, as shown in Figure
2(a). The degree of freedom considered is vertical
deflection ul and u3 and rotation about the z-axis is u2
and u4. The finite element model is shown in Figure 2(b).

The physical properties and dimensions of the beam
are mentioned in Table 1. In order to determine the
effectiveness of suggested damage localization
technique, several damage scenarios are taken into
consideration. Table 2 provides a summary of these
cases' specifics. The damages result in a sudden
fluctuation in amplitude as well as adverse vibrational
performances. These generated damages cause the
structure to behave dynamically inadequate. The
suggested DLRA using the data gathered, such as the
modal parameters of the structure after the occurrence of
damage, is used to identify the existence and then the
position of induced damage.
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Figure 2. (a) Beam element with 2 degrees of freedom at
each node. (b) Finite element model of a cantilever beam

5. RESULTS AND DISCUSSIONS

The damage localization by ‘DLRA’ has been plotted for
various damage cases. It could predict the damage
existance and locations for that particular structure very
clearly. Figures 3 to 5 illustrate all the cases for, the
damage without considering the mass variation. Figures
6 to 8 illustrate all the cases for the damage, by
considering the mass variation. The technique provides a
clear indication of DLRA for that element with multiple
damages at a time, with a significance change in the
numerical value, as well as it is very clear form Tables 3
to 8. For each of the damage cases, it has been observed
that there are variations in the DLRA value of damage
and undamaged condition of the structure at particular
locations, which denotes the presence and location of the
damage. This variation is approximately between 11% to
16% as stated in Table 3, the sudden fluctuation in the
graph, at the damaged location, is for this reason.

The drastic shift in the amplitude of the DLRA points
out the damage location. Hence, in Figure 3, that the
damage position is the 4" and 10" element for damage
Case 1. The DLRA is easier to calculate than the other
methods due to the mass matrix's simplicity and
associated damage index. Along with this, the multiple
damages have been taken for up to 5 damages at a time
in the present study, and the proposed algorithm is able
to identify and localize the damage. These results can be
clearly observed in Figures 3 to 8. Further, this algorithm
will be effective for even more than 5 damages at a time.
This result will also be helpful in finding the position of
the sensor placement in advance. The proposed method
is based on the roving mode shape response. Hence, the
algorithm is useful for computer automation, which
provides the self-generated technique by element
automation, which could predict the damage location in
terms of DLRA value element by element.

DLRA

Damage case 1
Damage case 2
Damage case 3
Damage case 4
Damage case 5
Damage case 6

123456

B o104,

1314
Along the beam length 1515

17151920

Figure 3. Plot for DLRA, for 2 elements damage

Damage case 13
Damage case 14
Damage case 15
Damage case 16
Damage case 17
Damage case 18

Figure 4. Plot for DLRA, for 3 elements damage

8
91011121314
15
Along the beam length 1617181920

30

Damage case g

Damage case 25
Damage case 26
Damage case 27
Damage case 28
Damage case 29
Damage case 30

Figure 5. Plot for DLRA, for 5 elements damage
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3 02 T
1)
\
0 / \ Damage case 7
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1647 Damage case 11
18
Along the beam length 1959 Damage case 12

Figure 6. Plot for DLRA, for 2 elements damage
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TABLE 5. The numerical result of values of DLRA
A Crack Undamage Damage % Variation

24

Damage case

f\ / Location DLRA DLRA in DLRA
A\ A\ D1 0.012 0.475 2.53
- ) D3 0.010 0.360 2.78
® a Case 25 D5 0.007 0.249 2.81
e - ~\_ D7 0.004 0.149 2.68
~

25 Damago case 19 D9 0.002 0.068 2.94

Along the beam length s 1847 nZEZSi 2::21

8199 Damage case 22
Fcodonet D2 0.013 0.460 2.82

Damage case 24
Figure 7. Plot for DLRA, for 3 elements damage D3 0.011 0.381 2.89
Case 27 D5 0.007 0.265 2.64
D7 0.004 0.159 252
D9 0.002 0.073 274
Damage case 35 D2 0.015 0.515 291
04 A 7 D4 0.011 0.382 2.88
2 02 — Case29 Db 0.007 0.256 273
Q T D8 0.004 0.143 2.80

0 1 amage case
2o E:Q:é: e D10 0.001 0.057 1.75

Along the beam length 1415161?1;_:9;? 75252%5 Egggg

Figure 8. Plot for DLRA, for 5 elements damage
TABLE 6. The numerical result of values of DLRA

Crack Undamage Damage % Variation

TABLE 3. The numerical result of values of DLRA

Location DLRA DLRA in DLRA
Crack Undamage Damage % Variation
Location DLRA DLRA in DLRA Case 7 D2 0.08 0.39 20.51
D2 0.06 051 11.76 D6 0.04 0.19 21.05
Case 1
D6 0.03 0.25 12.00 D4 0.07 0.34 20.59
Case 9
D4 0.06 0.49 12.24 D8 0.03 0.12 25.00
Case 3
D8 0.03 0.18 11.11 D5 0.06 0.29 20.69
Case 11
D5 0.05 0.44 11.36 D9 0.02 0.08 25.00
Case 5
D9 0.02 0.12 16.67
TABLE 4. The numerical result of values of DLRA TABLE 7. The numerical result of values of DLRA
Crack Undamage Damage % Variation Crack Undamage Damage % Variation
Location DLRA DLRA in DLRA Location DLRA DLRA in DLRA
D2 0.06 0.50 12.00 D2 0.08 0.39 20.51
Case 13 D6 0.03 0.25 12.00 Case 19 D6 0.04 0.19 21.05
D9 0.01 0.08 12.50 D9 0.01 0.06 16.67
D4 0.05 0.43 11.62 D4 0.06 0.32 18.75
Case 15 D6 0.03 0.29 10.34 Case 21 D6 0.04 0.21 19.05
D9 0.01 0.09 11.11 D9 0.01 0.06 16.67
D5 0.05 0.40 12.50 D5 0.07 0.27 25.93
Case 17 D7 0.03 0.24 12.50 Case 23 D7 0.04 0.16 25

D9 0.02 0.11 18.18 D9 0.02 0.07 28.57
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TABLE 8. The numerical result of values of DLRA
Crack Undamage Damage % Variation

Location DLRA DLRA in DLRA
D1 0.077 0.328 23.48
D3 0.059 0.246 23.98
Case 31 D5 0.040 0.168 23.81
D7 0.023 0.098 23.47
D9 0.010 0.043 23.26
D2 0.073 0.310 23.55
D3 0.060 0.254 23.62
Case 33 D5 0.040 0.173 23.12
D7 0.024 0.101 23.76
D9 0.011 0.045 24.44
D2 0.077 0.329 23.40
D4 0.057 0.241 23.65
Case 35 D6 0.037 0.158 23.42
D8 0.020 0.086 23.26
D10 0.007 0.032 21.88

TABLE 9. Comparative study of DLRA with similar methods,
for the Damage Case 31

Multiple Damage
location (5 damages

at a time) Percentage Average
S. Method i variance Percentage
No. € Actual Identified variance
damage damage (%) (%)
location location
(mm) (mm)
30 33 10
Approximate 60 65 83
1. curvature 90 99 10 94
method [36] 154 131 9.2
150 164 9.3
30 31 33
Mode shape 60 62 33
damage
2. index 90 92 2.2 3.3
method
(MSDI) [37] 120 125 4.2
150 155 3.3
Mode shape 30 31 33
based 60 61 1.7
damage
3. detection 90 89 -1.1 15
(MBDD) 120 122 1.7
[38] 150 153 2.0
30 30 0
60 60 0
4, DLRA 90 90 0 0.1
120 120 0
150 151 0.7

6. FINAL REMARKS

In this study, a new method for damage identification has
been proposed for assessing the structural multiple
damages at a time, in the cantilever beam. Further for the
single damage case, many research works have been
published, and the multiple damages have been taken for
up to 4 damages at a time. This algorithm will be
effective for even more than 5 damages at a time. In the
first stage of this method, the existence and position of
damaged elements are identified by considering the
damage with no mass variation. Subsequently, the effect
of mass variation is considered. In order to assess the
proposed method, the experimental roving test approach
described has been applied to estimate the modal
amplitude of the cantilever beam. The extracted modal
data from experimental modal testing are usually
complex values. For identifying the damage positions,
further analysis is required, which has been addressed in
section 2, where the algorithm is described to form a
damage location indicator. The location indicator is
defined by the DLRA. It should be noted that the results
of DLRA depend on the correct determination of the
structural model’s initial information. It has been found
that the DLRA was able to capture and localize the
damage accurately which is clear from Figures 3to 8. The
proposed methodology will also be helpful while keeping
the sensor positions very close to the damaged location.
The algorithm is useful for computer automation, which
provides the self-generated technique by element
automation, which could predict the damage location in
terms of DLRA value element by element.
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ABSTRACT

In this research, the engineering characteristics of self-compacting lightweight concrete (SCLWC)
containing carbon nanotubes and steel micro-fiber were evaluated. The variables included the amount of
carbon nanotubes (0, 0.02, 0.04, and 0.06% by weight of cement) and steel micro-fiber (0, 0.5, and 1%
by volume). Lightweight expanded clay aggregate was used as lightweight aggregates. The experimental
tests were self-compacting tests, compressive, splitting tensile, and flexural strengths, ultrasonic pulse
velocity, electrical resistivity, water penetration depth, and scanning electron microscope. Adding 0.02
to 0.06 percent of carbon nanotubes to SCLWC reinforced with steel micro-fiber increases the
compressive strength by about 33 to 64 percent. The use of 0.06% carbon nanotubes and 1% steel micro-
fiber increased the splitting tensile strength by 36%. The use of carbon nanotubes and steel micro-fiber
has the effect of influencing the filling of empty spaces and reducing concrete porosity. This can be
attributed to the growing process of cement paste hydration and the filling of pores and capillary pores
with the products of cement reactions, resulting in concrete compaction. Adding 0.02% carbon nanotubes
to SCLWC samples containing 0.5% and 1% steel micro fibers increased the 28-day compressive

strength by 36%, 34% and 33%, respectively.

doi: 10.5829/ije.2023.36.05b.12

1. INTRODUCTION

The use of old materials and traditional construction
methods no longer meets the desired speed and design
needs. Therefore, the use of new and effective materials
along with new techniques in construction is inevitable
[1-3]. Researchers are trying to produce desirable
structures by reducing the weight of concrete structures,
easing their construction, using high-strength materials,
and increasing durability in destructive environments.
Lightweight concrete (LWC) has attracted the attention
of researchers as a suitable option for building concrete
structures [4-7]. Fiber concrete with high strength has
many structural applications [8]. The strength of fiber
concrete under static and dynamic loads is increased and
the propagation of cracks and crushing is reduced [9, 10].
In recent years, extensive research has been done for the
advancement and innovation in the use of micron fibers

* Corresponding Author Email: Yaghoubm@uma.ac.ir
(Y. Mohammadi)

and nanoparticles to improve the mechanical behavior of
cement and concrete compounds [11, 12]. According to
these micron-scale research studies, it is very important
to pay attention to nanoparticles with the help of
knowledge and nanotechnology and study their effects on
concrete properties.

Afzali and Mazloum [13] investigated the fresh and
hardened properties of LWC-containing nano-silica. The
results showed that the combined use of silica fume and
nano-silica had a more effective role in improving the
characteristics of LWC.

Abd Elrahman et al. [14] investigated the effect of
silica nanoparticles on the characteristics, durability, and
microstructure of LWC. Silica nanoparticles modified
the structure of fine pores and thus improved the transfer
characteristics. Wu et al. [15] investigated LWC
reinforced with steel and carbon fibers. The water-to-
cement ratio and the characteristics of the aggregates can

Please cite this article as: Y. Mohammadi, M. Bagheripour Asil, Utilization of Steel Micro-fiber and Carbon Nanotubes in Self-compacting
Lightweight Concrete, International Journal of Engineering, Transactions B: Applications, Vol. 36, No. 05, (2023) 955-964
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have a role in influencing the results. Badogiannis et al.
[16] evaluated LWC reinforced with steel and
polypropylene fibers. For this purpose, pumice was used
as a filler. The use of fibers improves the mechanical
properties of LWC and significantly increases the
compressive and flexural strengths. It was also shown
that the use of fibers improves the cracking resistance of
concrete. Yeganeh et al. [17] investigated the
characteristics of fiber LWC. For this purpose, three
types of high-density polyethylene fibers, rubber crumbs,
and polyvinyl alcohol were used. The fibers decreased
the crack width in the failure stage. Lan et al. [18]
investigated carbon nanotube-modified concrete. They
showed that carbon nanotubes improved the
characteristics of concrete by improving crack resistance.
Liu et al. [19] evaluated the effect of carbon nanotubes
on reactive powder concrete performance in a sulfate dry-
wet cycling environment. Carbon nanotubes limited
concrete cracks.

Considering the advantages mentioned about the use
of steel fibers, and carbon nanotubes, in the present study,
self-compacting  lightweight  concrete  (SCLWC)
containing different volume ratios of steel micro-fiber
and carbon nanotubes was investigated. Finally, an
optimal combination of the mentioned additives was
determined.

2. MATERIAL CHARACTERISTICS AND METHODS

2. 1. Material The materials used in the present
laboratory study included sand, lightweight expanded
clay aggregate (LECA), cement, water, superplasticizer,
carbon nanotubes, and steel micro-fiber. The sand used
was natural sand. According to ASTM-C33 [20], the
grading curve of the used sand is illustrated in Figure 1.
Natural sands are river sands that are extracted from
riverbeds. The characteristics of these sands are their
rounded corners. The sand was obtained from the Joben
Rudbar mine located in Gilan province, Iran. This sand
was free of harmful particles and dust. The specific
gravity, fineness Modulus, and water absorption of the
sand used were 2627 kg/m?®, 2.89 and 3%, respectively.

The specific weight of the used LECA is 660 kg/m?
(Figure 2(a)). The LECA granulation curve is presented
in Figure 1. The LECA granulation curve is within the
permissible range of ASTMC33 [21] standard.

The specifications of the carbon nanotubes are listed
in Table 1. They were prepared by the Iranian oil industry
research institute and have a specific surface area of 3200
g/cm?® and a density of 15.3 g/cm?. Carbon nanotubes are
cylinders of carbon whose wall diameter is about
nanometers. These tubes are seamless and made of one
or more carbon layers. They are available in single-
walled (SWCNT) and multi-walled (MWCNT) forms. In
these tubes, carbon atoms with a hexagonal and hollow
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Figure 1. The grading curve of the sand and LECA
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Figure 2. Material used (a) LECA (b) Carbon nanotubes

TABLE 1. The properties of carbon nanotubes

Characteristic Quantity
External diameter (nm) 20-30
Length (mm) 10
Ash percentage (%) 0.2
Purity (%) 95
Specific surface (m?/gr) 250-280
Amorphous carbon (%) 3

ring structure were placed together, giving a cylindrical
shape to the structure (Figure 2(b)).

The fibers used in this research were of the straight
type and had micro dimensions (diameter 0.15 and length
14 mm). (Table 2). Despite the advantages of
microfibers, some considerations should be made to
distribute the fibers uniformly prevent separation or the
phenomenon of lumping and create an effective mixture
for concreting, densification, and polishing of concrete,
sieving is one of these methods.

The pH of the water is about 7.5. The Polycarboxylate
superplasticizer was used in order to achieve the desired
workability.

2. 2. Experimental Methods The tests related to
fresh concrete according to EFNAC [21] method
included V-funnel, T50, L-box, and slump flow tests.
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TABLE 2. The properties of steel micro-fiber

Characteristic Quantity
Length (mm) 20-30
Diameter (mm) 10
Tensile strength (MPa) 0.2

Self-compacting concrete measurement parameters were
used to measure the workability of self-compacting
concrete containing carbon nanotubes and steel micro-
fiber.

The compressive strength (CSt) test was performed in
accordance with ASTM C39 [22]. The tensile strength of
concrete was determined using the split tensile strength
(SPTSt) test according to ASTM C496 [23].

The ultrasonic pulse velocity was measured using a
non-destructive ultrasonic device according to ASTM
C597 [24]. This test is proposed based on the theory of
ultrasound transmission inside the material, which is
generally used to obtain information about concrete
porosity [25, 26].

Electrical resistivity (ER) is considered an indicator
of communication between holes. This index determines
the resistance of concrete against the penetration of liquid
or gas through the concrete surface which is in contact
with the outside environment. This parameter is
considered one of the most key parameters related to the
durability of concrete. Electrical resistance is one of the
intrinsic properties of materials, which mainly depends
on the nature and topography of the cavity structure,
humidity conditions, temperature, and concentration of
dissolved ions in the environment [27-29]. In order to
perform this test, an electrical resistance measuring
device with a variable frequency of 10 to 10000 Hz was

used. ER was calculated using Equation (1).

p="2 1)
In this regard, p is specific ER, R is Electrical resistance,
A is the surface area of the concrete in square meters and
L is the distance between the positive and negative poles.

Estimating the probability of corrosion of
reinforcements buried in concrete based on ER is
presented in Table 3.

The water penetration depth (WPD) in the SCLWC
samples was determined according to DIN 1048-5.
According to this test underwater pressure at a certain
time, the WPD in concrete is determined. The cubic
samples were taken out of the water pool for 28 days and
kept inside the oven for 20 hours at a temperature of
111°C to dry completely. For one day (24 hours), the
samples were placed in the device for determining the
WPD, and under a pressure equal to 10 bars after the test,
they were split in half using a cutting device and divided
into two halves, and the WPD was measured [30].

2. 3. Mixed Design The specifications of the
mixing plant and the amounts of each of the consumables
are presented in Table 4. The desired mixing design was

TABLE 3. Estimating the probability of corrosion of
reinforcements buried in concrete based on ER [31, 32]

ER (kQ-m)

Possibility of corrosion

50< Very high
50-100 High

100-200 Moderate
200> Very low

TABLE 4. Mixture design

Mix code W/B Cement (kg/m®) CN SMF w Sand LECA SP

CNTsO0SFO 0.4 405 0 180 950 393 1.15
CNTSs0SF0.5 0.4 405 0.5 180 950 393 1.20
CNTsO0SF1 0.4 405 0 1 180 950 393 1.25
CNTs0.02SF0 0.4 396.9 8.1 0 180 950 393 1.17
CNTs0.02SF0.5 0.4 396.9 8.1 0.5 180 950 393 1.23
CNTs0.02SF1 0.4 396.9 8.1 1 180 950 393 1.30
CNTs0.04SF0 0.4 388.8 16.2 0 180 950 393 121
CNTs0.04SF0.5 0.4 388.8 16.2 0.5 180 950 393 1.27
CNTs0.04SF1 0.4 388.8 16.2 1 180 950 393 1.35
CNTs0.06SFO 0.4 380.7 24.3 0 180 950 393 1.26
CNTs0.06SF0.5 0.4 380.7 24.3 0.5 180 950 393 1.34
CNTs0.06SF1 0.4 380.7 24.3 1 180 950 393 1.40

W: Water B: Binder CN: Carbon nanotubes MSF: Steel micro-fiber
LECA: Light Expanded Clay Aggregate SP: Superplasticizer
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obtained using past experimental studies and by trial and
error in accordance with ACI [30]. The variables include
carbon nanoparticles (0, 0.5, 1, 1.5, and 2% by weight of
cement) and steel micro-fiber (0, 0.5, and 1% by volume
of concrete), respectively. After making and molding, the
samples were kept in the mold for 24 hours. Then, it was
taken out of the mold and subjected to moisture treatment
until the tests were performed.

3. EXPERIMENTAL RESULTS

3. 1. Examining the Properties of Fresh Concrete
The concrete should be workable but not excessively
bleeding. Concrete bleeding is the movement of water
toward the surface of freshly poured concrete, which is
caused by the settling of solid materials including
cement, sand, and gravel inside the concrete mass. The
settling of solid particles is the result of the sum of the
effects of shaking and the weight of the particles [33].
Figure 3 shows the values of concrete slump flow in
seconds and the formation time of 500 mm diameter in
seconds (T50). The slump flow of the control sample was
found to be 782 mm. The use of 0.5% and 1% steel
micro-fiber caused the slump flow to be 768 and 756 mm,
respectively; that is, the addition of 0.5% and 1% steel
micro-fiber reduced the slump flow of LWC by about
1.8% and 3.3%.

Also, the slump flow of LWC samples without fibers
and containing 0.02, 0.04, and 0.06 % of carbon
nanotubes are 751, 752, and 691 mm, respectively.
Adding 0.02, 0.04 and 0.06 % of carbon nanotubes
reduced the slump flow by 4, 3.8, and 11.6 %,
respectively. Also, the combined use of carbon nanotubes
and steel micro-fiber reduced the slump flow. For
example, the combined use of 0.06% of carbon nanotubes
and 1% of steel micro-fiber reduced the slump flow of
SCLWC by about 15%.

The slump flow range is by the EFNARC standard in
the range of 650 to 800 mm. All SCLWC samples are in
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Figure 3. Comparison of slump flow values and T50 times
of SCLWC samples

this range. Although the addition of steel micro-fiber and
carbon nanotubes reduces the slump flow of LWC, it is
possible to overcome this problem by using a
superplasticizer and achieve concrete with permissible
slump flow. Of course, excessive use of polycarboxylate-
based superplasticizers leads to an increase in concrete
aeration and affects the mechanical and reliability
characteristics of concrete.

By increasing the percentage of carbon nanotubes, the
amount of slump current also increases. The reason for
this can be attributed to the roughness of the mixture and
its tendency to flow. Concretes with carbon nanotubes
and steel micro-fiber have the lowest amount of slump
flow.

In Figure 3 in addition to the slump current, T50 values
are also compared with each other. The use of both types
of proposed materials has increased the T50 time and
reduced the fluidity of concrete. So that the T50 time of
the control sample is equal to 1.4 seconds and the T50
time of the sample containing 0.06% carbon nanotubes
and 0.5% steel micro-fiber is 4.9 seconds. Also, the
allowed range introduced for T50 is between 2 and 5
seconds, and all the samples made are in this range.

Figure 4 compares the concrete discharge time from
the V-shaped funnel and the blockage ratio in the L-box
test. The results of the V-funnel and L-box tests are in
agreement with the slump flow and T50 tests; because in
these two experiments, the addition of steel micro-fiber
and carbon nanotubes affected the workability of
concrete and led to a decrease in the flowability of LWC
samples.

According to the EFNARC recommendation, the time
for concrete discharge from the V-funnel is between 6
and 12 seconds. As it is known, the time related to the
emptying of the witness concrete from the V-shaped
funnel is equal to 2.8 seconds. Meanwhile, the time for
emptying the concrete containing 0.06% carbon
nanotubes and 1% steel micro-fiber is equal to 10.9
seconds. On the other hand, the diagram related to the
blocking ratio of the L box test in Figure 4 is descending.
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Figure 4. Comparison of the concrete discharge time from
the V funnel and the blockage ratio in the L box test
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Steel micro-fiber reduces the flow of concrete by creating
friction in LWCs containing LECA and carbon
nanotubes. To overcome this problem, you can use super
lubricant within the allowed range. The allowed
occlusion ratio introduced by EFNARC is between 0.8
and 1. All the samples made are in this range.

3. 2. Mechanical Characteristics

3.2.1.Cst Figures 5 and 6 compare the CSt of 7
and 28 days of SCLWC samples, respectively. The use
of carbon nanotubes has a role in increasing the CSt of
SCLWC samples with and without steel micro-fibers. In
SCLWC samples without steel micro-fibers, the addition
of 0.02, 0.04, and 0.06% of carbon nanotubes has
increased the 7-day CSt by 35, 57, and 62%, respectively.
In SCLWC samples containing 0.5% of steel micro-
fibers, the addition of 0.02%, 0.04%, and 0.06% of
carbon nanotubes increased the 7-day CSt by 34%, 58%,
and 64%, respectively. Also, in SCLWC samples
containing 1% steel micro-fibers, the addition of 0.02%,
0.04%, and 0.06% carbon nanotubes has increased the 7-
day CSt by 32%, 53%, and 62%, respectively. Therefore,
it can be stated that the addition of 0.02 to 0.06 carbon
nanotubes to SCLWC reinforced with steel micro-fibers
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increases the 7-day CSt by about 32 to 64%, depending
on the amount of microfibers.

Figure 4 compares the 28-day CSt of SCLWC
samples. The addition of carbon nanotubes to all samples
has led to an increase in the 28-day CSt.

The 28-day CSt of SCLWC samples containing 0,
0.5, and 1% of steel micro-fibers, in which without
carbon nanotubes were 22.2, 225, and 22.9 MPa,
respectively. The addition of 0.02 to SCLWC samples
containing 0, 0.5, and 1% steel microfibers has increased
the 28-day CSt by 36, 34, and 33%, respectively. Adding
0.04 to SCLWC samples containing 0, 0.5, and 1% steel
microfibers increased the 28-day CSt by 58, 59, and 54%,
respectively. Also, the addition of 0.06 to SCLWC
samples containing 0, 0.5, and 1% steel microfibers
increased the 28-day CSt by 63, 64, and 63%,
respectively.

3.2.2.SPTSt The addition of 0.02, 0.04 and 0.06%
of carbon nanotubes increased the SPTSt by 13, 20 and
27%, respectively (Figure 7). Also, the addition of 0.5%
and 1% steel micro-fibers increased the SPTSt by 15%
and 19%. The combined use of 0.06% of carbon
nanotubes and 1% of steel fibers increased the SPTSt by
36%. Therefore, it can be stated that the use of carbon
nanotubes and steel micro-fibers together has a more
effective role compared to the single use of each of them.

ACI 318-99 [34] and EN 1992-1 [35] regulations
introduce a range for tensile strength based on cylindrical
CSt. These ranges are presented in Figure 8.

Since these relationships are between cylindrical CSt
and tensile strength, and the strength results of the
upcoming study were obtained on cubic samples based
on the test results, first, the CSt results obtained from the
cubic sample were converted to cylindrical CSt. Figure 8
shows the relationship between the tensile and CSts
values of the upcoming study and the aforementioned
regulations, as well as the studies of Coquillat [36] and
Berg [37]. The results of the present study are very close
to the experimental curves introduced by ACI318-99
[34].
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Based on Figure 8, Equation (3) presented.
fe=04x(f) %% ®)

3. 2. 3. Ultrasonic Pulse Velocity This test can be
done at a low cost and quickly, which confirms its
suitability from every point of view for evaluation. In this
research, the trend of changes in the ultrasonic pulse
velocity was investigated in different designs at the age
of 28 days for 10x10x10 cm samples. In Figure 9 the
results of ultrasonic pulse velocity against the CSt of
cubic concrete samples are presented. Whitehurst [37]
classified concrete into five categories based on the speed
of ultrasonic waves: excellent (greater than 4500 m/s),
good (3500 to 4500 m/s), questionable (3000 to 3500
m/s), poor (2000 to 3000 m/s) and very weak (less than
2000 m/s). According to this classification, all designs
are in the “good” range. More porosity results in a lower
pulse velocity.

The use of carbon nanotubes and steel micro-fibers
together leads to an improvement in concrete density.
The carbon nanotubes fill the fine pores of the cement,
and the steel micro-fibers prevent the development of
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Figure 9. CSt and ultrasonic pulse velocity

micro cracks. The rate of increase in ultrasonic pulse
velocity was observed to be slower than the compressive
resistance. The steel micro-fibers increased the ultrasonic
pulse velocity.

3. 2. 4. Microstructure of the Concrete Samples
Four samples were selected to represent the
manufactured samples and their SEM images were
prepared (Figure 10). These samples include CNTsOFO,
CNTsOF1, CNTs0.04F0 and CNTs0.04F1, respectively.

The purpose of choosing these SCLWC samples was
to evaluate the effect of steel micro-fibers and carbon
nanotubes individually and in combination on the
microstructure of SCLWC. The use of carbon nanotubes
in combination with steel micro-fibers is effective in
making SCCLWC contain LECA. The steel micro-fibers
prevent the crack from spreading and the carbon
nanotubes fill the holes created by the microfibers. Also,
carbon nanotubes lead to improvements in the
mechanical properties and durability of concrete by
filling the very small holes in the cement.

3. 3. Durability Characteristics
3.3.1.ER In Figure 11, the ER of the SCLWC
samples at 90 days of age is compared with each other.

SEMMAG. 150 x Det SE
SEMHV 1500 kv WD: 9.3673 mm 200 ym
Date(myan) 1017121 Vac HiVac puw:?“

CNTSOFO

VEGAN TESCAN

SEM MAG: 150 x Det SE
SEM HV. 15.00 kv WD: 9.2673 mm 200 pm 4
ate(rval) 1017121 Vac Hivac RMRC n

CNTsOF1




Y. Mohammadi and M. Bagheripour Asil/ IJE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 955-964

SEMMAG 150 x Det SE T
SEMHV 1500 kv WD 93673 mm 200 ym :
Date(miay). 101 7/21 Vac HiVac RMRC n

CNTs0.04F0

5:150 x Det SE VEGAN TESCAN
SEM HV: 15.00 kv WO: 93673 mm 200 pm 1
RMRC n

Date(midy): 10/17/21 Vac: Hivac
CNTs0.04F1
Figure 10. Microstructure examination of concrete samples

The higher the electrical resistance, the more durable and
desirable concrete will be, and its corrosion will be less.
Song and Saraswathy [29] and Alki and Selevold [30]
divide concrete into four categories in terms of corrosion
probability. Adding carbon nanotubes to SCLWC
samples containing steel micro-fibers has been effective
and has increased the electrical resistance by 87-173%
compared to the control sample. As a result, concrete
corrosion is reduced. In other words, the resistance of
concrete against corrosion increases. The electrical
resistance of all samples with fibers is lower than the
control sample. This issue is due to the fact that the
presence of fibers in concrete increases the air content of
the concrete, and in this way, the electrical resistance
decreases in samples reinforced with fibers.

3. 3. 2. Water Penetration Depth (WPD) The
addition of carbon nanotubes to SCLWC samples
containing steel micro-fibers significantly reduced the
WPD (Figure 12). Adding 0.02, 0.04 and 0.06 percent of
carbon nanotubes to samples without steel micro-fibers
reduced the WPD by 4, 19 and 24 percent, respectively.
Adding 0.02%, 0.04% and 0.06% of carbon nanotubes to

961
250 '
1
Low !
g 2
g 3
z E
z 7 Low to =
4 é moderate _E
: 7
= % £
#_ 11" E
3 | e
i 17
: 7
%
/ Very high
7 ¥
Q“ ¢ & & &° O s"‘ i\ "c“ & \
S FSF S & s §
c&Cy c/‘@o c“ ‘“ «“’e &E c&“'é (/8

Mix code

Figure 11. ER of samples in different states
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the SCLWC samples containing 0.5% steel micro-fibers
reduced the WPD by 6%, 21% and 25%, respectively.
Also, adding 0.02, 0.04, and 0.06 percent of carbon
nanotubes to the SCLWC samples containing 1 percent
of steel micro-fibers reduced the WPD by 8, 20, and 24
percent, respectively. The powder effect and pozzolanic
reaction speed of the used carbon nanotubes are among
the reasons for the reduction of water infiltration inside
the investigated SCLWC samples.

4. CONCLUSIONS

In this study, the rheological, mechanical, durability, and
microstructure characteristics of concretes containing
steel micro-fibers and carbon nanotubes by performing
slump flow, T50, L box, and V funnel tests, CSt, SPTSt
strength, speed of ultrasonic waves, electrical resistance,
water absorption, determination of water penetration
depth and microscopic photography were evaluated.

- Although the addition of steel micro-fibers and
carbon nanotubes reduces the slump flow of LWC; it
is possible to overcome this problem by using
superplasticizer and achieve concrete  with
permissible slump flow. Of course, excessive use of
polycarboxylate-based superplasticizers leads to an
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increase in concrete aeration and affects the
mechanical and reliability characteristics of concrete.
By increasing the amount of carbon nanotubes, the
amount of slump current increases. The reason for
this can be attributed to the roughness of the mixture
and its lower tendency to flow. Concretes with carbon
nanotubes and steel micro-fibers have the lowest
amount of slump flow.

The addition of steel micro-fibers and carbon
nanotubes affected the workability of concrete and
led to a decrease in the flowability of SCLWC
samples.

Steel micro-fibers reduced the flow of concrete by
creating friction in LWC containing LECA and
carbon nanotubes. To overcome this problem, a
superplasticizer within the allowed range can be used.
Adding carbon nanotubes from 0.02 to 0.06 to LWC
reinforced with steel micro-fibers increases the 7-day
CSt by about 32 to 64%, depending on the amount of
steel microfibers.

Adding 0.02% carbon nanotubes to SCLWC samples
containing 0.5% and 1% steel microfibers has
increased the 28-day CSt by 36%, 34%, and 33%,
respectively.

Adding 0.04 percent of carbon nanotubes to SCLWC
samples containing 0, 0.5, and 1 percent of steel micro
fibers has increased the 28-day CSt by 58, 59, and 54
percent, respectively.

The addition of 0.06 percent of carbon nanotubes to
SCLWC samples containing 0, 0.5, and 1 percent of
steel micro-fibers has increased the 28-day CSt by 63,
64, and 63 percent, respectively.

The addition of 0.02, 0.04, and 0.06 carbon nanotubes
has increased the SPTSt by 13, 20, and 27%,
respectively. Also, the addition of 0.5% and 1% steel
micro-fibers has increased the SPTSt by 15% and
19%, respectively. The combined use of 0.06% of
carbon nanotubes and 1% of steel fibers has increased
the SPTSt by 36%. Therefore, it can be stated that the
combined use of carbon nanotubes and steel micro-
fibers has a more effective role compared to the single
use of each of them.

The combined use of carbon nanotubes and steel
micro-fibers has the effect of influencing the filling of
empty spaces and reducing concrete porosity. This
can be attributed to the growing process of cement
paste hydration and the filling of pores and capillary
pores with the products of cement reactions, resulting
in concrete compaction.

The addition of carbon nanotubes to the SCLWC
samples with and without steel micro-fibers causes a
great increase in electrical resistance. The resistance
of concrete against corrosion increases. The electrical
resistance of all SCLWC samples with fibers is lower
than the control sample. The resistance decreases due
to the presence of metal particles.

Adding 0.02, 0.04, and 0.06 percent of carbon
nanotubes to SCLWC samples without steel micro-
fibers reduced the WPD by 4, 19, and 24 percent,
respectively. Adding 0.02%, 0.04%, and 0.06% of
carbon nanotubes to the SCLWC samples containing
0.5% steel micro-fibers has reduced the water
penetration depth by 6%, 21%, and 25%,
respectively. Also, adding 0.02, 0.04, and 0.06
percent of carbon nanotubes to the samples
containing 1 percent of steel micro-fibers has reduced
the depth of water penetration by 8, 20, and 24
percent, respectively.
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ABSTRACT

The battery electric vehicle (BEV) adaptation is at an accelerated pace due to its zero tail-pipe emissions
and estimated environmental benefits. However, when considering an electric vehicle's entire life cycle,
the environmental benefit could be a deception. It should be reckoned whether electric vehicles are really
environmentally friendly and if they are, then under which conditions? According to the literature, the
carbon footprint of electric mobility varies by geographic location as well as by the regional energy mix
and the environmental impacts might exacerbate by introducing a plethora of electric vehicle. Since very
less research has been carried out in the Indian context; this paper contemplates the environmental
impacts of BEV and compares it with conventional vehicles performing a life cycle assessment.The
paramount purpose of the study is to unveil weather BEVs are low carbon transport mode in India and
where do they stand compared globaly. The results reveal that out of 18 impact categories considered
under mid-point analysis, BEV outperformed IC Engine vehicles for 10 categories. The green house
gases emissions from a BEV is 242 g CO.eq/km at mid-point level and the single score at end-point level
is 0.58 kpt compared to that of ICEV which has 2.1 kpt. Further, separate impacts from the production
and the use-to-end life phase were derived to pinpoint the major emission contribution phase. At the
ReCePi end-point analysis BEV favors being more environmentally friendly, however, switching to
cleaner energy will further alleviate the environmental impacts.

doi: 10.5829/ije.2023.36.05b.13

1. INTRODUCTION

Environmental impact plays a significant role in public
opinion and market acceptance which is closely

The development of electric vehicles has become a global
endeavour in the hope of electrifying road transportation
which is techno-economic-environmentally better than
conventional vehicles. Because of this, a large number of
alternative fuel vehicles (Electric & Hybrid) may be
witnessed in the near future. Elucidating the mode shift
from conventional vehicles to electric vehicles attributes
to mitigation of emissions, omitting high fuel prices, and
resolving the national energy security issue. Observing
these benefits, BEVs are considered as a potential
substitute to promote sustainable transportation.
Hauschild et al. [1] stated that: cost, customer satisfaction
and performance are the backbones of the automotive
market. The same applies for Electric Vehicle’s (EV’s)
successful deployment in the existing vehicle fleet.

*Corresponding Author Email: apbhosale_p18@me.vjti.ac.in
(A. P. Bhosale)

associated with customer satisfaction.

Although electric vehicle technology is at a nascent
stage in India, comparatively, the EV’s deployment pace
is much slower. Additionally, for the Financial Year
2022, the adoption of electric four-wheelers is much
behind that of electric three- and two-wheeled vehicles?.
This may be attributed to the high initial cost, lack of
credible infrastructures such as charging stations,
environmental concerns, range anxiety and low
awareness [2-4]. The statistics for electric vehicles sold
in India for the past three financial years is illustrated in
Figure 1. Murugan and Marisamynathan [5] have
stressed to focus on range anxiety (travel distance) and
high initial cost as governing parameters to promote
electric two-wheelers. High initial cost is depicted as a

1 https://www.statista.com/statistics/1234761/india-electric-vehicle-
sales-by-type/
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Figure 1. Electric vehicles sold in India for last three
financial years [2]

significant barrier by conducting a Total Cost of
Ownership (TCO) analysis for electric four wheeled
vehicles Gilmore and Patwardhan [6], Bhosale et al. [7];
moreover, charging facilities are found to be another
significant barrier for customers in India Murugan and
Marisamynathan [8]. The high initial cost, infrastructure
and range anxiety are tangible factors and can be
mitigated with the help of means such as: providing
incentives and special exemptions for EV (for high initial
cost), proper policies such as government-private
collaborations (for infrastructure) and developing
research (for better battery technology). However, from
an environmental perspective, which is an intangible
factor, more efforts are required unless until which the
basic purpose for mode changing to e-transport and the
electric vehicle’s bandwagon will remain incoherent.
The low EV uptake in India have encompassed many
researchers to contemplate about its causes and
encouraged to find the remedies Goel et al. [2], Singh et
al. [9], Kumar et al. [10], Shrimali [11]. Further,
Chaturvedi et al. [13] has expressed a complex interplay
between various stakeholders in Indian EV industry and
has suggested the possible remedies. In this prospect the
government of India have also implemented imperative
tools by introducing National Electric Mobility Mission
Plan-2020 (NEMMP-2020) [12]. Observing the slower
adoption of electric vehicles, the government also
extended the promulgation by incentivising the EVs
through policy titled as “Faster Adoption and
Manufacturing of (hybrid &) Electric vehicles in India
(FAME I & II)”t. The NEMMP 2020 and FAME | & Il
schemes were accepted with alacrity and the government

*https://fame2.heavyindustries.gov.in/content/english/15 1 FAMELl.as

pX,
https://fame2.heavyindustries.gov.in/content/english/13_1_brief.aspx

prognosticated the replacement of all passenger and light
weight vehicles with electric vehicles?. However,
observing the discrepancy between the acceptance and
implementation due to various barriers, the government
re-quoted the announcement to replace only 30% total
fleet by electric vehicles®.

One of the major concerns for India related to the
national energy security is the umpteen crude oil import
bills. India is third largest oil importer in the world and
more than 81% of the crude oil requirement relies on
import rather than indigenous sources*. Additionally, the
cost of importing crude oil doubled from the previous
year to roughly $120 billion for FY 2022°. The second
concern which is closely related to energy security is the
alarming pollution. The transport category ranks third in
CO; emissions where as road transport contributed the
most in total transport category®. These much vexed
questions of national energy security and environmental
concerns avenues the need for electric vehicles which are
found to be a potential substitute. The necessity of the
article is to prevent the further exabaration of the already
saddled environmental issues in India. The BEVs play a
complex interplay with the environmental concerns
which when intruded at a greater pace in India, can make
the situation more worse than that in present. The
article/study is necessary to find out the intensity of the
environmental impacts arrising from a BEV which will
further help to frame the forthcomming policies in order
to fight this major concern. Further, to the best of our
knowledge the emissions estimation comparison from
both vehicles is rarel done in India. This article uses a
innvoative implementation of LCA software named
OpenLCA which is based on ReCePi 2016 methodology
with using realistic data rather than relying on generic
data which defends the novelty of the study. As discussed
earlier, the environmental aspect regarding electric
vehicles, which is an intangible factor, needs to be
meticulously contemplated. This article unveils the
environmental effects of BEVS in comparison to
traditional ICEVs with regard to the Indian context. The
structure of the acticle is as follows: 1. Introduction:
Gives the current status and statistics of electric vehicles
in India, the major concerns, the need to approach this
study and a brief light on the innovativeness of the article.
2. Literature Review: Highlights the current barriers for
electric vehicles, approching the dicussion of the
environmental concerns around the globe including all

4 https://www.newindianexpress.com/business/2022/jul/14/indias-
crude-imports-from-russia-up-72-timesin-april-may-2022-
2476374.html#:~:text=India%20is%20the%20world's%20third,and%2

2 http://lithiumionbattery.org/industry-updates/news/india-aiming-for-

014%25%20from%20the%20US

all-electric-car-fleet-by-2030-petrol-and-diesel-to-be-
tanked#:~:text=India%20is%20looking%?20at%20having,vehicles%20

® https://economictimes.indiatimes.com/industry/energy/oil-gas/indias-
oil-import-bill-doubles-to-usd-119-bn-in-

self%2D%20sufficient%20like%20UJALA.
3 https://asia.nikkei.com/Economy/India-starts-argument-over-
realistic-EV-targets-for-2030 accessed 06/11/2022

fy22/articleshow/91049349.cms accessed 07/11/2022
®https://pib.gov.in/PressReleasePage.aspx?PRID=1748514#:~:text=In
dia%20has%20a%20massive%20and,0f%20the%20total%20C02%20
emissions



https://fame2.heavyindustries.gov.in/content/english/15_1_FAMEI.aspx
https://fame2.heavyindustries.gov.in/content/english/15_1_FAMEI.aspx
https://fame2.heavyindustries.gov.in/content/english/13_1_brief.aspx
http://lithiumionbattery.org/industry-updates/news/india-aiming-for-all-electric-car-fleet-by-2030-petrol-and-diesel-to-be-tanked#:~:text=India%20is%20looking%20at%20having,vehicles%20self%2D%20sufficient%20like%20UJALA
http://lithiumionbattery.org/industry-updates/news/india-aiming-for-all-electric-car-fleet-by-2030-petrol-and-diesel-to-be-tanked#:~:text=India%20is%20looking%20at%20having,vehicles%20self%2D%20sufficient%20like%20UJALA
http://lithiumionbattery.org/industry-updates/news/india-aiming-for-all-electric-car-fleet-by-2030-petrol-and-diesel-to-be-tanked#:~:text=India%20is%20looking%20at%20having,vehicles%20self%2D%20sufficient%20like%20UJALA
http://lithiumionbattery.org/industry-updates/news/india-aiming-for-all-electric-car-fleet-by-2030-petrol-and-diesel-to-be-tanked#:~:text=India%20is%20looking%20at%20having,vehicles%20self%2D%20sufficient%20like%20UJALA
https://asia.nikkei.com/Economy/India-starts-argument-over-realistic-EV-targets-for-2030%20accessed%2006/11/2022
https://asia.nikkei.com/Economy/India-starts-argument-over-realistic-EV-targets-for-2030%20accessed%2006/11/2022
https://www.newindianexpress.com/business/2022/jul/14/indias-crude-imports-from-russia-up-72-timesin-april-may-2022-2476374.html#:~:text=India%20is%20the%20world's%20third,and%2014%25%20from%20the%20US
https://www.newindianexpress.com/business/2022/jul/14/indias-crude-imports-from-russia-up-72-timesin-april-may-2022-2476374.html#:~:text=India%20is%20the%20world's%20third,and%2014%25%20from%20the%20US
https://www.newindianexpress.com/business/2022/jul/14/indias-crude-imports-from-russia-up-72-timesin-april-may-2022-2476374.html#:~:text=India%20is%20the%20world's%20third,and%2014%25%20from%20the%20US
https://www.newindianexpress.com/business/2022/jul/14/indias-crude-imports-from-russia-up-72-timesin-april-may-2022-2476374.html#:~:text=India%20is%20the%20world's%20third,and%2014%25%20from%20the%20US
https://economictimes.indiatimes.com/industry/energy/oil-gas/indias-oil-import-bill-doubles-to-usd-119-bn-in-fy22/articleshow/91049349.cms%20accessed%2007/11/2022
https://economictimes.indiatimes.com/industry/energy/oil-gas/indias-oil-import-bill-doubles-to-usd-119-bn-in-fy22/articleshow/91049349.cms%20accessed%2007/11/2022
https://economictimes.indiatimes.com/industry/energy/oil-gas/indias-oil-import-bill-doubles-to-usd-119-bn-in-fy22/articleshow/91049349.cms%20accessed%2007/11/2022
https://pib.gov.in/PressReleasePage.aspx?PRID=1748514#:~:text=India%20has%20a%20massive%20and,of%20the%20total%20CO2%20emissions
https://pib.gov.in/PressReleasePage.aspx?PRID=1748514#:~:text=India%20has%20a%20massive%20and,of%20the%20total%20CO2%20emissions
https://pib.gov.in/PressReleasePage.aspx?PRID=1748514#:~:text=India%20has%20a%20massive%20and,of%20the%20total%20CO2%20emissions

A. P.Bhosale and S. A. Mastud / IJE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 965-978 967

the impact categorie. 3. Drivers, Method and Objective:
Explains the motivation for the study and the prime
objective. Further the methodology used to approach the
study. 4. Results and Discussion: lllustrated the findings
of the study and interpreats the outcomes. 5. Conclusion:
Gives briefly the major findings and the attributed causes
and resole approach.

2. LITERATURE REVIEW

The transportation system is completely built around the
ICEVs which have high impact on the environment [13-
15]. Additionally, emissions from IC Engine Vehicles
have always been notorious of all the emission sources
[16, 17]. Moreover, it unveiled that IC Engine vehicles
will dominate the global vehicle market till 2040 due to
complex interplay of demand-supply, energy policy and
technology trends reported by Kalghatgi [18]. Therefore,
when more vehicles are added to the global number, the
environmental impact will exacerbate. The BEVs are
looked upon as a potential alternative to ICEVs due to
their zero tailpipe emissions. Considering this benefit,
many governments around the globe are aggressively
introducing electric vehicles with the help of various
tools under the rubrics of sustainability reported by Yong
and Park [19], Heidrich et al. [20] Lieven et al. [21]
Mohanty et al. [22]. The overall effects and techno-
economic-environmental aspect of deployment of
electric vehicles are reckoned by Bharathidasan et al. [23]
along with the environmental concern. Additionally, it is
observed the greenhouse gases emissions from lifecycle
of an electric vehicle relies on manufacturing technique
and the energy mixture used to recharge electric cars [10,
24, 25]. Nevertheless, using the electric vehicles without
de-carbonizing the source of electricity will simply
hamstring the electric vehicle’s environmental benefits
(zero tailpipe emissions). The environmental impact
include emissions of gaseous pollutions such as CO, CO,,
NOy, VOC, SO,, metal particulates such as mercury and
lead, other organic pollutants and particulate matter. The
secondary concern with these umpteen conventional
vehicles is the noise level/pollution. The limit noise level
above which it is found to be unfit for humans is 55 dB
Lden (European Agency). As depicted in acoustics study
and noise map determination, shifting to electric vehicles
has considerably mitigated the urban noise pollution?,
however the environmental concern is still not addressed
from a sustainability point of view.

The emissions from electric vehicles mainly come
from two phases know as pre-use and use phase. In the
pre-use phase, also known as manufacturing phase, most
of the emissions come from extraction of the materials/
resources then the transportation and refinement. In case
of use phase, the energy mix used to charge the e-vehicles

1 http://noise.eea.europa.eu/

play a significant role as reported by Oliveira et al. [26].
The emissions also rely on the geographical region,
system boundaries and the assessment method. The
literature also justifies variation in the emission
estimation by using various impact assessment methods
such as IPCC, CML, CED, Ecopoints97, ReCePi
reported by Parvez Mahmud et al. [27]. The assessment
discrepancies may also be observed by using different
assessment tool/software such as GaBi, SimaPro,
GEMIS, Mobius, Open LCA, CMLCA and also using
different data inventories [23]. Focusing to the pinpoint,
the material extraction and manufacturing of the battery
used in an electric vehicle has the GHG emissions and
the energy utilization twice as compared to conventional
IC Engine Vehicle. If the batteries are to be considered,
mostly in modern vehicles, Li-lon batteries are used.
However, in a choice between lead-acid batteries and
maintenance free batteries for automobile application,
global warming and acidification are the major
contributing impact categories. Premrudee et al. [28]
suggested the use of maintenance-free batteries which
can bring down these effects by 28% for an automobile
application. Wang et al. [29] analyzed lead-acid and Li-
ion batteries using the ReCiPe model, highlighting that a
lithium iron phosphate battery’s (LIPB) production phase
contributes the least impact. Moreover, Tin and Lead are
the major metals causing emissions for Lead-acid
batteries. It is also found that out of the total contribution,
the battery production contribution is 15% in which the
extraction of copper and aluminum are major emission
sources rather than the extraction of lithium. From the
study of Peters et al. [30], it is reckoned that on an
average 110 gCO,eq of GHG emissions are made by Li-
lon batteries for 1 kWh of energy production. In a similar
study, Ambrose [31] highlighted that total CO, emissions
are in a range of 200-500 Kg CO; equivalent for Li-lon
batteries with different chemistries for an automobile
application.

The assessment conducted by Finkbeiner [32] with
the aid of the GaBi programme emphasizes the impact
categories for acidification potential (AP) and global
warming potential (GWP) as key contributors. Further,
the battery production phase is the major contributor for
both categories as compared to conventional vehicles
where the impact categories have 2 times and up to 4
times higher emissions of GWP and AP respectively. In
Belgium, electric vehicles are found to be more
environmental friendly (limited to GWP) with the current
Belgium energy mix. The battery electric vehicles have
an emission of 50 g/km CO»eq compared to diesel (above
200 g/km COeq) and petrol (above 250 g/km CO2eq)
vehicles. Additionally, CO,emissions per KWh were 190
g/kWh for the Belgium energy mix which further fall
down to 11 g/kWh using wind energy as reported by
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Mierlo [33]. This justifies the significance of the type of
energy source used to power the BEVs. In Brazil, Souza
et al. [34] conducted the environmental assessment
comparisons of BEVs with conventional ICEV & also
ICEVs with ethanol were also considered. Still the
overall environmental benefit stands in the favor of the
BEV followed by ICEV with ethanol blended fuel.
However, BEVs with lithium ion batteries have highest
impact on human toxicity category whereas ICEVs with
ethanol doesn’t prove to be environmentally benefited in
acidification,  eutrophication and  photochemical
oxidation categories. In the GWP category ICEVs with
ethanol has less impact (97.2 g/km COzeq) compared to
BEVs (151 g/km COzeq). In China, Shi et al. [35]
justified the savings in the petroleum by about 98% with
the use of battery electric vehicles. Additionally, the
BEVs stand advantageous in CO, CO;, VOCs, NOy and
PM2.5 emissions but perform abysmal in PM10
category. Relatively the BEVs emit up to 318 g/km
CO2eq which is observed to be at bit higher side as
compared to other literatures in the same timeline.
Nevertheless these CO; emissions will be further reduced
by 11% to 28% by 2030. The literature reviewed by Shi
et al. [35] is limited to single province (Hebei province)
whereas Zhou et al. [36] presented the statistics for
different power grid zone across China. In this work
average CO- eq. emission of whole country is 206.13
g/km COzeq and the total range of all the grid zones is in
the range of 158 to 247 g/km COzeq. In an another
parallel study in China by Qiao et al. [37], it has revealed
that GHG impacts are 18% less than conventional ICEV
and the major contributing phase is emissions from well-
to-wheel (WTW) phase. To alleviate the life cycle GHG
emissions of BEVs in future, Qiao et al. [37] suggested
enhancing the recycling of battery electric vehicles and
switch to much cleaner power grid. It is estimated that the
GHG emission will reduce by approximately 50% with
the use of the above tools.

As discussed earlier in literature, the environmental
impact may vary with different boundary conditions. The
relationship between an electric vehicle's environmental
impact and its travel range is emphasized by Hawkins et
al. [14]. The production impact of manufacturing a
battery electric vehicles are more with respect to the use
phase when compared to an ICEV. Hence, as the number
of kilometer travelled or annual kilometer travelled
(AKT) is more, the global warming potential (GWP)
decreases for BEVs. With the current electricity mix in
Europe, the electric vehicle’s GWP is about 10 to 24 %
less compared to the ICEV (diesel) for 150 K (AKT), 27
to 29 % less for 200 K AKT and 9 to 14% less for 100 K
AKT. Further, to reduce the overall emissions, impacts
from the manufacturing supply chain must be addressed
in conjunction with electricity source with cleaner
production. Peng et al. [38] conducted study in 6
countries and observed geographical difference causing

variations in GHG emissions. The GHG emission
reductions are prominently observed in geographical
regions where low-carbon electricity is produced. The
European Union with comparatively cleaner energy
generation has least GHG emissions, about 55.51 gCO;
eq. /km and about 170.15 gCOz/km for China. Burchart-
Korol [39] unveiled the environmental burdens of using
BEVs in Poland and the Czech Republic with respect to
current and future time-line. Interestingly, the results
show the environmental impacts for current and future
will be lower than comparable ICEV. Comparatively, the
impacts are relatively more for Poland than Czech
Republic. The GHG emissions for BEV in Poland were
2.72% lower than ICEV and 24.67 % lower for Czech
Republic. Further, an intuitive observation shows that
switching to renewable energy sources will reinforce the
GHG emission reduction by 2050. A bit out of the way
approach, Othman et al. [40] came up with using BEVs
with  Autonomous Driving (ADV) to reduce the
emissions. In this observations, ADV using platooning
and optimum traffic management by the ADV
significantly reduces the travel distance and eventually
the fuel used and the emissions. Similarly, Tahmasseby
et al. [41] emphasized use of electric and automated
vehicles along with Intelligent Transportation Systems
(ITS) to cope up with stringent emissions norms.

The reviewed literature can be used to identify the
following literature gaps: 1. Majority of Environmental
Life Cycle Analysis are carried out in developed
countries, however, limited studies are available for
developing countries. In developing countries like India,
although the electric vehicles uptake is at a verge of a
revolution and in coming decades, very high proportion
of EVs will be witnessed. Intruding the Electric vehicles
without contemplating its actual environmental hazards
is counterproductive and this stands a need to investigate
the environmental impacts in India. 2. Nevertheless,
Environmental Life Cycle Analysis (ELCA) carried out
in many developed countries is for limited number of
impact categories. The BEVs may be favorable in one
impacts category but might not be performing good in
other. Hence, to get a panoramic idea of the BEV’s
environmental impact, the analysis needs to be leveraged
with an extensive ELCA including all impact categories.
3. The environmental analysis with more realistic data
must be carried out instead of relying on generic data.
Most of the countries do not have indigenous sources of
materials such as lithium battery pack materials and
needs to be imported. The emissions from the transport/
import of the materials need to be accounted instead of
considering the start point as material available on site. 4.
The study of the emissions from vehciles can be further
enhanced with the use of travel mode option/ transport
preference opted especially in metropolis. Influence of
various parameters such as the infrastructure and
accecibility opinion for travel mode preference as
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highlighted by literatures such as Lukina et al. [42] can
further help the emission studies needs to be
implemented.

3. RESEARCH DRIVERS, METHOD AND OBJECTIVE

3. 1. Life Cycle Analysis (LCA) The fundamental
objective of LCA is to evaluate the environmental effects
in development, usage, and disposal (LCA) phases of a
product. Typically, a product undergoes a "full LCA,"
often known as a cradle-to-grave examination. However,
considering the end-user of the study, different types of
LCA, such as cradle-to-gate (raw material-factory) and
cradle-to-cradle (a closed-loop LCA that includes
recycling of part products), are also occasionally
evaluated. The LCA flowchart is displayed in Figure 2.

3. 2. Objectives and Research Drivers This
article's primary objective is to ascertain which power
train (BEV or ICEV) has less impact on the environment
in the context of India. In addition, it's important to
evaluate the environmental impact while taking different
life phases into account. Finally, we'll talk about the
Cumulative Impact (endpoint Recepi 2016 assessment).

One of India's main worries about electric
automobiles is the environment. As a result, our inquiry
is motivated by the “RRR” (Reduced, Revival, and
Renewable) pattern. Where, Reduction: lowers the cost
of imports, Revive: reduce the amount of hazardous
emissions by transitioning to electric vehicles with better
battery chemistry, Renewable Energy: By converting to
green transportation and utilising an energy mix that
supports renewable energy, you can lower your GHG
emissions. Thus, upholding strict environmental
standards and sticking to them is what motivates this
study and justifies the societal contribution.

3. 3. Methodology
3. 3. 1. System Boundaries and Scope of Study
The methodology follows the guidelines and advice
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automobile analysis [54]

provided by the European standards series: 1SO 14040
and 1SO 14044, quantifying the emissions from a product
or procedure over the course of its use period. This study
evaluates the environmental impacts by using battery
electric vehicles and diesel ICEV with reference to India
as a geographical region. The emissions produced during
the gathering and processing of materials, transportation,
manufacturing and use of both the vehicles are taken into
account from the birth to end-life of the product.
However, omissions regarding recycling of the product
(vehicle in this case) are considered owing to India’s lack
of reliable recycling infrastructure. This life cycle
analysis falls under cradle-to-grave assessment and
illustrates the various flows, processes, product systems
and the project involved in this cradle-to-grave analysis
shown in Figure 3. This analysis's objective is to compare
the life cycle emissions of ICEVs with BEVs (diesel),
considering a functional unit of 1 p*km. The emissions
accounted include the direct tail-pipe emissions (for the
diesel ICEV) and emissions from electricity generation
sources. Additionally emissions from the vehicle and
battery manufacturing, fuel (extraction and refinement),
indirect emissions from brake and tyre wear are also
taken into account. This research assumes that the vehicle
is used for 100,000 km for an average lifetime of 10
years.

3. 3. 2. Data Inventory Analysis This study uses
OpenLCA software to perform the impact assessment
within the geographical region of India. The inventory
makes use of the configurable Ecoinvent-3 database with
other database, in case if data needs to be imported from
other database. The simulation includes various product
flows such as product or elementary flow which
eventually builds up a process. Different processes
combine together to form a product system separately for
BEV and ICEV which are later compared in a Project
including system boundaries and impact assessment
method. The process involved in building a product
system for a BEV is illustrated in a model graph shown
in Figure 4.

____________________

’ ~ .
| Production A Use i Disposal \I
| ' Flectricity 1 |
I I generatior 1 |
| 1 1
| Lithiunvion battery __| | . N Vehicle disposal |

production 1] Electric vehicle .H——’ |
: h | I
| 1 1 I )
| 11 | Lithiwrion batery 1
| 1l Erissions fom | ! iy 1
Vehicle production =1 1 Mainienance wear of: brake, | 1
! X road, ires 1 X
| I l 1
| 1 T | : 1
1 - 1 Internal combustion |
feadacidbutery |+ engie ehicl fiellod ———Lb—> Vel diposal |
] production I : ;
with petrol or diesel 1 |
1 1 l 1 |
| 1" 1y Lead-acid battery !
| 11 Fuel exraction Airemissions fiom | disposal !
| 11 and refining combustion of perol | 1
or diesel I
\ A 1
N e —— ’ A 4

____________________

Figure 3. Flow diagram of life cycle analysis
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Figure 4. Model graph of battery electric vehicle product
system

The weights of the vehicles are 1500 kg (ICEV) and
1250 kg (BEV without battery), weight of the Li-ion
battery pack is 326 kg. The battery considered is of 23
kwWh and the energy density is 70 Wh/kg. The total
cruising range of the battery is 200,000 km, however for
the vehicle used in this analysis required amount of
battery is for 100,000 kilometres. BEVs use 17.11 kWh
of electricity per 100 kilometres and the ICEV consumes
17 km per litre diesel. The energy required to assemble
the final Li-ion battery pack is 3.47 kWh [43]. The
electricity-mix considered is Indian energy-mix (2022)
which has almost 60% energy generated from
conventional fossil fuels. The necessary transport needs
right from raw materials to manufacturing unit (some
items of battery pack manufacturing are imported) and
from manufacturing to customers through assembly unit
are also considered.

3. 3. 3. Impact Assessment and Interpretation
As highlighted by Parvez Mahmud et al. [27], the impacts
assessment method significantly affects the LCA
assessment. To perform the impact assessment, we have
considered ReCePi 2016 method based on what majority
of the literature have considered and suitable for the
automobile application. Both ReCePi 2016 mid-point
and end-point are accounted to analyze the individual and
cumulative effects of all the impact categories. The major
impact categories considered in this case are global
warming, ionizing radiation, human toxicity (both
carcinogenic and non-carcinogenic), fossil and mineral
depletion. In addition to these categories, other impact
categories of interest are water and land use, ozone
formation, ecotoxicity and eutrophication under the
ReCePi mid-point. To precisely measure them, the effect
categories in the end-point are classified into a small
number of categories. The grouped impact categories in
end-point analysis include resource scarcity, human
health and ecosystem quality. The cost of extracting
minerals and fossil fuels, represented in US dollars ($), is
what is meant by resource scarcity. Human health

demonstrated loss of years due to disability from the
environmental impact and is expressed in DALY
(disability adjusted life years) whereas as ecosystem
quality gives the loss for the species in various ecosystem
expressed as species.year unit. Finally, the relative results
for both the vehicles are presented to cogitate the
individual and relative effect for wvarious impact
categories. The Methodology Flow Chart is shown in
Figure 5.

4.RESULTS AND DISCUSSION

Figure 6 (a-g) shows the environmental effects of BEV
and ICEV in India for various important impact
categories such global warming, fine particulate matter,
ionising radiation, human toxicity (both carcinogenic and
non-carcinogenic), and fossil and mineral depletion.
Additionally, it depicts the spitted impact in production
and use-end life phase for panoramic emission
assessment.

The impact from global warming is shown in Figure
6(a). ICEV account the highest in climate change
category which is 282 g CO.eq/km whereas for BEV it is
242 g COzeq/km. As observed in earlier literatures, the
obtained results are in-line with these studies where the
ICEVs have the greatest impact [33, 39, 44-46].
Comparatively, the GHG emissions observed for BEV in
production phase are less as compared to use phase. The
higher impacts for BEV come from ‘use phase’ which is
closely associated to the energy-mix. The current energy
mix of India has about 60% energy generation from
convention fuel such as coal which signifies switching to
electricity generation from renewable sources will surely
alleviate global warming category.

Although the BEV emit less GHG emissions, the gap
between BEV and ICEV in climate change is less than
15%. Moreover the climate change emissions in global
warming category are more prominent in use phase

Figure 5. Flow Chart for Methodology of LCA Analysis
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which clearly indicate that the energy source use to
charge the BEVs should be shifted to much cleaner mode.
Currently India mostly relies on the conventional coal
powered plants to cater it most of the electricity needs.
This causes to shoot up the emissions with more demand
for electricity as the number of BEV goes up. The
government on one hand is promulgating the BEV
aggressively but it should also make provisions for this
other side of the coin.

On the Contrary, for fine particulate matter category,
the battery electric vehicle fair poor, the total emissions
have almost 40% more impact as compare to ICEV.
Impact of ICEV and BEV on particulate matter category
is shown in Figure 6(b). Almost 88% of the total
emissions come from use phase which attributes to
umpteen combustion of fossil fuel for energy generation.

The impact burden for this category for BEV is
7.65E-04 kg PM2.5 eq and the ICEV contribute 5.46E-
04 kg PM2.5 eq. It can be justified that less combustion
of fossils for energy generation and advanced
manufacturing techniques can reinforce the impact
reductions as mentioned by Shi et al. [35].

The emissions for human toxicity (carcinogenic &
non-carcinogenic) are illustrated in Figure 6(c) & (d).
When the total emissions are taken into account, battery
electric vehicles fair substantially worse. In case of
different use phases, for carcinogenic impact category,
the emissions from ICEV are only 1.5% than that from
BEV in use-end life phase. However, for use-end life
phase and in non-carcinogenic category, the ICEV has
more emissions than BEV, albeit with smaller margin.
Nevertheless, the total impact for BEV in both categories
is at higher side and is the result of the interaction
between the production of batteries and cars, as well as
the energy-mix.; these results are identical as observed by
Burchart-Korol et al. [39].

In case of resource scarcity (fossil and mineral) the
impact from ICEV outnumbers BEV in both fossil and
metal resource scarcity. The resource scarcity results are
demonstrated in Figures 6(e) & (f). The fossil resource
scarcity for BEV is 5.79E-02 kg oil eq and 8.58E-02 kg
oil eq for ICEV. Whereas, the mineral resource scarcity
for BEV is 1.68E-03 kg Cu eq and ICEV is 1.90E-03 kg
Cu eq. For the production phase, the resource scarcity
impact for BEV is more as compared to ICEV,
specifically for mineral resource scarcity. This is due to
the heavy requirement of minerals for the battery and
allied components such as battery management system
and motor windings production. The BEV have high
impact in production phase compare to ICEV, however,
the low impact benefit for ICEV in production phase is
simply offset by the high impacts in use phase , thus
catapulting the total impact for ICEV.

Battery electric vehicles are found to be advantageous
from an ionizing radiation impact category point. The

ionizing radiation for BEV is 1.38E-02kbq CO-60 eq in
comparison to ICEV which is 2.77E-02kbg CO-60 eq.
According to Tahmasseby [41], the ionising impact of a
BEV is almost half that of an ICEV. BEV’s ionizing
impact is less for both production and use phase
significantly as compared to ICEV. Impacts from
ionizing radiations are shown in Figure 6(Q).

In order to observe the results of the current study and
compare it with the other studies in the literature,
comparative results are presented in Table 1. Although
the battery electric vehicles are emitting less emissions in
India context compare to the ICEV for climate change
category, the overall emissions magnitude are
considerably higher compared to the global values in the
near about same timeline. This demonstrates the
significance of the power source and how clean is the
energy generation. Failing to achieve the energy from
cleaner source, BEV use will be just shifting the
emissions from the vehicle’s tail pipe to the energy
generation site. Additionally the Human Toxicity value
compared to the global values are also much higher in
this case study. The human toxicity arises from the
mining of materials which are used to manufacture the
vehicle parts. Moreover the extraction of the battery pack
materials further worsens the emission levels in can of
BEV. Attributing to this the overall human toxicity levels
are considerably higher for this case study.

The impacts for various the impact categories other
than mentioned above and not much widely discussed in
many of the literatures but are illustrated in Table 2
(software generated table image). The result from table
depict that for the impact categories namely Freshwater
ecotoxicity, Marine eutrophication, Ozone
formationHuman health, Ozone formation, Terrestrial
ecosystems, Stratospheric ozone depletion, Terrestrial
acidification BEV becomes advantageous and having
low impact burden as compared to ICEV. In most of the
above impact categories BEV have 25% less impact than
ICEV.

For panoramic outlook of all the impact categories,
the relative results for the ReCePi mid-point assessment
are displayed in Figure 7. Out of 18 impact categories
considered, battery electric vehicle fair good in 10 impact
categories in comparison with ICEV. The highest
variation is found in freshwater eutrophication where
ICEV has just 27% impact as that of battery electric
vehicle. The lease variation is observed for terrestrial
acidification category where BEV has just 6% impact gap
compared to ICEV. We found that for land and water use
impact category, the ICEV is almost 40% more
advantageous than the BEV. Focusing on the global
warming category, interestingly a positive point is to be
highlighted that the g CO2eq/km gap between BEV and
ICEV is less as compared to other literature [16, 17, 47].
Moreover, switching to cleaner energy BEV can bridge
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TABLE 1. Comparative emissions with other literatures for climate change and human toxicity

973

Human toxicity, kg 1,4-

Country/ Region Timeline Climate change, g CO2 eg/km DB eq/km
GRAMS
. . . BEV: 242 BEV: 0.82
This article India 2022
ICEV: 281 ICEV: 0.7
. BEV: 220 BEV: 1.0
Bauer et al. [46] Switzerland 2012
ICEV: 260 ICEV: 0.3
BEV : 90 BEV: 0.27
2030
ICEV: 210 ICEV: 0.25
. . BEV: 50 BEV: 0.040
Van Merilo et al. [33] Belgium 2017
ICEV: 212 ICEV: 0.026
. BEV: 204
Bickert et al. [48] Germany 2015
ICEV: 262
BEV: 196
2020
ICEV: 212
. BEV: 151 BEV: 0.035
Souza et al. [34] Brazil 2018
ICEV: 97.2 ICEV: 0.012
BEV: 129
Del Pero et al. [49] Italy 2018
ICEV: 203
. BEV: 180
Onat et al. [50] United States 2015
ICEV: 260
. . BEV: 160 BEV: 0.26
Bicer and Dincer [47] Canada 2018
ICEV: 230 ICEV: 0.04
. . BEV: 273
Qiao et al. [37] China 2015
ICEV: 333
2020 BEV: 227
BEV: 276 BEV: 0.331
Burchart-Korol et al. [39] Poland 2015
ICEV: 284 ICE: 0.085
2050 BEV: 172 BEV: 0.234
. BEV: 214 BEV: 0.306
Burchart-Korol et al. [39] Czech Republic 2018
ICEV: 284 ICEV: 0.085
2050 BEV: 145 BEV: 0.234
. . . BEV: 142 BEV: 0.077
Petrauskiene et al. [43] Lithuania 2020
ICEV: 76 ICEV:0.0073
2050 BEV 78 BEV: 0.073
. BEV 206
Zhou et al. [36] China 2009
ICEV 249
TABLE 2. ReCePi mid-point results of BEV and ICEV (software generated table image)
Indicator BEV ICEV Unit
Fine particulate matter formation 7.64982¢-4 5.4622%-4 kg PM2.5 eq
Fossil resource scarcity 5.79452e-2 8.57900e-2 kg oil eq
Freshwater ecotoxicity 1.48779%-2 2.47261e-2 kg 1,4-DCB
Freshwater eutrophication 1.42334e-4 3.81529¢-5 kg P eq
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Global warming 2.42092e-1
Human carcinogenic toxicity 8.25258e-1
Human non-carcinogenic toxicity 1.17596e+2
lonizing radiation 1.37743e-2
Land use 3.33749¢-3
Marine ecotoxicity 1.41523e+2
Marine eutrophication 2.35348e-5
Mineral resource scarcity 1.67656e-3
Ozone formation, Human health 6.85209e-4
Ozone formation, Terrestrial ecosystems 6.91598e-4
Stratospheric ozone depletion 9.49468e-8
Terrestrial acidification 1.52559e-3
Terrestrial ecotoxicity 9.36751e-1
Water consumption 1.53252e-3

2.81770e-1 kg CO2 eq
7.02699%-1 kg 1,4-DCB
8.74670e+1 kg 1,4-DCB
2.76725e-2 kBq Co-60 eq
2.00561e-3 m2a crop eq
1.02429%+2 kg 1,4-DCB
3.29772e-5 kg N eq
1.89831e-3 kg Cueq
9.27953e-4 kg NOx eq
9.49920e-4 kg NOx eq
1.19844e-7 kg CFC11 eq
1.62241e-3 kg SO2 eq
4.11475e-1 kg 1,4-DCB
9.80542¢-4 m3
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Figure 7. Relative results of LCA

the gap or even can deliver less impact than ICEV in
all phases in the near future. Additionally,
mining/extracting and manufacturing the resources from
the indigenous sources instead of importing may save the
transport emissions which eventually be advantageous
for effect categories like ionising radiation, fine
particulate pollution, and global warming.

Further, the results for ReCePi end-point analysis are
illustrated in Table 3 (software generated table image).
The end point results are derived by grouping and
mapping the impact categories mainly in three groups as
mentioned in impact analysis section. Further, a single

point score is determined to compare BEV with ICEV
impact magnitude. The end-point

and

assess the

TABLE 3. ReCePi end-point results of BEV and ICEV (software generated table image)

Indicator BEV ICEV Unit
Fine particulate matter formation 4.80660e-7 3.43069e-7 DALY
Fossil resource scarcity 8.82989¢-3 3.60161e-2 usD2013
Freshwater ecotoxicity 1.02783e-11 1.70967e-11 species.yr
Freshwater eutrophication 9.53209e-11 2.55511e-11 species.yr
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Global warming, Freshwater ecosystems
Global warming, Human health

Global warming, Terrestrial ecosystems
Human carcinogenic toxicity

Human non-carcinogenic toxicity
lonizing radiation

Land use

Marine ecotoxicity

Marine eutrophication

Mineral resource scarcity

Ozone formation, Human health

Ozone formation, Terrestrial ecosystems
Stratospheric ozone depletion

Terrestrial acidification

Terrestrial ecotoxicity

Water consumption, Aquatic ecosystems
Water consumption, Human health

Water consumption, Terrestrial ecosystem

2.04244e-14 2.43820e-14 species.yr
2.47796e-7 2.95840e-7 DALY
7.47822e-10 8.92548e-10 species.yr
3.90473e-8 3.42167e-8 DALY
8.85132e-8 9.35561e-8 DALY
8.23619 e-11 7.61240e-11 DALY
2.96106e-11 1.77933e-11 species.yr
2.14079e-12 3.30650e-12 species.yr
3.99890e-14 5.60576e-14 species.yr
3.86860e-4 4.38672e-4 USD2013
6.23551e-10 8.44464e-10 DALY
8.92156e-11 1.22539-10 species.yr
3.36976e-11 4.88163e-11 DALY
3.23416e-10 3.43937e-10 species.yr
9.94784e-12 4.36638e-12 species.yr
9.25639-16 5.92248e-16 species.yr
3.40218e-9 2.17680e-9 DALY
2.06890e-11 1.32373e-11 species.yr

assessment reveals that the major contributor when
cumulative effect of all the impact categories are
considered, the primary influencing factor for both
vehicles is resource scarcity, which includes both fossil
and mineral resources.. Relatively the total single point
score (out of 3 kpt) for BEV is 0.58 kpt and for ICEV it
is 2.1 kpt. This justifies that the BEV is environmentally
advantageous than ICEV at end-point level.

5. CONCLUSION

The performed Environmental Life Cycle analysis of
BEV and ICEV leads to an epiphany that for all impact
categories, the battery-electric car did not perform worst.
The results substantiate that out of 18 impact categories
considered for mid-point assessment, BEV fair good in
10 impact categories in comparison with ICEV. The end-
point results show that, on an overall single point scale,
BEV is still environmentally beneficial as compared to
ICEV with a greater margin.

Resource scarcity is the major contributor for both
vehicles when studied on a single point scale. When a
slpited analysis (use phase and end-life phase) is
observed in all the categories for BEVs, with the
exception of human toxicity and fossil resource
categories, usage phase is the dominant impact
contributor. This use phase is closely associated with the
energy mix which needs to be eventually shifted to
renewable sources with sustainability angle of approach.

The global warming g-CO2eq/ km for both vehicles
are quite compatible with not much gap in the impact.
Better manufacturing techniques and use of cleaner
energy will help to amplify this gap in near future.
Continuing the current energy mix will simply
exacerbate the environmental issue in future when more
number of BEVs will be introduced to the total vehicle
fleet.

This article contributes towards the societal
application by making aware the emissions from both the
vehicle propulsion types which in turn helps in
strengthening the public opinion about the environmental
benefits of using BEVs. Further, it provides guidance to
the policy drafter’s fraternity for alleviating the saddled
environmental issues in India. This surely provides
guidelines for the BEV’s manufacturing ecosystem to
implement the optimized manufacturing techniques, the
precautions in material extraction-processing-refinement
& transport to build a compatible infrastructure
encompassing the low carbon transportation. This article
further acts as a nexus between government perseverance
for BEV’s uptake and perceiving the customers towards
BEV; which inturn helps in achieving national energy
security, reduce the oil import bills and combating
environmental issues.

The limitations of the study is the access to
convincing recycling of the end-life BEV and to be more
specifically the Li-lon batteries. Unavailability of the
reliable BEV’s recycling facilities in India may deviate
the emissions estimation and if proper recycling infra is
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used the impacts might come down which is also
reckoned by various literatures. India being a colossal
country, the factory to vendor or end user distance may
vary considerably, further changing the amount of
emissions which depend on the local transport mode of
semi-knocked part or the finished vehicle. Variation
emissions observation in all regions of India also comes
under the limitation rubrics.

Significantly the emission estimates made in this
study are derived from near to realistic data. The
emission impacts from both the vehicles for all 18 impact
categories at mid-point and end-point level of ReCePi
Methodology for the Indian context justifies the scientific
and technological top-up. Moreover, the study can be
extended as future scope by accounting the regional/
statewise energy-mix which has a substantial influence
on the total emissions. At present the no indigenous
sources are available in India which includes greater
travel distance for it’s import. However, if a local source
obtained then the updated material travel distances needs
to be updated and can be accounted as future study.
Additionally, as the technology advances, different and a
better battery technology/ chemistry may be introduced.
Estimating emissions with these batteries can be done as
a extended study.

The electric vehicle bandwagon is saddled with
various hurdles; meticulously overcoming these barriers
will prove BEV as an epitome of the future transport.
Retrospection of BEVs for environmental impact;
cleaner energy mix, efficient manufacturing and
recycling may prove to be an elixir for BEV to be a
ubiquity in the near future.
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ABSTRACT

Extensive research have been conducted to optimize the water distribution networks, but none has
simultaneously considered the economic-mechanical and hydraulic properties of the networks.
Moreover, the entropy difference in the various networks has not been exactly calculated. Therefore, the
present study suggests a modified entropy function for computing the information entropy of the water
distribution networks to calculate the demand nods and entropy difference amongst the various networks
considering the mechanical and hydraulic properties of the network. This modification is carried out by
defining a coefficient in entropy function as the output amount in every node by the exponent of all the
power wasted in the network. Furthermore, the most optimum diameter and the most economic state are
obtained simultaneously using the ant colony algorithm (ACO). Thus, considering all the three
mechanical, hydraulic, and economic properties of the network while keeping simplicity, a more realistic
method will be offered using these two metaheuristic methods. The efficiency of the proposed method

was evaluated in some of the sample water networks using the modified function

doi: 10.5829/ije.2023.36.05b.14

1. INTRODUCTION

Water distribution system is a network of source nods,
links, demand notes, and other hydraulic components like
pumps, pipes, and tanks. Water distribution systems
substantially serve the water supply on the surface and a
sufficient amount of water pressure to all the users and
fire extinction purposes. Quantifying the reliability of the
water distribution networks, as a vital system [1, 2], also,
repair and maintenance of water system [3]. In recent
decades, the basis of reliability of water distribution
networks has been defined based on receiving a sufficient
source of demand and pressure required by the consumer
[4]. Various researchers have proposed in several scales
of reliability for water distribution networks, and some of
them include an alternative scale.

Some reseaerchers have suggested that entropy as a
general performance index is possible for the water
distribution systems [5]. This method possesses several
advantages in contrast to the other performance indices
and reliability; as an example, its calculation is very fast

* Corresponding Author Institutional Email: nateghi@iiees.ac.ir
(F. Nateghi)

and simpler than the other scales; it needs the least
amount of data, and it can be directly embedded in the
designs’ optimization frameworks [6]. and it can be a
scale for system redundancy [7].

The redundancy of water distribution networks is
especially important because when links fail to provide
the required services, additional links will be replaced
[7]. Closely interrelated with reliability, redundancy is a
mostly neglected aspect of the system’s general
performance. Past earthquakes show that a redundancy
index can dramatically increase network reliability. In
other words, networks with more redundancies are more
reliable against failure [8]. Therefore, redundancy can be
considered an alternative scale for calculating the
reliability of the water distribution networks.

It seems that Awumah et al. [5, 7] were the first
researchers who suggested using Shannon’s entropy [9].
As an alternative scale for computing the reliability of the
water distribution networks. Later on, Tanyimobh and
Templeman [10] used a multiple probability space model
and conditional probability. Khinchin, [11] proposed a

Please cite this article as: S. A. Mousavi. M., F. Nateghi, Seismic and Economic Optimization of Water Distribution Networks Using Entropy and
Ant Colony Algorithm, International Journal of Engineering, Transactions B: Applications, Vol. 36, No. 05, (2023) 979-990
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more appropriate definition of entropy function for water
distribution networks. They, also, created a non-
repetitive algorithm for finding the maximum entropy of
the current distribution in the single-source networks. In
their study, the network’s topology, current direction in
every link, and supply-demand in every node were
considered; while, some of the other parameters like
length, diameter, and coarseness of the link were ignored.
A nearly extreme number of current distributions is
possible unless the network is found in the tree branch
type. This non-repetitive algorithm was formulated using
the path entropy concept [12]. Using the concept of the
super-source, they also endeavored to expand the single-
source algorithm for covering multi-source networks,
and it has been proved not to be consistent with the
research conducted by Walters [13]. In another study,
Yasin-Kassab et al. [14] presented a non-iterative
algorithm based on a single source algorithm to calculate
the current distribution entropy in multi-source networks.
Later, the relationship between entropy and reliability of
water distribution networks was investigated by
Tanyimboh and Templeman [6]. Their study showed that
the higher the entropy of water distribution networks, the
greater the reliability.

Hosseini and Emamjomeh [15] used a simple water
distribution network to examine the meaning of network
entropy. Their research examined the relationship
between the total power wasted by the water distribution
network and the numerical value of the entropy of the
network. Ang and Jowitt [16] used a simple ring network
with its link diameter ranging from zero to infinite and
endeavored to calculate entropy. The related network
entropy and the wasted energy for the water distribution
network were investigated in other work [5]. Also,
Hosseini and Emamjomeh [17] in 2014 were able to
obtain acceptable results by modifying some of the
hydraulic and mechanical parameters. They offered an
alternative method for calculating the entropy of the
water distribution systems, and expressed this new
concept of network entropy. The path entropy method
(PEM) provided a simpler concept of network entropy
and maximum water distribution network entropy.
PEM’s formula was presented based on the various paths
for a water molecule’s movement from an extraordinary
source towards a super sink. Further explanations about
PEM will be given herein later on. Ang and Jowitt [18]
discussed about observations on energy loss and network
entropy in water distribution networks.

In defining the entropy function, Templeman and
Tanyimboh [19] defined the networks with an amount of
redundancy can have an alot can considerably increase
the reliability of the system disregarded the differences
between the branching-tree networks featuring different
plans as well as the number of the identical demand-
supply nodes, all of which with identical PEM diagrams.
Hosseini and Emamjomeh [17] proposed a new weight
ratio based on each penalty number equal to the amount

of damage in case of failure in order to overcome the
problem. The order of the demand nodes in the network
was considered in entropy calculations by considering a
new coefficient in the entropy function.

The highest redundancy indices for water distribution
networks are based on hydraulic or mechanical
characteristics of the network, meaning that none of them
considers both of the properties in its calculations.
However, the network risk is intensively influenced by
both of these properties. Thus, the present study aims at
investigating the deficiencies of the prior definitions of
water distribution network’s entropy and suggesting a
novel scale based on weighted entropy for the evaluation
of the reliability of water distribution networks in terms
of the system’s mechanical and hydraulic properties
Finally, economic optimization is performed using the
method of meta-exploration algorithm of the ant
community.

2. ENTROPY  FUNCTION FOR
DISTRIBUTION NETWORKS

WATER

The formulation of the entropy function relies more on
Shannon’s [9] uncertainty scale, and this is a fundamental
principle in information theory. Tanyimboh and
Templeman [10] were the first one to develop a suitable
entropy function using the multiple probability and
conditional probability space model [11]. Flow direction
has a significant effect on maximum entropy, which has
not been considered in previous studies. In addition, the
length, diameter and coarseness of the joints are not
directly applied in their formulation. There will be a large
number of possible current patterns except in branch
networks. The entropy function of the network developed
by Tanyimboh and Templeman [10] is calculated
according to the following formula:

S
E=S=SO+Z£Vz=1PnSn 1)

S is the entropy, k is Boltzmann constant, is assumed to
be 1, N is the total number of nodes, and Sy is the entropy
of the external input current.

So =-xPoi InPoi @
In this relationship, | is the system of all the source nodes,
and POi is calculated according to the following relation:

do1 _
TL: =Po1 ®3)

where, qo1 is the external current flowing into the i-th
source node, and Ty is the amount of the total supply or
total demand.

The second term in the entropy function is composed
of the weighted entropy sum for each of the nodes (Sn),
and the weight of each (Py) is defined in the form of the
ratio of the total inflowing current for every node to the
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total inflowing current for the entire network as shown
beneath:

== P @
where, T, is the total current flowing out of node n. The
important point in the definition of the out-flowing
current is that the outflow incorporates all the needs in
the related node. The weighted entropy of each of the
nodes (Sn) is calculated from the following relation:
Where, T, is the total outflow from the node n. Another
important point in defining the outflow is that it
encompasses any demand in the node. In Equation (1),
the entropy of the outflow from every node (S») is given
according to the following relation:

Sp= _ZneNDmPnj In Pnj (5)

where, NDn is a system of all the currents flowing out of
the node n:

Prj = 3 ®)
where, g is the current flowing from node n to node j.
The entropy function in Equation (1) displays that the
entropy of a water distribution network is comprised of
two parts. The entropy of the externally inflowing current
(So), as the first component, is uncertain. Figure 1 shows
a sample network with two sources and four demand
nodes as well as details of entropy calculations.

3. PATH ENTROPY METHOD FOR CALCULATING
THE ENTROPY OF WATER DISTRIBUTION
NETWORK

As stated in the theoretical foundations of entropy
section, Information entropy measures the degree of
uncertainty in a situation or system. That is, the entropy
of a water distribution network should be defined
according to the number of paths available for a water
molecule to move from the source point to the point of
consumption. Based on this perspective, there is offered
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Figure 1. A sample network with two sources and four
demand nodes as well as the entropy calculations’ details
[19]

another alternative method by Ang and Jowitt [16] for
calculating the entropy of a network, and it is called the
entropy method.

The PEM diagram in the first step involves
determining the number of paths of the source node
according to the paths of the consumption node and
drawing a PEM diagram with all its nodes and links. In
the second step, the flow through each link by examining
the flow rate in all network links.

Calculating the entropy of a PEM network is
relatively simpler compared to the network entropy
equation proposed by Tanyimboh and Templeman [12].
The true power of PEM is its ability to provide new
insights into the meanings of network entropy, such as
the entropy of branched tree networks and the maximum
current entropy of a single-source network with a
specified flow direction (Figure 2). Figure 3 shows the
sample network PEM shown in Figure 4 as well as its
entropy calculations.

30, |85, i8¢ A5 ATSL TS A8
x In(=—)+ In( )+ In(—>-)
30 3 30 307 30 30°)
5 5 5. 15: :15]]
= x| 2% —— In(——) + In( )
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- In(—) | =1.9073
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Figure 2. Tree diagram of the sample network shown in
Figure 4 with entropy calculations [18]
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Figure 3. PEM diagram of the sample network shown in
Figure 4 along with entropy computations [17]

Figure 4. A fully connected sample network with maximum
network entropy [16]
4. DISCUSSION ABOUT THE PRIOR DEFINITIONS
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OF ENTROPY FUNCTION

As mentioned by Walters [13], all of the branching-tree
networks at least have identical entropy values. Ang and
Jowitt [16] showed this reality using the path entropy
method. Figure 5 shows all of the various plans of the
branching-tree networks related to the sample network
displayed in Figure 4.

As shown in Figure 5, there is only one path from the
source node to the demand node in all cases. Therefore,
from the perspective of information, all of them
essentially have identical entropies.

For the tree sample network in Figure 6, it has been
shown that various diagrams can be applied for
displaying each PEM plans. However, in the definition
by Templeman and Tanyimboh [10], there is no
difference between the tree networks featuring different
configurations.

Examining the networks shown in Figure 5, it is clear
that some of them are more sensitive to damage to one of
their links. For example, if the 3-1 link in networks (d),
(c) and (e) in Figure 5 is damaged due to earthquake
hazards, the loss rates will be 30, 10 and 5 liters per
second, respectively. Therefore, the amount of service
losses in a network, in addition to the series or parallel
mode of the network, also depends on the connection of
different consumption nodes to the source node.

Figure 5. Various branching-tree network diagrams

VAR
Super-Source §9

§=— 22 C a0k Dy - 0.8676
a=——IN—)—Lx—IN(—) =41,
30 30 30 30 '

R Super-Sink

Figure 6. PEM diagram of the branching-tree network

Various states of the demand-supply connections in
the branching-tree networks are shown in Figure 6 [16,
17] As shown in Figure 7, according to the four modes
shown, the fourth pattern has the most redundancy
because each demand node has a separate path to the
source and the failure of each link does not affect the
other nodes. Conversely, the first model is the most
vulnerable water distribution network because each
sphere depends on the previous node.

Hosseini and Emamjomeh [17] defined a penalty
value (TP) for every link in order to add the effects of the
connection states and orders that actually determine the
sensitivity of a network. Based on these penalty values,
the new weight ratio (P'n) was introduced, as explained
in the following words. They defined the amount of every
link’s penalty as being equal to the amount of damage
imposed onto the network in case of cessation in
repairing (7).

Where the numerator is the outflow discharge rate,
and the denominator is the penalty functions for all of the
network’s links.

Where TP is the sum of the penalty factors for all of the
network’s links, they used this weight ratio instead of the
prior ratio, i.e., P'n, in Equation (1).

v v
(3) (4

Connectivity o 2

State

Branching-tree (a), (b), (c)  (d), (&), (D (g), (h) 1]
Network

Figure 7. PEM diagram of branching-tree networks shown
in Figure 6

TABLE 1. Amount of entropy (S') for the branching-tree networks in Figure 5 based on the modifications proposed by Hosseini and

Emamjomeh [15]

Network a b

c d e f g h i

Amount of entropy based on the function

proposed [15] 05784  0.4338

0.3470  0.7436  0.7436  0.5206  0.6507  0.4732  0.8676
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The amount of entropy (S") for all of the branching-
tree networks shown in Figure 5 based on the
modifications by Hosseini and Emamjomeh [15] can be
seen in Table 1, according to which only network (i) has
an entropy value similar to what has been suggested by
Tanyimboh and Templeman [10] because each demand
node in this network is separately connected to the
source. The amount of entropy in the networks featuring
more node connections to the source is notably reduced
with the new weight ratio. Therefore, Hosseini and
Emamjomeh [15] could define a new weight index (P'n)
in entropy function to modify the effect of the order of
connection in the network’s demand nodes as well as the
difference between the various branching-tree networks.
Considering the results shown in Table 1, in the case of
using the entropy functions modified by Hosseini and
Emamjomeh [15], the same entropy amount is calculated
for branching-tree networks (d) and (e). However, it can
be observed through a more exact analysis of these two
networks that in case of the detachment in link 2-1 in
network (d), the amount of the scattered water would be
20 I/s. Therefore, the needs of the second consumer
would not be met. If the same link fails in a network (e),
the amount of the scattered water would be 25 I/s.
Therefore, the needs of the second and the fourth
consumers would not be satisfied. Thus, network (d), in
contrast to a network (e), features higher reliability and,
in case of considering entropy as the reliability scale, it
has to be larger in a network (d) as compared to a network
(e). Resultantly, the modifications by Hosseini and
Emamjomeh [17] cannot determine the real differences
in the reliability rates of various networks with the
identical mechanical specifications, to wit length,
diameter and coarseness coefficient. In addition, the
reliability of the wvarious networks with diverse
mechanical properties cannot be measured with this
modified version. As a specimen, if the length, diameter,
or substance is changed in one of the branching-tree
networks, the effect of this change on the entropy amount
cannot be measured using this entropy function. In the
next section, a new ratio will be offered in entropy
functions so as to be able to consider both the mechanical
specifications and hydraulic properties of the network in
entropy calculations. Additionally, the connection order
of the network’s demand nodes and the differences in the
various networks will be investigated with more
precision.

5. IDENTIFICATION OF THE FLAWS IN THE
PREVIOUS DEFINITIONS OF ENTROPY FUNCTION
AND OFFERING A NEW FUNCTION

As it was concluded in the previous section, the entropy
function offered by Tanimboh and Templeman [19] has
two substantial flaws even with all the changes that have
been brought about therein. Firstly, not both the

mechanical and hydraulic properties of the network have
been considered in this function; especially, only the rate
of the flow through the links has been taken into account
in entropy calculations. Besides, the mechanical
parameters like length, diameter, and coarseness of the
link have been ignored in entropy calculations, whereas
it is evident that the above mentioned parameters have
many effects on the amount of entropy as a scale of the
network’s reliability. Secondly, considering all the
changes made in the entropy function, they could not
show the numerical difference between the branching-
tree networks of different types with identical numbers of
sources and demand nodes. In the current research paper,
the wasted power has been utilized for considering the
mechanical characteristics of the network, such as length,
diameter, and coarseness of the links, along with the
hydraulic specifications. Moreover, after linking to
EPANET Software, the best diameter and the best
entropy were obtained with the result being the most
optimum economic state, and based on the amount of the
wasted power calculated for each link, a new P"n ratio
was defined for every network node. The equation took
the following form:

P, = Z—?fi"},wi ®)
In the above relation, Tn, like the relation proposed by
Tanimboh and Templeman [19] is equal to the amount of
water that flows out of node n, and Tpw is the total power
wasted in the network, and it is equal to the sum of power
wasted in all of the network’s pipes, and it is expressed
in the following form:

pr = Z:l=l1 Py (9)
Pwi is the power wasted in every pipe, and nl is the total

number of the network’s pipes. The power wasted in
every pipe is calculated from the following relation.

Py; = pgh;Q; (10)
In the above relation, p is the water density in kg/m?, g is
the earth gravity’s acceleration in m/s?, hi is the amount
of head loss in every pipe in m, and Qi is the flow rate in
the i-th pipe in m%s. Amongst the relations offered for
the calculation of the loss rate, such as the formula by
Hazen Williams and the formula by Darcey Weisbach,
and the formula by Chesey-Manning, the first is most
suitable for water distribution networks. Darcey-
Weisbach’s formula is usable for stratified currents and
fluids other than water, and Chesey-Manning’s formula
is mainly applicable to the flows in open channels.

Hazen William’s formula is defined in the following
form for the calculation of head loss in every pipe:

678L; _ Vi 1061 1, _
h; = = (C_i)ws = Q% = K.Qi* (11)

1.165 4.865 ~1.85
D; DGy

where Li is the length of the i-th pipe in m; Di is the
diameter of the pipe i-th in m; Ci is the coarseness
coefficient of the i-th pipe, and Ki is the resistance
coefficient of i-th pipe in s/m2. Replacing the relation
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(11) in relation (10) gives the amount of the power
wasted in i-th pipe in watts (w) as shown underneath:

Py = pgkiQiz'Ss (12)

Following the calculation of the new weight coefficient
(P",,) for every node, it was substituted for the previous
weight coefficient (B,) in the entropy proposed by
Tanimboh and Templeman [19]. With the new
coefficient, the modified entropy function takes the
following form:

= =5 =50+ XN P'uSn (13)

If, in the relation (12), the amount of pgk; is set equal to
a, P,,; can be written in the following form:

Py = aQiZ'gs (14)

In fact, the denominator of the new weight
coefficient’s fraction is in the form of Y™, a Q#while
the denominator of the coefficient’s fractlon deﬁned by
Hosseini and Emamjomeh [17] is in the form of ¥, Q;.
It means that the denominator of the new coefficient’s
fraction is a nonlinear function of the discharge rate.

The other notable point about the proposed
coefficient is the amount of diameter for the calculation
of the power wasted in every link. The diameter
influences the amount of current passing through the
links. Put differently, the amount of current passing
through the links changes with the change in diameter,
and this creates new conditions in terms of the network’s
hydraulic status, which necessitates any specific entropy
state. Due to the same reason, in the various states of the
current in a network, the diameters of all the links are
assumed to be fixed for the calculation of the power
wasted in the links. As for the diameter of the networks’
links, this number can be the diameter of the network’s
links or the largest diameter in the network or even unity.
Thus, in the forthcoming sections that try investigating
the reliability of a network in various flow states, a fixed
value would be considered for the diameter.

The amount of entropy in tree networks shown in
Figure 5 has been offered in Table 2 based on the
modification made by Hosseini and Emamjomeh (s") [17]
and the modification made herein (S). In the calculation
of the wasted power, the length of the peripheral pipes is
equal to 1000m, the diameter of all the pipes is equal to
400mm, and the coarseness coefficient of all the pipes is
equal to 130. For instance, the details of calculating the
entropy of branching-tree networks (b) shown in Figures
3 and 4 are as explained below:

L1_3, L2_4_ = 1000m, L3_2 =1414.21m

PW(1—3) = 50.34W, PW(3—2) = 42.34’W, PW(2—4) =
0.305W

Y3, Pyi = 92.985W (15)

30 25 25
- —In ( ) —In ( )] — X
92,985 < 30 30 30 92.985

(B (2] -0

Considering Table 2, it is observed that the amount of
entropy is larger in the network (d) in comparison to the
amount of entropy in the network (e) with the
modifications made in this research, and this is consistent
with what was expected.

6. INVESTIGATING THE BEHAVIOR OF THE
ENTROPY FUNCTION PROPOSED IN PARALLEL
NETWORK

A parallel network with two links, as shown in Figure 8,
has been used for the investigation of the behavior of the
function proposed for the parallel networks. In this
network, the inflow rate, the lengths of the links, the
diameters of the links, and the coarseness coefficient of
the links are respectively 30 I/s, 1000m, 400mm, and 130.
If the flow speed of the first link is set at x, the speed of
the second link’s flow would be x-30. Based on the
function proposed herein, the changes in the entropy of
the parallel network in regard to x have been shown in
Figure 9, and, as seen therein, the amount of entropy is
larger for the two closer links. Specifically, the maximum
entropy occurs when the amounts of flows through two
links are exactly identical. Put another way, the
maximum amount of entropy would be equal to x=15,
and the entropy function’s diagram would be
symmetrical in regard to this amount. These changes are
exactly based on our expectations about the entropy’s
behavior.

7. INVESTIGATING THE BEHAVIOR OF THE
ENTROPY FUNCTION SUGGESTED FOR THE RING
NETWORK

A network with one supply node and three demand
nodes, as shown in Figure 10, will be used for the

TABLE 2. Amounts of entropy in the branching-tree networks shown in Figure 5 based on the modifications made by Hossein and

Emamjomeh (S") [17] and modifications made herein (S)

Network a b c

e f g h i

S' 0.5784 0.4338 0.3470
S 0.4957 0.2799 0.2707

0.7436 0.5206 0.6507 0.4732 0.8676
0.8519 0.4449 0.5096 0.3562 1.5812
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30(L/s)

30-x
Figure 8. A parallel network with two links

x (L/s)
Figure 9. Entropy changes in parallel network versus the
various amounts of flow passing through the first link (x)
using the entropy function proposed in this study

5L's 5L

Figure 10. The sample ring network with a source node and
three demand nodes [20]

evaluation of the entropy function. In order to evaluate
the entropy function suggested by Ang and Jowitt [18],
this network was used in the ring networks used by
Tanimboh and Templeman [19].

The heights of the source node and demand nodes
were respectively 100m and 99m. The length, diameter,
and coarseness coefficient of all the links are identical,
i.e., equal to 890m, 400mm, and 130. Figure 11 shows
three various states of flow directions. Table 3 displays
the entropy amounts calculated using Taniymboh and
Templeman’s method (s) and Hosseini and
Emamjomeh’s [15] modified method (S') and the entropy
method proposed in this research (S"). Considering
Figure 11, it can be concluded that the reliability of
network (a) is larger than the network (b) and reliability
of network (b) is larger than that of the network (c). in
fact, the breakage in link 2-1 in networks (a), (b) and (c)
respectively causes wastage of water for 10, 22.5 and27.5
liters per second. Moreover, the maximum difference
between the flow rates in the network’s links

(a) (b} ©

Figure 11. Three different possible current directions for the
network shown in Figure (10) [20]

TABLE 3. The entropy amounts for the networks shown in
Figure 11 using three discussed functions

Network 2 12 42 63

R 0.998933  0.998777  0.998872  0.998485
S 3.0201 2.6424 2.8640 2.6362
s 0.009483  0.008845  0.006732 0.00578

in the state (a) is 10 I/s, while this difference in (b) and
(c) states is respectively 20 I/s and 25 I/s. Based on these
two realities, the network is expected to have a larger
entropy in the state (a) as compared to the state (b), and
it is also expected to be larger in the state (b) than in state
(c). However, table (3) shows that although the amount
of entropy in the network (a) is larger than the amount of
entropy in networks (b) and (c), the amounts of entropy
in networks (b) and (c) are identical using the first
method. And based on the modified function proposed by
Hosseini and Emamjomeh [17], the amount of entropy in
the network (b) is larger than the amount of entropy in
the network (c), and the amount of entropy in a network
(c) is larger than the amount of entropy in the network
(@). In the end, it is worth mentioning that the amounts of
entropy calculated by the method proposed herein, as
seen in Table 3, are consistent with our expectations. In
other words, the amount of entropy in the network (a) is
larger than the amount of entropy in the network (b), and
the amount of entropy in the network (b) is larger than
the amount of entropy in the network (c).

8. OPTIMIZATION OF RELIABILITY AND
ECONOMIC OPTIMIZATION OF THE SAMPLE
NETWORK USING THE ANT COLONY METHOD AND
THIS STUDY’S PROPOSED ENTROPY FUNCTION

One of the most important issues about the entropy of the
water distribution networks is the relationship between
the amount of entropy and the reliability of the network.
In the study performed by Tanyimboh and Templeman
[6], use was made of various hydraulic networks with
different numbers of links and various rings, and it was
proved that this relationship is strong. Resultantly, they
concluded that the networks with higher entropy feature
higher reliability. In this section, the relationship between
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the proposed entropy function and the network’s
reliability as well as the controlling of the network’s
parameters in hydraulic, mechanical, and economic
matters will be investigated via linking to MATLAB
program and EPANET Software. In this study, the
following network was used for the same purpose; it has
also been used by Tanyimboh and Templeman [6] for
comparing their own entropy function with others in this
network.

The configurations presented in Figure 12 have been
divided in terms of their links to five groups, including a
network with 17 links and configurations with 13, 14, 15,
and 16 links. In this section, the goal is to find a network
with the minimum cost, maximum entropy, and lowest
loss. Thus, after hydraulic analysis of the 64 states in
EPANET Software for every network, the rate of the flow
passing through the links, the flow speed in the links, and
the amount of the head loss in every link was extracted
and, using this information, the wasted power of each link
and the total wasted power of the network was calculated.
Having this information and clarifying the direction of
the flow in the links, the entropy can be calculated for
every network with three investigated functions (the
entropy function proposed by Tanimboh and Templeman
[19] the one modified by Hosseini and Emamjomeh [17],
and the one modified in this research paper). The entropy
function has been calculated for 64 states and, using the
comprehensive ant algorithm prepared in MATLAB
Software and linked to EPANET software; the lowest
diameter was set in such a way that the hydraulic
specifications of the network are satisfied.

The amounts of the input information for every
network and the amount of the entropy were investigated
based on the three discussed methods of S, S' and S" as
well as by the utilization of the comprehensive ant colony
algorithm which was presented herein; resultantly, the
best network states were obtained in economic terms and
in regard of the network parameters’ satisfaction.

27.8 4.7 278
Figure 12. Sample water distribution network with one
source node and 11 demand nodes [6]
After the specification of the amounts of the networks’
entropy, finding the optimum network becomes feasible.

In this section and in the first stage and from amongst
each group of the networks and considering the number
of the links, the network the entropy of which is largest
according to the entropy function modified herein with
its total head loss being the lowest in that network is
introduced as the optimum network. To do so, the
networks with an identical number of links are organized
firstly based on the maximum loss in the network; then,
the loss and entropy amounts are normalized to the
maximum amount, and the loss and networks’ entropy
diagrams are delineated in a system. Based on these
diagrams, the network with the lowest loss and highest
entropy is selected as the best network.

The reliability of the network’s general structure has
been displayed in Figure 12. As it is seen, this network
has one source node and 11 demand nodes with various
demand rates. The lengths of all the links and their
coarseness coefficients are respectively 1000m and 130.
The heights of the source node and demand nodes are
respectively 100m and zero. Diverse plans can be
designed for this network. As it is shown in Figure 13,
use was made of six various plans in this research. Using
the entropy function proposed by Tanimboh and
Templeman [19], these networks have been designed in
such a way that the rate of flow discharge in various links
should have maximum entropy with the least cost. Table
4 gives the related diameters and the speed rates of the
links for the patterns shown in Figure 13 [6]. One of the
formulations for the calculation of the network’s
reliability is the function proposed by Tanyimboh and
Templeman [6], Therefore, the final formula of the
single-source water distribution network can be
expressed as follows:

R= %[P(O)T(O) =yM_ P(m)T(M) +

:}Inzl P(m,n)T(m,n) + ] + % [1 —P(0) - 17)
Shhes P(m) = s PCm,m) =~

In the above formula, R is the network’s reliability,
P(0) is the possibility of having no access to the link,
P(m) is the possibility of having no access to the only link
m, and P(m, n) is the probability with which m and n
might be inaccessible. Similarly, T(0), T(m), and T(m, n)
are the total flows that are available in enough pressure
and without any link with only link m being unavailable
and with m and n links being respectively unavailable. In
the end, M is the abbreviation for the number of links,
whereas T indicates the total demand [6]. The reliability
rates of the plans shown for four superior designs as
specified in the optimizing software along with their
entropy amounts have been presented in Table 5 based on
the entropy function proposed by Tanyimboh and
Templeman [6] (S) and the function proposed herein (S).
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Figure 13. Various configurations of the water distribution network with .11 consumption nodes
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Figure 14. The diagram of the loss and entropy for a number

of sample networks in this study

As itis seen, the decrease in the reliability rates of various
arrangements causes reductions in the amounts of the
network’s entropy in general based on the entropy
function proposed by Tanimboh and Templeman [19]
and the function proposed in this research paper.
Therefore, the entropy function proposed herein is
exactly directly associated like in the entropy function
proposed by Tanimboh and Templeman [19] with the
network’s reliability, but, in addition to the advantages of
the function proposed by Tanimboh and Templeman
[19], the entropy function proposed herein and written
simultaneously in MATLAB and EPANET and enabling
the optimization of the diameters by ACO algorithm can
consider both the best mechanical and the hydraulic
states of the network, and this leads to the most optimum
economic state.

TABLE 4. Optimum network of each group based on the number of links along with the specifications of the network’s configuration

Group of networks based on the

Network with 16

Network with 15 links Network with 14 links Network with 13 links

number of links links

Number of the optimum network 2 12 42 63
>L(m) 16000 15000 14000 13000
YH 143.3 145.64 163.18 174.38
S 0.009483 0.008845 0.006732 0.005643
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Network’s shape

TABLE 5. Reliability and entropy amoungs based on function
proposed by Tanyimboh and Templeman (S) [6] and the
function proposed herein for the best of the obtained states

Network 2 12 42 63

R 0.998933  0.998777  0.998872  0.998485
S 3.0201 2.6424 2.8640 2.6362
s 0.009483  0.008845  0.006732 0.00578

9. COMPREHENSIVE ANT COLONY SYSTEM (ACS)
USED IN THIS STUDY

In order to provide a higher possibility of more control
over the creation of a balance between the explorations
and productions, Dorigo and Gambardella suggested a
comprehensive ant colony system by Bulm and Roli [20].

[Tij(t)]a

o lry ] el

Q<qo, Pk, t) = , 0.W (18)

1 a
arg max([z;(t)] [rij]B

In the above formula, q is a value within the range of (0,
1). q0 is the factor of the exploration’s productivity

If g>q,, the defined probability function would be in
match with the probability function defined for AS. And,
if g>q,, the path with the highest amount of [z;;(£)]“ x

[r;l-j]ﬁ, would be chosen with a probability of unity and
the probability of choosing the other paths in the
branched routes in the decision point i would be zero, or
it can be stated in summary that the path with the
maximum amount of [z;;(¢)]” x [nij]ﬁ, will be chosen in
every decision point i. As it is observed in the above
relation, exploration and production are both included in
both of the cases. If g>q,, the exploration phenomenon
would be included and if g>q,, the production
phenomenon would be included.

In this algorithm, the commands’ synchronization is
carried out in both online and offline forms. Online
synchronization in this method is in such a way that the
commands of this path are immediately synchronized
when an answer is constructed in a single iteration, and
this iteration would be applied for the next ants. This is
conducted in the form of the following formula:

7;(0) = pTi; (1) + (1 — p)7y5

Furthermore, offline synchronization is also carried out
in this method in addition to online synchronization, as
well. For offline commands’ synchronization, we will
have the following according to the formula given below:

It means that when all of the ants constructed their
answers in one iteration, the best answer constructed in
this iteration would be applied for the synchronization of
the paths’ commands in the next iteration.

(19)

T (t+1) = pryj(6) + (1 = p)AT Y (20)

At fj” is calculated according to the following formula:

At fjb(t) = f—(S;;(t)) Isgpry {(i, )} (21)
In the above formula, = $9°(t)is the best local optimum
answer in t-th iteration; = £(S9°(t))is the cost of the best
local optimum answer in t-th iteration; = @ is a quantity
depending on the amount of the commands and it is
termed the factor of the command’s value and
Ison{(i, j)}is calculated according to the relation given in
the previous section.

Table 6 shows that for 10-link network, after 10 runs,
the most optimal economic state (minimum diameter) is
created, which 13-link network has the most optimal
entropy in its group. Therefore, both in terms of
reliability and economics, acceptable results were
obtained. Figure 15 shows that the greater the number of
iterations, the lower the value of the objective function,
which is the diameter.

TABLE 6. the results obtained using the ACO method in 10 executions for the optimization of the economic state

Diameter
Link Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 Run7 Run 8 Run 9 Run 0
1 120 120 120 100 140 100 140 100 100 0
2 120 0 100 100 100 120 120 140 140 100
3 0 120 100 100 120 100 0 0 100 0
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4 0 0 100 100 0 100 0 100 100 120
5 80 100 80 80 80 0 120 0 0 0
6 0 80 100 100 0 0 100 100 80 100
7 100 100 0 0 100 100 0 0 80 120
8 100 100 80 80 140 120 120 80 100 120
9 120 120 120 120 100 100 100 100 100 0
10 100 100 100 80 0 80 0 80 0 140
1 160 120 140 140 120 160 140 180 160 140
12 160 120 140 140 120 1+60 140 180 160 140
13 140 160 140 160 160 140 140 120 140 140
Cost($) 41900 44100 42600 42900 42900 43300 39900 41400 41600 39400
810000 ! ! ! ! directions in a given network. In order to overcome these
) [ [ [ I two flaws and improve the evaluation of the reliability in
£ im0 -—R—— t-——-t--—t-——t-—- these networks, the present study made some
8 s | | | | modifications to the proposed entropy function. This
2 o000 mm e i R i modification enabled the evaluation of the water
ET : : : : distribution network’s reliability via considering the
£ si00 o - U A i st mechanical specifications (the head loss in the network)
! ; ! ! for a number of the networks, and it was made clear that
410000 the proposed function, though being simple, can take into
0 100 200 300 400 500

Number of Iterations

Figure 15. The mean values of the objective function for the
sample ring network after ten runs of the ACO algorithm

10. CONCLUSION

Considering the various water distribution networks
studied herein and the numerical results offered in this
study, it can be concluded that the metaheuristic method
is a good scale for analyzing the reliability according to
the mechanical, hydraulic, and economic aspects of the
water distribution networks. The entropy in the water
distribution networks can be a proper scale for evaluating
the reliability of the networks exposed to natural or
artificial dangers. The more the number of the network’s
specifications for calculating the entropy, the more real
the scale for the calculation of the reliability. After
investigating the extant methods suggested by several
researchers for the calculation of the entropy of water
distribution networks and their modification by various
researchers, it was figured out there are two essential
flaws.

Firstly, all of them have just considered the flow rate
of the links, whereas they have fallen short of considering
the network’s mechanical specifications like length and
coarseness coefficient of the links. Secondly, despite the
changes recommended for these functions, they cannot
show the numerical difference between the various tree
networks having the identical number of source and
demand nodes as well as the different kinds of flow

account the order of the connection between the source
and demand nodes as well as the difference between the
various water distribution networks and also the effects
of the both

Numerical results show that in each network group,
according to the number of links, the most optimal design
has the highest entropy, and using the optimizer program
(ACO), the most optimal diameter can be obtained as
shown in Table 7. Brought. In this study, the most
optimal entropy state is simultaneously placed in the
optimizer software designed by the Ant Society
Algorithm (ACO) and at the same time all hydraulic,
mechanical and economic characteristics are controlled
and the most optimal state is extracted, so we can answer.
It is more economical and reliable to use entropy
exploration methods and comprehensive ant algorithm in
water distribution networks. In general, the goal is to
optimize both in terms of reliability and at the same time
to be economically viable design, which in this study
using two meta-exploration methods (entropy and ant
community algorithm) this has been achieved.
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ABSTRACT
PAPER INFO

The predictive accuracy of the finite element (FE) based packages are broadly based on the
compatibility of adopted non-linear numerical procedures and incorporated material models.
However, the routine way to define concrete material is not applicable to the concretes containing
substitute materials in place of conventional concrete ingredients. Therefore, in this work, appropriate
definition of materials in terms of stress-strain relations have been utilized to simulate the
experimental work of RC beams containing coarser fractions of recycled concrete aggregates (RCA).
The entire work has been carried out into two phases; an experimental work and the simulation of
experimental work using FEA package, ABAQUS. In the experimental part, three number of full-
scaled beam specimens were tested to failure through four-point monotonous loading. The
replacement level of natural coarse aggregates was taken as 0.0, 50 and 100% by direct substitution.
In the simulation phase, in addition to laboratory evaluated properties like compressive stress, tensile
stress and elastic modulus, the measured stress-strain relationship for reinforcing steel and
constitutive relationship for recycled aggregate concrete (RAC) reported in the literature have been
considered as an input. The stress-strain relationships of RAC selected from the literature has been
treated as user defined model. Besides the strength, serviceability in terms of deflections, crack
patterns and load deformation characteristics of simulated beams have been investigated and
compared with those of laboratory tested beam specimens.
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NOMENCLATURE

FEA Finite element analysis NA Natural aggregate

RC Reinforced concrete NAC Natural aggregate concrete

RCC Reinforced cement concrete LVDT Linear variable differential transformer

1. INTRODUCTION

A good number of FEA packages have been developed
to evaluate the response of RCC structural forms during
last few decades. The performance in terms of accuracy
of these packages are broadly based on the adopted non-
linear numerical procedures and incorporated material
models [1]. These models mainly categorised into two
classes such as empirical models and continuum
mechanics-based models [2]. Initially continuum
mechanics-based models were confined to isotropic and
homogeneous materials. However, with an advancement

*Corresponding Author Email: akshay4592@gmail.com (A. J. Pawar)

in technology and broadened requirement, these theories
have been extended to heterogeneous materials like
concrete [3]. On the other hand, in the construction
industry, sustainability become an urgent necessity of an
hour, and to that end, utilization of waste products as a
substitute material for concrete ingredients become
evident [4]. Eventually, the use of recycled aggregates
in concrete making and structural applications of such
concrete is started gaining momentum [5, 6]. However,
the analysis of such structural elements containing RAC
requires special attention as the concrete models
available in these softwares are not compatible with the
modified properties and stress-strain relationships of
RAC. Because RAC beams exhibit higher strains and
deflection and lower or similar cracking moments than

Please cite this article as: A. ]. Pawar, M. Patel, S. R. Suryawanshi, Finite Element Modelling of Laboratory Tests on Reinforced Concrete Beams
Containing Recycled Aggregate Concrete, International Journal of Engineering, Transactions B: Applications, Vol. 36, No. 05, (2023) 991-
999
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conventional ones [7, 8]. Nevertheless, some packages
offer freedom to the users to use laboratory evaluated
index  properties and  measured  stress-strain
relationships. ABAQUS is one of such softwares which
offers freedom to users to use user-defined material-
models with ease.

As discussed in the preceding paragraph, the use of
FEA packages has become the essential component of
the modern analysis and design procedures pertaining to
civil engineering structures [9]. With the rapid growth
of FE techniques and material constitutive models in the
last decade, the numerical methods have become more
significant, since they can successfully simulate difficult
or even complicated cases [10]. An important part of
numerical analysis has been the development of a
numerical method that works well with measured
uniaxial stress-strain relationships [11]. Computer
programs like LS-Dyna, ABAQUS and ANSYS are
being extensively used [12]. On the contrary, some
analysis software’s have the limitations regarding the
simulation of appropriate support conditions. For
instance, to establish the line contact in order to
simulate the steel rollers as point loads and supports to
carry out the analysis of four-point bending test of RCC
beam specimens. The software is programmed in such a
way that only finite dimensions can create the support
and load contacts. Therefore, in some studies [13, 14]
steel plates (finite dimensions) in place of steel rollers
were considered to define and simulate the support
condition (as no alternative left to simulate rollers) even
though the companion laboratory tests on RCC beams
consist of steel rollers. Besides this, the input
parameters assigned prior to simulation of structural
components or structure as a whole plays very crucial
role especially when alternate materials for concrete
ingredients are to be wused aiming sustainable
development [15, 16]. It should be noted that the routine
way to define concrete material is not applicable to the
concretes containing substitute materials in place of
conventional ingredients. In such a scenario, it becomes
inevitable to carry out the simulation in the way the user
manual administers. Few software offer liberty to the
users to describe material behaviours employing
measured stress-strain relationships as an input.

Typically, a FEA package is deemed to be
competent in producing reasonable predictions when the
variation between the anticipated and the experimentally
measured values of certain structural attributes is less
than 20% of the measured values, such structural
characteristics  typically include the load wvs.
displacement profiles, the load-carrying capacity, etc.
and the qualitative behaviour pattern matches, such as
the crack patterns at various load stages are also
considered. Furthermore, FEA software is called
objective and generic when it can accurately estimate
structural behaviour for any structural concrete setup

without recalibrating the constitutive model or
parameters [3].

In this work, ABAQUS was employed to simulate
numerically the experimental work of RC beams of
concrete containing coarse RCA, subjected to pure
flexure failure. To ascertain the efficacy of the FE
model, the typical constitutive model for RCA-concrete
available in literature was examined with the
corresponding experimental results of the beam
specimens. Moreover, the flexural behaviour of beams
obtained from the numerical-analysis was compared
with the measured results in terms of the flexure
strength, load deflection behaviour and crack patterns.

2. EXPERIMENTAL INVESTIGATION

In this experimental investigation, total three number of
beam specimens were cast and tested to the failure in
order to assess the structural behaviour of RCA-
concrete beams. All the beam specimens were 2100 mm
long and designed for a cross-section of 125 mm width
and 250 mm depth according to Indian Standards IS 456
[17], and were tested over 1800 mm simply supported
span with 150 mm overhangs on each side. For all the
beams, the shear-span of 600 mm was considered. The
four-point loading was applied to the beam specimens in
order to get no shear force in the region of constant
moment. The region of constant moment was defined
600 mm, which was equal to the one-third of effective
span. The nominal top reinforcement was curtailed in
the region of constant moment to eliminate the effect of
it on pure flexure failure, as the beam section was
desired to be singly reinforced. Thermo-Mechanically
Treated (TMT) steel rebars conforming to IS 1786 [18]
were used to form cages. The measured yield strength of
Fe500 grade rebar was 500 MPa. The reinforcement
details of the beam specimens are depicted in Figure 1.
The concrete containing RCA extracted from the
debris of demolished RCC structures was used to cast
test specimens. The control concrete mixture containing
natural coarse aggregates was designed by absolute
volume method, conforming IS 10262 [19] whereas the
mix for RAC was designed by the direct weight
replacement method (DWRM). In the DWRM, the
natural coarse aggregates were replaced with an
equivalent weight of recycled coarse aggregate particles.
The weight proportion of recycled coarse aggregates in

Stirrups 8mm @150mm c/c Stirrups 8mm
Top Stc‘cl 2-8mm 600 mm @150mm cfc
1 £|
£
2
T (!
2100 mm [ 125 mm

Bottom Stéel 2-12mm

Figure 1. Typical reinforcement detail
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TABLE 1. Mixture composition (in terms of ratios by weight) and measured properties of the NAC and the RCA-concretes

Mix RCA replacement Cement Mixing Fine Coarse NA Coarse RCA HRWRA (% by Compressive

Id level Water  aggregates  (4.75-20 mm)  (4.75-20 mm) weight of cement) strength (MPa)

RO 0 1.0 0.45 1.92 2.82 0.00 1.0 30.00

R50 50 1.0 0.45 1.92 141 141 1.0 28.50

R100 100 1.0 0.45 1.92 0.00 2.82 1.0 26.50

TABLE 2. Simmary of test and simulation results

Bearm Id Reple_acement Measured ultimate  Ultimate load predicted Measu_red displacement Displgcement at ultimate load
ratio (%) load (kN) by ABAQUS (kN) at ultimate load (mm) predicted by ABAQUS (mm)

RO 0 84.00 87.72 14.10 14.41

R50 50 80.50 84.37 12.96 13.70

R100 100 78.00 81.65 12.01 12.40

the total coarse aggregates of the concrete mix is
specified as the recycled coarse aggregate replacement
percentage. The replacement level of natural coarse
aggregates with RCA in percentage was as follows: 0.0,
50 and 100%. Control concretes are identified in this
investigation by the generic name of NAC whereas the
concretes containing full fractions of the recycled coarse
aggregates are identified by the generic name of RCA-
concrete. Except for substitution of the natural coarse
aggregate particles with the recycled coarse aggregate,
the other constituents in these two concrete types were
nominally the same. The mixture composition and
concrete compressive strength using 150 x 300 mm
cylindrical specimens of the NAC and the RCA-
concrete used in the experimental programme are given
in Table 1.

The first placeholder in the nomenclature of the
beam represents replacement of natural coarse aggregate
in concrete. The second placeholder (digits) indicates
the level of replacement in percentage. For example, in
the beam specimen R100 indicate 100% replacement of
natural coarse aggregate.

Load
cell

Hydraulic
< Jack

Steel beam

F.C.C. beam specimen

\'g:l\ q LVDT ‘-Q\

|

Data Acquisition

System ——»  Computer

Figure 2. Schematic test set-up for beam tests

After 24 hours of casting, the formwork was
removed, and all the beam specimens were kept in a
normal environment condition, enclosed with wet jute
gunny bags until they were tested at 28 days of age. The
beam specimens were surface dried after 28 days of
curing, followed by application of a single layer of
white wash to facilitate detection of crack formation and
growth. The test setup for a typical beam in four-point
loading across a simply supported span of 1800 mm is
illustrated in Figure 2. On the side faces of the beams,
an orthogonal grid of lines spaced 50 mm vertically and
100 mm horizontally was marked to aid with crack
tracing. Each specimen was tested in a load frame of
capacity 2000 kN in order to evaluate load carrying
capacity of the beam specimens. The monotonically
increased load was applied on the top face of the beams
with the help of a 1000 kN capacity hydraulic jack until
the beam failed. Before the actual loading, preloading
was performed to ensure that the load cell and LVDT
sensor function normally. The applied load was
measured with the load cell. At the load point, two
rollers were used to transfer equal applied load to each
support through the steel beam arrangement as seen in
Figure 2. Hinge and roller supports are illustrated in
Figure 2 and the deflections at the load-point were
measured using LVDT.

3. THE FINITE ELEMENT MODELLING

A FEA package is known for realistic predictions of the
behaviour of structural forms in terms of structural
characteristics. Load carrying capacity, load-
deformation, moment-curvature relations and pattern
matches like the crack patterns corresponding to
different load stages and failure modes are some of
them. Moreover, it should be capable of predicting the
realistic behaviour of any structural form without
recalibration. The main requirements of FEA modelling
are as follows: 1) to adopt a constitutive relationship to
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describe the material nonlinearity of concrete, steel
rebars and their mutual interactions; 2) to incorporate a
nonlinear numerical procedure that is effectively
capable of implementing internal stresses redistribution
forced by material nonlinearity against imposed external
loadings plus a numerical description on cracking
process.

Though the peak stress value is assumed to be
implicit due to the gradual degradation of the stiffness
related to residual material strength after a peak stress
yet the numerical procedural scheme adopted by most of
the softwares were developed independent of material
models. The majority of FEA packages employed an
iterative procedures based on numerical techniques like
Newton-Raphson method. The iterative procedure is to
account for the checks for redistribution of stresses
during crack openings and crack closure, besides the
simultaneous checks on convergence in each iteration.
The iterations are repeated till the convergence criterion
met resulting into attainment of predefined minimum
value of residual forces estimated from the use of
equilibrium equations.

3. 1. Geometry Definition There are several
approaches available to create geometry of an element
in ABAQUS out of which the simple objects method
has been used. The 3D geometry of the element is
created in create part tab by taking modelling space and
element type. The cross section (125 mm thick and 250
mm deep) of the concrete beam was created and the
beam was extruded in the direction of length. By
adopting the prescribed procedure to create elements,
geometrical model of beam specimens created in
ABAQUS is depicted in Figure 3 (a). For the simplicity
of assembling the elements, datum planes were created
using create partition cell tool.

The steel reinforcement (both main steel and
stirrups) was modelled as wire elements in ABAQUS as
per the experimental reinforcement detailing. Elements
of reinforcement i.e., tension bar, top bar and stirrups
were created individually under the create part section
and assigned a cross section area of these wire elements
as a truss element. These elements were assembled and
rearranged using translate, rotate and linear pattern
instance tool in the assembly section by providing
required spacing, effective covers and other details
according to reinforcement assembly. The 8 mm
diameter bar was used as web reinforcement and top
bars in the beams whereas the 12 mm diameter bar was
used as a main steel provided at the bottom. The
nominal top reinforcement in the compression zone was
curtailed in order to achieve the effect of singly
reinforced section in predefined region of pure bending
as described earlier. The reinforcement cage similar to
actually used in the beam is modelled which is shown in
Figure 3(b).

(a) Geometrical modelling of beams and supports

(b) Configuration of reinforcement
Figure 3. Geometry of the beam specimen created in
ABAQUS

3. 2. Material Definition In the FE analysis
part, the brittle-cracking model available in ABAQUS is
employed as a material model. This yields better results
when the behaviour of concrete material is governed by
tensile cracking. The behaviour in compression is also
idealised to be linear before cracking. In order to detect
the crack initiation and propagation, a simple Rankine
yield criterion has been utilised. According to Rankine
yield criterion, the material starts cracking when
resultant principal stress crosses the concrete tensile-
strength. It is obvious that the crack surface is
perpendicular to the major principal tensile stress.
Subsequently other developed cracks are normal to the
existing crack at the same location. Unlike other
models, in this model, crack closing and reopening is
allowed. Crack gets bridged as soon as the resultant
principal ~ stress  becomes  compressive  after
redistribution of stress. Moreover, it uses smeared crack
model philosophy to characterize the non-ductile
response of concrete.

The Brittle-cracking model includes two modes of
failures as follows: 1) Mode-I based on tension-
stiffening and Mode-11 is on the basis of shear-retention.
In strain-softening the stress linearly goes on decreasing
to zero. As per the model, in the post-peak region, the
strain is 10 times that of failure strain when the stress
resumes to zero value. The crack initiation is controlled
by Mode-1 while the post-peak cracks are governed by
both the modes. To model shear-behaviour, the post-
cracking shear-modulus is defined in terms of the
fractions of non-cracked shear-modulus. The model
treats shear-retention in terms post-cracking shear-
stiffness which is defined in terms of opening strain
normal to crack.

3. 2. 1. Concrete ABAQUS offers freedom to
user to define the material of practical relevance. It
defines the concrete behaviour in terms of Concrete
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Damage Plasticity (CDP) model. The other input
parameters should be evaluated in the laboratory or
idealised values reported in the literature may be used in
absence of data. However, the real values are expected
to use as an input in order to get accurate analysis.

The stress-strain relation of concrete used in the
numerical-analysis should to be determined by testing
the specimen in the laboratory. Figure 4 depicts the
window to enter user defined material definition in the
form of compression test stress-strain data and damage
parameter on the basis of inelastic strain. Likewise,
tensile test stress-strain data and damage parameter of
the material model can be fed up to define the CDP
model for concrete.

In this investigation, typical constitutive model for
RAC was proposed by Suryawanshi et al. [11] which is
used to define the concrete behaviour as follows:

& = a(®) + b(8)? + c(8)? + d(8)* 1)

where, & is the normalized stress, & is the normalized
strain. Constants a, b, ¢ and d were determined by
regression analysis of test data. Constant a has definite
meaning and may be defined in terms of percentage
replacement of NA. Other coefficients b, ¢ and d were
expressed in relation of a.

3. 2. 2. Steel Reinforcement As discussed in the
preceding sections, ABAQUS allow users to enter the
stress-strain relationship of steel as input data so that the
software can effectively simulate the behaviour of
reinforcement steel. Figure 5 shows the appearance of
dialogue box after entering the measured stress-strain
values. It should be noted that, the ABAQUS accepts
only inelastic strain values and corresponding stress

Matenal Behaviors

Density

Elastic

Concrete Damaged Plasticity |

Concrete Compression Damage & Suboption Editor %

Concrete Tension Damage

Concrete Compression Damage
General Mechanical Thermal  Electrical
Tension recovery: [l \
Concrete Damaged Plasticity [ Use temperature-dependent data
Plasticity Compressive Behavior  Tensile| Number of field variables: 0%
[ Use strain-rate-dependent data Data

[ Use temperature-dependent data Damage Inelastic ~

Number of field varisbles: | 0% P"":"" Stan

Data 0.000189204

1
2 0
Yield Inelastic 3 0 0.000301703
Stress Strain 4 0 0000240757
1 2938722866 5 0 0.000607468
2 30 0001013933 6 0 0000752032
3 2072860405 0001261949 = F R
4 2862050195 0001534087 8| 0000042 | 0001261049
5 2682851483 0001817605 o| boiseaz | DonisaeT
6| 244100375 0002120013 10 0105716172 0001817605
7 215309975 0002454071 11 0186305875  0.002129013
8 1835785383 0.002787791 12 02301008 0002454071
9] 0065734 | (0003110434 13 0382071539 0.002787791
10f 1934 0003447516 14 0497142102 0003114434
111023549474 0003637304 5| oma0e 00034ATS16
12 7928710676 0.003927285 16 0658316842 0003637304
13 6308484575 0.004196987 17 OTIST06M 0003927285
14] 5625031257 | 0004433995 18 0789717181 0.004196967
19 0812468958 0004438995 v

Figure 4. Details of stress-strain relations for concrete as
an input parameter

Plastic

Hardening: | Isctropic M ¥ Suboptions
Ouse strain-rate-dependent data

[ Use temperature-dependent data

Number of field varisbles: | 0%

Data

Yield Plastic
Stress Strain
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2 491307 0.003147974
3 524.351 0.0060163
4 54821 0.01017262
5 557017 0.013492184
6 563.549 0.01764476
T 568.946 0.021973728
8 566.695 0.0243813
9 535.234 0.025194188
10 376113 0.025822236
OK | Cancel |

Figure 5. Details of measured stress-strain relations for
reinforcement as an input parameter

values. The value of inelastic strain is determined as a
difference of total strain and elastic strain.

3. 3. Modeling of Support and Load Points
Unlike few FEA packages, ABAQUS allows to model
and simulate curved elements like steel rollers used at
loading points and supporting points through perfect
contact as illustrated in Figure 6. The force was applied
to beam by displacement controlled strategy as per
prescribed deformation rate at the centre-point of the top
surface of the spreader beam. The supports, in the form
of two steel rollers used in experiments were modelled
by appropriate boundary conditions on a line of contact.
The supports were assumed as a rigid body and
restricted to a predefined point as a reference. The
movement reference point in vertical direction was
restrained. Similarly, the steel rollers were modelled
beneath the spreader beam used to apply load on the RC
beam. The monitoring point to record the magnitude of
applied load was placed at the centre-point of top
surface of spreader beam. The position of the deflection
monitors was the point where the LVDT was mounted
in the prototype test.

For the structured meshes, the ABAQUS solver
allows the usage of first-order hexahedral components;
however, for unstructured meshes it permits the use of
both first and second-order tetrahedral elements. 8-
noded 3D hexahedral elements in the form of bricks
(C3D8I) were employed in this investigation. The
behaviour of traditional 8-noded elements is prohibited
from being over rigid in bending by internally
incompatible deformation modes, besides the normal
degrees of freedom for displacement. The mesh being
utilised for the concrete has an impact on how these
components are implemented in the FE model. This
work made use of the 3D linear truss (T3D2) element
type with a mesh size of 10 mm. The geometry of a
simulated beam with produced mesh elements is shown
in Figure 6.
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4. RESULT AND DISCUSSION e & e 1% e

Deflection (mm)
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4. 1. Load Deflection Behavior The results of (a) Measured load-deflection relationship

beam tests are compiled in Table 2 for reference and o

compared against results obtained from the ABAQUS -

analysis. It is clearly seen that the load carrying capacity -

of the beam when analysed by ABAQUS software is :

found in the close range to that of experimentally ! —
obtained results. It has been observed that the load ! RS0
carrying capacity of the RAC-beam is marginally lesser _ R
and slightly higher deflections than that of the NAC- o]

beam. The ABAQUS analysis also indicate similar trend
of reduction in load carrying capacity and increased

deflections on higher replacement levels. Recent * ey ) 150 00
literature review on experimental flexure tests

performed by Seara-Paz et al. [20] and Pradhan et al. [8] (b) Predicted load-deflection relationship
also agree that load carrying capacity of RAC-beam is Figure 7. Comprehensive comparison of trends
lesser and shows higher deflection compared to NAC- measured and predicted load-deflection relationships

beam. This may be attributed to the reduction of
modulus of elasticity of concrete corresponding to a
higher degree of replacement of NA [21].

The comparison of experimentally obtained load- -
deflection curves for beam specimens R00, R50 and e
R100 respectively are shown in Figure 7(a). A side-by- E""‘“
side comparison of ABAQUS analysis load-deflection £
curves for each beam is also presented in Figure 7(b). g o —— Meanrad —— ABAQUS

The trends of load-deformation characteristics in both

the analysis are similar. The RAC beams had a lesser =0

cracking load than the NAC beams due to the presence e

of two types of interfacial transition zones (ITZ) [22]. oo e - - o
The ITZ between residual mortar and virgin aggregate Deflection (mm)

in and the ITZ between new mortar and residual mortar. (2) Beam ROO

On the contrary, the NAC has one ITZ (between fresh w0

mortar and virgin aggregate). Moreover, the RAC

beams exhibited lower stiffness after the cracking load, o
which may be attributed to the RCA-concrete having '
comparatively lower modulus of elasticity to that of the Em
NAC [23]. £
Figure 8(a), (b) and (c) reveals load-deflection gue —— Mousred —— ABAQUS
relationships of tested beam specimens correspond to e

different RCA replacement levels, 0.0, 50 and 100%. =0
The load-deflection relationships generated by o
ABAQUS software are also shown in Figure 8(a), (b) 00 - - — — =
and (c). After cracking, each specimen behaved almost " Deflection (mm) '

linearly until the tension bar began to yield. Each

specimen thereafter (b) Beam R50
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Deflection (mm)

(c) Beam R100
Figure 8. Comparison of measured and predicted load-
deflection relationships of various beams

exhibited nonlinear behavior until it reached its failure
load. The beams then reached a ductile plateau which is
typical behaviour of RCC flexural member. After
enough rotation of the developed plastic-hinge, extreme
stresses are developed in the compression zone of the
specimens, culminating in crushing failure.

4. 2. Cracking Behavior of RCA-Concrete Beam
The cracking behavior of the beams in terms of the
number, the orientation, and the extent of the cracks,
was monitored throughout the loading history. The first
crack started forming from the soffit of beam in the
mid-span region, the region of maximum bending
moment. The first crack occurred at 25 kN in R00-beam
whereas the FEA simulation revealed it at 27.32 kN.
Similarly, the first crack formed at 17.21 kN in R100-
beam and at 25.78 kN in simulated beam. All beam
specimens containing RCA-concrete showed the
tendency of first crack formation comparatively at lower
load to that of beam containing NAC. With increase in
applied load, additional flexural cracks were formed
between the loading point and the support points. All
these cracks propagated towards the compression zone
revealed the typical crack-pattern of inclined flexure-
shear cracks. It is clearly seen that the R0O0-beams has
the least number but prominent cracks (Figure 9),
whereas the R100-beam comparatively has a greater
number of minor cracks. The findings of this
investigation were in good agreement with observations
of past study [8], in which the cracks in the RCA beams
were closely spaced than in the NA beams. This might
be due to the weakened interfacial transition zone of
RCA between the new mortar and the old attached
mortar. Besides the experientially observed cracking
patterns, the bands of principal tensile strains revealed
in ABAQUS analysis also presented in Figure 9.

On the contrary, it generates the bands of principal
tensile strains [24]. The formation of tensile strain bands
with specific colour to represent certain magnitude of

R100
Figure 9. Comparison of observed creack patterns with
ABAQUS simulated principal tensile strain profiles

strains can be compared with the actual crack patterns
observed during experiments. The comparison of crack
patterns of beams with different replacement levels of
RCA is shown in Figure 9. along with the principal
tensile strain patterns generated by ABAQUS. The trend
of the principal tensile strain patterns generated by
ABAQUS is comparable with the experimentally
observed crack patterns.

5. CONCLUSIONS

In this comparative study, the flexural member was
numerically investigated and compared with the results
of experimental study. Based on the experimental
findings and results of numerical analysis, the following
conclusions have been drawn.

1. The comparison of ABAQUS results and
experimental observations revealed no major
differences in the load carrying capacities of the
beams. The trend of reduction in load carrying
capacity and increasing mid-point deflections with
increased  replacement level in  both the
investigations are similar.

2. The load deformation characteristics revealed by
ABAQUS simulation is significantly in match with
that of experimentally measured load-deformation
relationships. Thus indicating the importance of well
define material definitions in terms of measured
stress-strain  relations on yield of numerical
simulations.

3. Unlike other FEA packages, ABAQUS does not
generate crack patterns. However, the crack patterns
observed during experiments can be correlated with
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the principal tensile strain profiles generated through
numerical simulation. The cracking patterns and
principal tensile strain profiles are found
comparable.

Besides, correct material definitions, other input
parameters in terms of index properties of materials
has a control on the quality of simulation.

Geometric  definition, well defined support
conditions and appropriate selections of finite
elements are the major factor influencing the
outcomes of FEA analysis.
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Earthquakes cause a lot of damage to structures. A quantitative estimate of the amount of damage to
the structure always seems quite necessary after an earthquake. For this purpose, seismic damage
indices have been introduced as dimensionless quantities that can report the extent of damage using
various criteria. This quantitative assessment can help make decisions about the process of improving,
repairing, and strengthening structures. This paper presented a new stiffness-based damage index with
simple formulation by performing pushover analysis on existing concrete models and applying the
results. Using the capacity curve obtained from the pushover analysis output, this index can provide a
quantitative estimate of the amount of damage to the entire structure. To validate the results, damage
estimation was also performed using several reliable models such as the Park-Ang model and then
compared with the proposed index results. Then, a series of theoretical suggestions were presented to
address the existing weaknesses, which were implemented, and new results were obtained. Finally, the
implemented reform proposals led to an improvement in the performance of the proposed index,
resulting in excellent accuracy due to the simple computational process compared to the complex

implementation of the Park & Ang index.

doi: 10.5829/ije.2023.36.05b.16

1. INTRODUCTION

Different structures are made to last for long periods.
However, they may suffer some damage during their
service life as a result of changes in loading patterns and
random excitations such as earthquakes. Predicting the
extent of damage to the structure over its service life is a
probabilistic issuem. Nevertheless, many researchers
have proposed several equations to quantify damage by
applying various engineering parameters, such as
curvature, rotation, strength, stiffness, and dissipated
energy [1]. The performance-based structural design
method allows designers to purposefully control the
amount of damage to the structure as a result of mild to
severe earthquakes. One of the most effective tools to
handle the results about the damage performance of the
structure is the damage index (DI) together with the
damage states, which are used to correlate the damage

*Corresponding Author Email: Meisam_mazloom@yahoo.com
(M. mazloom)

indices with the damage that occurred in the actual
structures [2]. Damage indices use different initial
parameters to estimate the amount of damage, and
therefore, the degree of complexity in how they are used
varies. Given the importance of detecting seismic
damage, several studies have been performed on the
seismic performance of reinforced concrete frames
based on seismic indices. These studies aimed to
investigate the condition of a reinforced concrete
building following an earthquake and estimate the
amount of damage according to seismic demands.
Another goal was to study the relationship between
structural damage level and the important characteristics
of the input earthquake. Wen and Loh [3] attempted to
determine the relationship between design level and
performance level. The project investigated the
relationship between the annual probability of
exceeding the seismic hazard level and the performance
of a building subjected to a certain intensity of
earthquake loading. The Park-Ang index was used as a
damage criterion to quantitatively introduce the
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performance level. Also, the relationship between the
components of earthquakes in Iran region and the
amount of damage to concrete frames was investigated
in a research project [4]. De Domenico and
Hajirasouliha [5] investigated the steel frames criteria
and the damage index in the performance-based design
method of reinforced concrete buildings. They also
studied the relationship between damage to components
and the values of the above criteria. In another study,
researchers investigated the relationship between the
proposed levels of FEMA and different damage indices.
In this research project, several models of steel frames
were analyzed, and the time history and damage index
curves were plotted against different performance levels
[6]. In addition, the correlation assessment between the
damage criteria obtained from the results of a pushover
analysis at different performance levels of a 2D bending
moment frame was performed in another research work
[7]. Some researchers conducted a laboratory study on
the seismic response of concrete foundations of existing
bridges. They attempted to build a model of a multi-
column concrete foundation in the laboratory and
measure the behavior of the structure at different
performance levels under the effect of cyclic loading
[8]. Tasnimi [9] investigated the Park index at the
seismic performance levels of reinforced concrete
frames using the results of nonlinear dynamic analysis.
The vulnerability of concrete frames was examined in
another study. They performed nonlinear dynamic
analysis on multi-story concrete frames. They also
examined the characteristics of the incoming earthquake
and used the Park & Ang damage index to assess
damage in numerical models [10]. Also, some
researchers attempted to quantify the damage level of
Shear Wall RC Frames based on nonlinear static and
dynamic analysis results. They used the Park & Ang
damage index as benchmark, examined other indices
such as drift percent and finally introduced some
practical relations [11]. Aghagholizadeh and Massumi
[12] assessed the seismic vulnerability of concrete
moment frames by nonlinear dynamic analysis. In their
study, the relationship between changes in structural
vibration period and damage index was investigated and
finally a new relationship was proposed to estimate the
damage [12]. Habibi and Asadi [13] developed drift-
based index to estimate damage to reinforced concrete
moment frames with vertical irregularity setback. They
used inelastic dynamic time-history analysis on several
frames with different types of setbacks and their damage
is computed by the Park & Ang damage index [13].
Rastegarian and Sharifi [14] evaluated dependency of
structural performance level on its corresponding inter-
story drift in RC moment frames. They used pushover
analysis and finally proposed equations to predict drift
percent at performance levels. Hait et al. [15] studied
the damage in RC buildings using an analytical method,

presented a new damage index based on a combination
of different structural response criteria which provided
accurate results compared to the Park & Ang damage
index. Ozturk et al. [16] evaluated precast industrial
concrete buildings by using dynamic analysis and
fragility curves that were designed and built according
to the building codes of Turkey. Other researchers have
performed static and dynamic analyses on a number of
concrete frames [17]. Kassem et al. [18] presented by
performing nonlinear static and dynamic analysis and
by classifying damage levels, a simple and practical
method to assess damage in reinforced concrete
buildings based on the results of vulnerability damage
index. In another paper, based on the suggested method
of damage assessment using the vulnerability index,
they examined the damage in a school building. With
the help of the results of this research, it is possible to
provide a proper assessment of the structural damages
without the need for expert observations [19]. The
evaluation of the effect of ductile details in reinforced
concrete structures was investigated in another study. In
this research, two ductile and non-ductile frames were
modeled and using the results of pushover analysis, the
effect of using ductile details on the safety, stability and
economy of the models was investigated [20]. In
another paper, Mibang and Choudhury [21] investigated
seismic damage in reinforced concrete frames with
shear walls. In this research, the Park & Ang damage
index was used to calculate the amount of damage. The
research results showed that in these structures, the most
damage occurred on the ground story [21]. In another
work, Nair et al. [22] evaluated the seismic vulnerability
of high-rise concrete frames in the United Arab
Emirates with the help of fragility curves. Zameeruddin
and Sangle [7] proposed a damage index based on
stiffness changes in order to estimate the structural
global damage, and calculated its value at the proposed
performance levels of FEMA-273. The history of using
damage indexes in estimating post-earthquake damage
was examined, indicating that most of the research was
performed using the nonlinear dynamic analysis
method. Limited research has been conducted on the
relationship between pushover analysis and damage
assessment, including. Also, some seismic instructions
such as FEMA-273 [23] and ATC-40 [24] have stated
the amount of damage to the structure based on the
relative lateral displacement values resulting from
pushover analysis.

The present paper presents a damage index based on
pushover analysis output, which was performed on
several concrete frames. The amount of damage can be
measured based on the cumulative degradation of the
stiffness. Then, to validate the results compared to the
values of valid indices, the amount of damage was also
calculated and classified based on the Park & Ang
model and relative lateral displacement, followed by
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comparing the values of the presented index with its
results. Several theoretical modifications were made to
improve the performance of the introduced index and
the results; the results were re-examined. As a result of
the improvements made, the results improved compared
to the original model and became more coherent with
the Park index. The amount of damage to the whole
structure can be properly estimated by performing a
series of simple calculations away from the complexity
of the Park index by using this index that only uses the
information of the capacity curve of the structure.

2. DAMAGE INDEX

The main purpose of assessing the damage to the
structure is to find a set of reliable quantities to
determine the amount of damage to the structure. Over
the years, a significant body of research has focused on
developing such methods. An appropriate damage index
has the following characteristics:

A) General usability: Damage indices should be able to
be applied to different systems under different loads.

B) Easy evaluation: Damage indices should be usable in
practice, and their introduced parameters can be
understood, observed, and measured.

C) Physical interpretation capability: Damage indices
should be able to express the physical meaning of the
damage to the structure. Damage indices are generally
defined either in terms of parameters related to
economic conditions or in terms of resistance-safety
considerations. Economic damage indices are usually
defined in terms of the parameters representing the cost
of replacing and repairing the necessary structural
elements. Specific and complete information is required
in this regard, and determining repair and replacement
costs is relatively difficult. Resistance-safety damage
indices are related to the amount of reduction in
structural strength. The damage index is generally a
normalized quantity with numerical values between 0
and 1, with 0 meaning no damage and 1 meaning
collapse.

2. 1. Relative Lateral Displacement Based
Damage Index The criterion of " Story relative
lateral displacement " can be used as a simple and
popular tool to assess the total damage to the structure.
Performance based design instructions such as FEMA-
356 and ATC-40 detemine the structural performance
level by setting four limit values for this index. This
index can be calculated based on the results of pushover
analysis using Equation (1) [25]:

Am
Dlarift =1~ @

In this regard, A, is the target displacement at the

performance level and H is the height of the structure
studied. In Table 1, the limit state values of this index
are presented for each performance level.

2. 2. Park&Ang Damage Index Extensive
research has been conducted in recent years to develop
an accurate model for assessing the extent of damage to
structures. The Park and Ang model [26] is one of the
most common damage indices used to analyze damage
to members and, on a larger scale, structures. Three
types of damage indices can be calculated using this
model: member damage index (e.g., column, beam, and
shear wall), floor damage index, and total structure
damage index. The Park & Ang damage index was
initially a combination of maximal non-cumulative
deformation and hysteretic energy. Reinhorn et al. [27]
modified the Park & Ang damage model based on
Equation (2):

O —0
y A
DI = + [dE
Park &An @
Poa-0 My,
where 6y , g, and g, are the yield rotation, maximum

rotation, and maximum rotation capacity of the member
section, respectively, under uniform incremental
loading. This model is currently used in IDARC-2D
software to analyze the damage to reinforced concrete
structures. This damage index is proportional to the
observed damage classified, as shown in Table 1 [28].
The value of this index is calibrated in the range [0, 1],
reporting the absence of damage and complete damage
and destruction of the member (or structure),
respectively. Other performance levels, such as
immediate occupancy, life safety, etc., will fall within
these limits. Operational, immediate occupancy, life
safety, and collapse prevention performance levels
correspond to minor, low, moderate, and severe damage
(Table 1 and references ATC-40 and FEMA-273).

TABLE 1. Classification of Structural Damage According to
Park & Ang Index values and drift percent

Degree Park&Ang

Performance - Drift damage

levels of damage index index(%6)
damage value

Operational Slight DI1<0.10 Dl <0.70

Immediate Minor  010<DI<025  0.70<Dlyy <1

occupancy

Life safety Moderate ~ 0.25<DI<0.40 1< Dlyip <2

Collapse

prevention Severe 0.40<DI<1 2<Dly;n <4

Collapse Collapse DI>1 Dlyir >4
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2. 3. Stiffness-Based Damage Index  The amount
of damage can be calculated according to the slope of
the structural capacity curve obtained from pushover
analysis at different levels. Saleemuddin and Sangle [1],
presented a stiffness-based damage index to the original
form of Equation (3), derived from the following
expression [29]:

Dl S Ke 3
Ko

In Equation (3), DI, is the damage index at the moment

of collapse of the structure. Also, K, and K, are the

structural stiffness at the collapse level and the service
level, both derived from the capacity curve,
respectively. From the above equation, it can be
concluded that the amount of damage is estimated based
on the occurrence of the first yield in the structure. To
solve the challenge of not considering the cumulative
effects of structural damage, a new equation was
presented and used as follows [1]:

(1-DlIg)Kg =K¢ 4)

(1-Dig)Kodp =V}, (5)

According to Equations (4) and (5), stiffness can be
replaced by base shear and displacement at the collapse
level. According to the incremental steps of pushover
analysis, Equations (6)-(9) can be written according to
the capacity curve:

Kody =V1 (6)
Kq(dp —dp) =Vp 7
Ka(dz-dp)=V3 ®)
Kn(@p —dn)=Vp ©)

In the above equation, K, is the structural stiffness at
the full-service level, d, is the displacement of the

structure at the calculated level, and Vp is the shear

force of the structure at the same level, obtained from
the capacity curve. Also, d,, is the displacement at any

desired point n and K, is the structural stiffness at the

desired point,

which must be read from the curve. For each step of
pushover analysis, according to Equations (6)-(9) and
Figure 1, the left-hand side of Equation (9) can be
rewritten as a sum of several terms as Equation (10):

n=I|
D Koty #Ka(d2 ~01) +Ko(d3 ~d2) + Kn (dp ~dn) Vp (10)
i=0

— Capacity curve

Bi-lincar curve

Base shear (kN)

<

<

» Performance
point

d d d 4

(

Figure 1. Display parameters on the pushover curve [1]

d d Displacement (m)

]

n=I
ZKod1+K1(d2 -d1)+K2(d3-d2)+..+Knp(dp -dn)

V "
Dlg=l-—L=1-1=0
Kodp Kodp

(11)

The above equation represents the value of the damage
index at any desired level, which can also consider the
reduced cumulative stiffness [1]. Therefore, the damage
index values for the performance levels based on
FEMAZ273, i.e., 10, LS, and CP were written as follows
(Equations (12)-(14)):

n=I

ZKod1+K1(d27d1)+K2(d3 —d2)+...+K|0 (d]0 -dn)

12
Dljg = 110 (12)
Kodp
n=I
DKot Kb -¢1) +K2(¢3 -02) .+ KLS (@LS ~dn) 13
Dl g =1-i=0
Kodp
n=I|
DKot 1@z -1 +K2(¢3 -02) ..+ KCP (4CP ~dn) 1)

DICP =1- i=0 Kodp

The damage index calculates the total damage to the
structure at different performance levels based on the
above model.

3. THE RESEARCH PROCESS

3. 1. Description of Study Models Three
concrete frame models were selected based on the
specifications in the research conducted by Reinhorn et
al. [27] and Ferracuti et al. [30]; modeled in the IDARC
2D Version 7.0 program [18]. In these frames, the
number of floors is 3, 4, and 6, respectively, and the
number of frame spans is 2, 3, and 2, respectively
(Figure 2). The height of the floors in the first frame,
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taken from a frame with laboratory dimensions [18], is
1.5 meters, and the length of each span is 3 meters. In
the second (three-span) and third (two-span) models, the
height of the first floor was equal to 3.5 meters, and the
height of the other floors was equal to 3 meters. Also, in
the second model, the length of each span was equal to
5 m, and in the third model, it was equal to 5.5and 5 m
[30]. The concrete used in the first frame has a
compressive strength of 40.2 MPa, and the steel used
has a yield strength of 400 MPa. In the second and third
models, the concrete used had a compressive strength of
30 MPa, and the steel used was considered to have yield
strength of 414 MPa [27, 30].

3. 2. Numerical Modeling in the Program and
Performing Nonlinear Analysis The models
introduced in the preceding section were generated in
IDARC-2D V7.0. As a set with the ability to consider
various aspects of concrete element behavior, the
IDARC program was introduced in 1987, to study the
nonlinear response of reinforced concrete structures
[27]. This program is capable of doing nonlinear static
and dynamic analyses and provides various information
according to the user's request such as displacement
status, stress ratio in elements, plastic hinge formation
process, the amount of damage in the structure, and
modal information of the structure in different steps
during progress. In the mentioned program, columnar
elements are considered as macro models with inelastic
flexural deformations and elastic shear and axial
deformations, and in the beam elements, inelastic
flexural deformations are considered with elastic shear
deformations [27]. Nonlinear static analysis is done on
numerical models of the present paper.

To consider the nonlinear behavior of beams and
columns, a concentrated plasticity model was used at
both ends of the element (Figure 3). The IDARC-2D
program uses a modified model in which the program
considers two nonlinear rotational springs at both ends
of the element while considering the element as elastic.
As a result, the plasticity behavior of the element will be

3.00
3.00
3 3.00
3.00 3.00
3.00 3.00
1.50)
:55 250 3.50
F3.00%3.008 T s00F5001500—  —550—500—

First model Second model Third model
Figure 2. Geometric view of the numerical models
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Figure 3. Concentrated plasticity model [28]

active only at both ends of the beams and columns. This
model also includes rigid end zones [27]. Since the
lengths of the beams and columns introduced to the
program are center-to-center, the rigid end zones that
must be defined by the user for both ends of the
elements are the joint area where the elements connect
to each other and to the ground, which is considered
rigid in the element of the beam or column. In addition,
to model, the behavior of beams and columns, a multi-
linear hysteretic model was used. The selected cycle
parameters for the elements were introduced as ductile
sections with appropriate details. It must be mentioned
that the IDARC program considers hysteretic behavior
for both ends of the element. To introduce hysteretic
behavior to the program, regarding the program guide,
the user must specify the HC, HBD, HBE, and HS
values. These values are determined based on the
definitions provided in Table 2.

Generally, increasing the amount of HC delays the
amount of stiffness degradation. In addition, increasing
HBD and HBE will increase the resistance degradation
rate, and increasing HS will reduce the slip value.
Consequently, the HC value was considered equal to the
default value of 200, which is the maximum value
proposed for the introduction of behavior without
stiffness  degradation. To introduce the strength
deterioration parameter, the values of HBD and HBE
were equal to 0.01 to introduce the mode without
strength deterioration and the value of HS was equal to
one for bond slipping (Pinching) [27]. Regarding the
program guide, the model intended for the rotational
behavior of elements was introduced in Figure 4. Also,
nonlinear geometric effects (P-A) were considered. The
uniform vertical load applied to the floor beams was
equal to 20 kN/m.

The IDARC program can perform pushover analysis
in the form of displacement control and force control. In
this study, pushover analysis was performed based on
force control.
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TABLE 2. Details of typical parameters and default values to
introduce hysteretic behavior in members [27]

Parameter Meaning Value Effect
4 Severe degradation
Stiffness 10 Moderate degradation
HC degradation
parameter 15 Mild degradation
200 No degradation (Default)
Strength 0.60 Severe degradation
degradation 0.30 Moderate degradation
HBD parameter
(ductility- 0.15 Mild degradation
based) 0.01 No degradation (Default)
Strength 0.60 Severe deterioration
degradation 0.15 Moderate deterioration
HBE parameter
(energy- 0.08 Mild deterioration
controlled) 0.01 No deterioration (Default)
0.05 Severe pinched loops
Slipor Crack-  0.25 Moderate pinching
HS closing
parameter 0.40 Mild pinching
1 No pinching (Default)

e

u

Figure 4. Multi-linear hysteretic model [28]

a) In the first model, the lateral load distribution was
considered an inverse triangle. This distribution is often
suggested by building codes, which assume that the
building is subject to a linear acceleration distribution
along its height (Figure 5(a)). Therefore, the
incremental lateral force at each step is calculated for
story i based on Equation (15):

ap = Vil 15
oxwiny g )
b) In the second and third models, the lateral load
distribution was assumed to be uniform. This
distribution assumes a constant distribution of lateral
load at the height of the building, regardless of floor
weight .(Figure 5(b)). The increased lateral force in each
step for story i is equal to:

s = Vb (16)
N

where N is the number of floors of the building. After
the analysis of pushover, a comparison was made
between the initial results of the analysis to validate the
modeling method and tools used, which included the
vibration period of the first three modes and the
structural capacity curve.

Briefly, information about the second model, the 4-
story frame, is provided above. Based on the
comparison of the first three modes of vibration, it was
found that the model developed in the current paper has
a mass and stiffness distribution almost similar to that
was reported by Reinhorn et al. [27]. In addition, by
pushover analysis, it was found that the observed trend
in the obtained capacity curve is similar to the results
presented in the reference article (Table 3 and Figure 6).

™
¥

(@) (b)
Figure 5. Lateral load distribution types (a: inverse triangle, b:
uniform)

TABLE 3. Comparison between the results of the current study and
Ferracuti et al. [30]

Results Model Mode 2 Mode 3
Ferracuti et al. [30] 0.50 0.17 0.11
Current Paper 0.51 0.175 0.104
Difference % 14 2.94 5.45
350 -
300 -
? 250
E
3 200 -
=
g 150 A
§ 100 - —&— Opensees Model [31]
50 - —+— |IDARC Model
0 T T T 1
0 0.05 0.1 0.15 0.2
Top displacement(m)

Figure 6. Comparison between the results of the current study
and Ferracuti et al. [30]
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4. DAMAGE ASSESSMENT BASED ON PARK-ANG
MODEL AND STIFFNESS BASED MODEL

In the previous sections, the stifness based damage
index was introduced which had previously been
provided by the researchers for the performance levels
of immediate occupancy (10), life safety (LS), and
collapse prevention (CP). Introducing this index at
performance levels alone cannot validate the results.
This index has not been calibrated based on valid
numerical models, and its results have not been
compared with those of other indices. Therefore, the
present study calculated the stiffness damage index
based on the results of the pushover analysis and
compared it with the results of the Park-Ang model. The
IDARC program can calculate Park-Ang index values at
the same time as pushover analysis and present the
results when requested by the user at different levels of
analysis. Based on the description given above,
numerical calculations were presented in a series of
separate tables for each of the above three models. The
first four columns of each table contain the results of the
nonlinear static analysis performed on the model and the
value of the global Park&Ang damage index, which are
obtained from the program output.

The amount of stiffness was calculated using the
data presented in these columns, followed by calculating
the cumulative stiffness reduction ratio and, finally, the
amount of damage index based on the stiffness model at
different displacement levels. Tables 4 to 6 are related
to the first, second, and third frames. Columns 3-6 from
the left are related to stiffness-based damage index
calculations. To cover the levels of "low to severe"
damage according to the Park-Ang criterion, the domain
of the index value varies from 0 (without damage) to 1
(structural collapse).

According to the results, the stiffness-based damage
index was higher than that calculated based on the Park-
Ang model. Accordingly, the following is a review of
changes in stiffness-based damage index values with
Park & Ang index values as well as drift levels for each
model, separately (Figures 7 to 9). Based on analysis
results mentioned above, the present study's findings
indicated a limited range of changes in the stiffness-
based damage index. In other words, at low damage
levels where the value of the Park & Ang damage index
is less than 0.10, the value of this index indicates a 50-
60% damage.

In the literature of damage indices, this value does
not mean the amount of damage is small and
insignificant, which can be guessed based on the steep
slope of the change curve. On the other hand, with a
change in Park & Ang damage index value in the range
of 20-60%, the value of the stiffness-based index has
changed only about 15%. This is not a reliable criteria
for determining the post-earthquake performance level

of the structure in question. In summary, this index has
shown the trend of rapid and slow changes at low and
high damage levels, respectively.

TABLE 4. Damage index calculations for the first model

Drift%e  Dlpga Sﬂf,\fl?r?,lss Kodp 2Vj DI

0 0 0 0 0 0.00
0.22 0.01 17305.79 168.13 168.13 0.00
1.66 0.13 3212.59 1291.19 376.61 0.71
1.72 0.13 3106.87 1337.91 385.00 0.71
1.78 0.14 3007.94 1384.79 393.15 0.72
2.02 0.16 2670.03 1573.02 423.50 0.73
2.26 0.18 2402.55 1762.57 450.86 0.74
2.32 0.18 2344.18 1810.15 457.30 0.75
2.53 0.20 2169.50 1970.26 477.93 0.76
3.70 0.30 1539.97 2881.41 559.01 0.81
6.04 0.50 1009.64 4703.71 665.33 0.86
7.22 0.60 871.73 5622.65 711.62 0.87

TABLE 5. Damage index calculations for the Second model

Drift%  Dlpga SEE?;SS Kodp 3V DI

0 0 0 0 0 0

0.29 0.01 616758 21552 21552  0.00
0.42 0.02 481319 31418 29955  0.05
0.50 0.02 434657 36902 33916  0.08
0.54 0.03 416054 39648 35768  0.10
0.61 0.03 383562 45384 39405 0.3
0.66 0.04 357914 49099 41561 0.5
0.85 0.05 200358 62561 47899  0.23
1.00 0.06 252778 74322 52719 029
145 0.10 179316 107345 62320 042
232 0.17 114927 171454 74266 057
3.16 0.24 860.72 234230 83027 065

TABLE 6. Damage index calculations for the third model

Drift%  Dlpaa e Kodp  3Vj DI

0 0 0 0 0 000
004 000 612633 5010 5010 0

012 001 544024 13657 12689 007
026 001 410930 28901 22914 021
045 003 253753 51387 32227 047
0.74 006 160039 83529 40624 051
110 010 100218 124161 47868 061
219 022 56016 248412 59411 076
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2.45 0.25 513.34 2782.09 619.08 0.78
3.60 0.36 364.20 4080.02 696.24 0.83
4.63 0.45 291.56 5248.42 751.84 0.86
476 0.46 284.72 5394.51 758.63 0.86
5.60 0.53 247.71 6344.61 797.05 0.87
0.80 -
g 0.70
1]
E 0.60 -
]
g 0.50 4
brd > o040 -
c e
aft oz —&— 3 story
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To reduce these weaknesses, this paper proposes two
models. Following the proposed changes, the results are
represented in the form of a series of comparison charts
between the models and then compared with the initial
state of the proposed index.
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Relationship between Stiffness based damage index and (a) Park-Ang damage index and (b) Drift index for the 3 story
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Figure 8. Relationship between Stiffness based damage index and (a) Park-Ang damage index and (b) Drift index for the 4 story
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Figure 9. Relationship between Stiffness based damage index and (a) Park-Ang damage index and (b) Drift index for the 6 story
frame
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5. PROPOSED MODELS TO IMPROVE STIFFNESS-
BASED INDEX RESULTS

According to previous results from the study of the
stiffness-based damage index, the following weaknesses
can be mentioned:

A) Weakness in determining the amount of damage to
the structure at low damage levels, which can be used to
repair the structure if possible after the earthquake.

B) According to the basic definitions, the damage index
is defined in the range between 0 and 1. However, the
cumulative stiffness index has reported values above
0.5, even at low damage levels based on the Park index.
Accordingly, the present research work sought to
provide new definitions according to which the
mentioned weaknesses could be reduced.

5. 1. First Proposed Model (E1)  According to the
definition provided in section 2, the damage index
introduced can be expressed on another basis. As a
result, several corrections were defined as follows,
based on which the results of previous calculations will
be represented:

Dl =1- é\;”p 17)
Vo =Kgdg (18)
V1 =Kg(dp —dg) (19)
Vy =Kq(dz —dp) (20)
V3 =Kp(dg—d3) (21)

In the above equations, the values d; to d, are the

displacements read from the pushover analysis and the
value of v, is the sum of the shear forces calculated

according to Equations (18)-(21) to the desired
performance level, respectively. The value of the
damage index is between 0 and 1.

5. 2. Second Proposed Model (E2) Based on the
changes that will occur in the fundamental period of
vibration of a structure after damage, the softening
index [31] was defined as Equation (22):

TO
DI =1-2

T (22)

where T; and T, are the fundamental period of

vibration of the structure in position i after damage and
o without damage, respectively. Given the relationship

between period of vibration and stiffness, the period of
vibration can be related to the stiffness of the condition i
of the structure as follows, assuming that structural
mass remains constant after damage:

1
Tj W (23)

Therefore, the damage index changes according to the
new form as follows:

or 1o [ [Fi% g [2Yi (24)
Ko Kodp Vo

d, represents the displacement of the node control of
the structure in the performance level being calculated.
To calculate >v; , we must use the relations (25) to

(29):

Vg = Kodq (25)
Vy = Kq(dy —dq) (26)
Vy =Ko (dz —dp) @7
Vi =Kp @ —dp) (28)
SIEBV; =V Vg 4V Vg btV (29)

5. 3. Reviewing the Results of the Proposed
Amendments According to the corrections
presented in this study, the results should be evaluated
in comparison with the first case. The following is a
presentation of changes in the stiffness-based index
versus changes in the Park index after applying (E1) and
(E2) in a series of diagrams. Based on the results, it is
clear that the results of the proposed index have
improved compared to their initial state. (Figures 10 to
12) It is also clear that the second proposition has
yielded better results than the first. At damage rates of
up to 10% based on the Park & Ang model, the
difference in results can be reduced to 25% by applying
a second proposition. Also, there is little difference
between the values of the two indices at high damage
levels.

In light of the foregoing, a quantitative comparison
can be made between the damage index results and the
Park index values by averaging the results. Table 7 is
based on the initial classification of damage status based
on Park index values. Drift damage index values were
also obtained from the results corresponding to the
values of this index. The results of the stiffness-based
damage index before and after the correction are
presented below. Based on the obtained values:
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Figure 10. Comparison of changes in damage index results
before and after corrections, 3story frame
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Figure 12. Comparison of changes in damage index results
before and after corrections, 6story frame

A: Drift limit values corresponding to the performance
levels of 10, LS, and CP were 1.24, 2.96, and 4.68%,
respectively (Table 7). However, the recommended
values for the FEMA guidelines are 1, 2, and 4%,
respectively.

B: The stiffness-based yield index showed better results
following improvements in its configuration. It is also

TABLE 7. Comparison of the results of the indices in the
studied models

Stiffness Stiffness
Initial based based
e Stiffness damage damage
Dlpga an(f)/";dex based index after index after
° damage first Second
index correction correction
(e1) (e2)
Less than Lessthan  Less than Less than
DI<0.10 1.24% 0.56 0.42 0.31
010<DI<0.25 Between Between Between Between
1.24-296% 0.56-0.74 0.42-0.66  0.31-0.49
Between Between Between Between
<
025<Dl<040 2.96-4.68% 0.74-0.81 0.66-0.74  0.49-0.57
DI>040 More than ~ More than More than  More than
4.68% 0.81 0.74 0.57

clear from the results of Table 7 that the second
proposed model introduced in this paper has succeeded
in offering both a larger range of changes and more
realistic values despite its relatively low computational
complexity compared to the valid Park-Ang model.

6. CONCLUSIONS

Given the importance of the issue of damage and
vulnerability and the need for quantitative post-
earthquake estimation of the damaged structure, this
study introduced a new stiffness-based index. Thanks to
its low computational complexity, this index can
conveniently estimate the total damage of the structure
based on the output of pushover analysis, i.e., the
capacity curve. Three numerical models were developed
to evaluate the performance of the index, and the results
were compared with those of the valid Park-Ang
damage index as well as the drift damage index. By
comparison, the initial stiffness-based damage index
model states that the results are somewhat higher than
the actual values, based on the damage index technical
literature. In other words, this index was not very
sensitive at low damage levels. Two correction models
were proposed to improve the results, and their
performance on numerical models was re-examined.
The results showed the ability of the modified models to
quantify the damage a little better.

In other words, the scope of this index was also
expanded to include low breakdown ranges after
modifying the damage calculation algorithm. Also,
changes in the results of stiffness-based damage index
were presented in comparison with Park-Ang indices
and relative lateral displacement index. Two main goals
of this research were achieved:

1) Provide a new damage index with a low



1010 M. Mazloom and N. Fallah / IJE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 1000-1011

computational complexity that can consider the
cumulative effects of damage and reliably assess overall
damage.
2) Calibration of the results of this damage index based
on valid damage indices using correction suggestions.
Given the importance of evaluating structures after
seismic damage, it is necessary to develop and provide a
set of damage indices with acceptable accuracy due to
their low computational complexity. This study
analyzed concrete flexural frames. However, the
performance of the stiffness-based damage index should
also be examined in a series of separate studies on other
systems due to the diversity of structural systems used
in buildings. It is also suggested to conduct a study on
the effects of various cyclical behavioral models for
nonlinear modeling of structures and their effect on the
progress of damage. The effect of lateral load
distribution patterns on the damage process should also
be considered.
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ABSTRACT

This study developed unified theory of acceptance and use technology (UTAUT) to examine the predictive
factors of mobile marketing adoption. Variables such as personal innovativeness, hedonic motivations,
performance expectancy, mobility, and social influence were studied for mobile marketing acceptance. The
predicted artificial neural networks (ANN) approach was applied to evaluate the data, and the results of the data
were used for comparison with path analysis. The ANN model was derailed by the linear statistical model and
was able to show the importance of all predictors that could not be identified by the path analysis model. The
results show that personal innovativeness is the most effective factor in mobile marketing acceptance.
Subsequently, the hedonic motivations, performance expectancy, mobility, social influence, trust, and
facilitating conditions play a vital role. Furthermore, the results illustrate that price value, perceived risk, and

Artificial Neural Networks
Unified Theory of Acceptance
Use Technology

effort expectancy were not effective.

doi: 10.5829/ije.2023.36.05b.17

1. INTRODUCTION

Over time, mobile marketing and mobile services
businesses have grown rapidly to expand customer
networks. Importantly, more than half of the world's
population is online today [1]. Nowadays, many
smartphone users are doing more sophisticated activities
such as electronic payments, shopping, marketing
services with their mobile devices, using voice services,
etc. In 2022, Google's advertising revenue is estimated to
be $ 224 billion®. These figures show evidence of the
enormous growth and influence of mobile marketing.
Therefore, developing countries such as Iran, with its
high number of subscribers (123.7 million mobile
subscribers) [2-4], as well as the potential and profits that
are growing in this industry, need to be present seriously
in this industry and commerce. Although China currently
has the largest mobile payment market, developing
countries such as India and Iran are being recognized as
the future of mobile marketing owing to the rapid growth
of their market and their large number of mobile users [5-

*Corresponding Author Institutional Email: nsafaie@kntu.ac.ir
(N. Safaie)

8]. Figure 1 illustrated the average changes in media
consumption in 2019 vs. 2011.

The benefits of mobile marketing include its
ubiquitous availability, customization based on the time,
place, and individual characteristics of users [9]. By
reducing search costs for users, increased diversity of
products offered, lower prices for both users and retailers,
empowering consumers to make better choices,
enhancing brand [10, 11] relationship after purchase.
Mobile marketing also differentiates itself usefully from
other marketing media such as television, radio, and
newspapers as well as the website (due to its fully
interactive nature). However, there are some challenges
in mobile marketing, such as the concern of the lack of
explicit written law to protect consumer rights in mobile
marketing and advertising. Government agencies can
help by taking steps to ensure the privacy of consumers,
for example, the confidentiality of personal information
and requesting permission to post ads before making
extensive use of this tool [12].

The goals that we want to achieve in this research are:

L https://www.statista.com/statistics/266249/advertising-revenue-of-
google/
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Figure 1. Average Changes in Media Consumption in 2019
vs. 2011

1. This study aims to explore the use of mobile
marketing in Iranian consumer market, which is one of
the fastest-growing mobile marketing markets. This is
also the first study to examine mobile marketing for
consumers in Iran.

2. This study aims to identify the important factors
that can predict the use of mobile marketing based on the
extended UTAUT model. This study adds variables of
mobility, personal innovativeness, trust and perceived
risk to the UTAUT model by using previous studies.

3. In this study, a more detailed analysis was
performed using artificial neural networks. This
approach provides a better prediction of conventional
linear models for predicting mobile marketing
acceptance by considering the nonlinear decision model.
To this end, the results of the neural network have been
compared with the analysis of linear statistical methods
to determine which technigues can improve mobile
marketing acceptance. It also responds to the call to apply
analytical forecasting techniques to information systems
research.

2. LITERATURE REVIEW

As mentioned in the previous section, the internet plays
an important role in people's activities today. In
examining the determinants of technology acceptance,
researchers often consider behavior or approach as an
important part of understanding actual behavior [13, 14].
Users often accept applying technologies suggested by
their social and business partners. Therefore, the advice
of users to other people can be extremely important in
increasing the influence and development of mobile
marketing in Iran. In addition to the recommendation, the
study also explored a proposal to expand UTAUTZ2,
taking into account the degree of risk and trust considered
as a factor [15]. Since mobile marketing and its
technology adoption in developing countries is a valuable
topic, the proposed model is presented in Figure 2.

2. 1. Performance Expectancy The performance
expectancy is a set of different features of information

H3

EE
SI
FC
HM |
PV_ |
INN |
MOB
Figure 2. The proposed model

N
N

systems that can explain the benefits to users and is quite
similar to the perceived usefulness of TAM technology
adoption. It is generally agreed that people are more
inclined to use new technology that they think will be
useful [16-18]. In the context of mobile marketing, the
performance expectancy means that the consumer
realizes that using mobile marketing can be beneficial
and optimal for completing business transactions.
However, since the expected performance goes beyond
being useful, it also includes aspects of relative
advantage and extrinsic motivation [19]. The following
hypothesis is proposed:

H 1. Performance expectancy positively affects the
behavioral intention of mobile marketing acceptance.

2. 2. Effort Expectancy Effort expectancy is
defined as "the degree of easy to interact with technology
for users™ [20, 21]. This topic is similar to the discussion
of the perceived ease of use and users' understanding of
the application in TAM, which illustrates how
comfortable the users are with the application. In the
context of mobile marketing, the degree of effort and
performance can be described as the ability to complete
a mobile marketing transaction with minimal effort. In
such a situation, consumers can easily make mobile
marketing deals within these applications. However,
recent studies on the adoption of other mobile
technologies have found no direct and significant
relationship between effort expectancy and behavioral
intention [22-28]. Instead, it is expected that it has an
indirect effect on behavioral intention on acceptance
through its positive effect on performance expectancy
[29-31]. Since ease of use is considered to have a great
impact on mobile marketing, the following hypothesis is
proposed:

H 2: Effort expectancy positively influences behavioral
intention on mobile marketing acceptance.

H 3: Effort expectancy has a positive effect on
performance expectancy.

2. 3. Social Influence Social influence is
significant to the extent that it can be said that users are
strongly influenced by their family [32]. When other
users' feedbacks are positive, they are encouraged to use
that technology and, in turn, misuse the other people's
feedbacks. Previous studies have shown that social
influence has a significant impact on consumers'
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acceptance of mobile marketing solutions [33, 34]. For
this reason, this study assumes that:

H 4: Social influence positively influences behavioral
intention on mobile marketing acceptance.

2. 4. Facilitating Conditions In other words,
facilitation conditions can be perceived by consumers
about environmental barriers or available resources that
make it easy to use mobile marketing solutions. The early
concept of UTAUT examined facilitating conditions only
as a predictor of behavior. However, Imtiaz [35] in
UTAUT2 showed that facilitating conditions is also a
behavioral approach for technology adoption. However,
the generalization of this relationship is controversial, as
some studies have shown significant conditions®. While
others have found no significant association of
facilitation conditions. Do not have a behavioral
approach [36]. Despite these contradictory results, this
study examines facilitation conditions according to
studies conducted by Kalinic and Marinkovic [37], they
stated facilitating conditions significantly influence the
behavioral intention to accept using a technology.
Facilitating conditions have a significant impact on
mobile Internet use?, which can have had a great impact
on mobile marketing adoption because mobile internet is
a vital part of mobile marketing transactions. So, this
research assumes that:

H 5: Conditions of facilitation positively influence
behavioral intention on mobile marketing acceptance.

2. 5. Hedonic Motivations Hedonic motivation
is the pleasure that is given to the consumer through the
use of technology. In fact, users are increasingly
concerned about the overall experience of using precision
technology. So, whether it enjoys it or not or in other
words, whether communicating with technology or not
for users can change the way technology is used. Even if
support for the relationship between hedonic motivations
and behavioral approach has not been fully elucidated,
many other studies confirm the significant role of this
factor in proving and explaining hedonic motivations for
predicting goals have been argued in different
technologies adoption [38, 39]. As such, this research
assumes that:

H 6: Hedonic motivations for positively influences on
behavioral intention to mobile marketing acceptance.

2. 6. Price Value In the context of mobile
marketing, this factor can be considered as the advantage
of using business applications that are more valuable than
the financial costs of conducting similar transactions in
an in-person transaction or other types of transactions.
Given the potential benefits of using different mobile

1 https://www.itu.int/en/ITU-
D/Statistics/Documents/publications/misr2018/MISR-2018-Vol-1-

E.pdf

marketing applications as introduced in UTAUT2.
However, there are also studies that have found that
financial value is not significant in predicting behavioral
approach [40]. Therefore, this study shows that:

H 7: Price value has a positive effect on behavioral
intention on mobile marketing acceptance.

2.7. Extended UTAUT2

2. 7. 1. Perceived Risk Perceived risk refers to
individual conclusions about the risks and negative
consequences of using technology. researches shows that
the risks posed by users' use of Internet technologies have
a significant negative impact on their decision to use
electronic systems [40]. Researches have shown that
building trust between consumers and vendors and
providing a degree of control over the disclosure of
personal information online can alleviate privacy risk
concerns [38]. Because privacy issues in online settings
affect the attitudes and goals of website use [39], risk-
taking increases the amount of mobile activity associated
with providing information to companies, and the content
will be accessed. Therefore, this study shows that:

H 8: Perceived risk has a significant negative impact on
behavioral intention on m-marketing acceptance.

2.7.2.Perceived Trust  When asignificant amount
of trust is provided and guaranteed for an application, the
user is more likely to use that application and system and
is then persuaded to provide personally identifiable
information and other sensitive information to the m-
marketing service provider. As such, this research
assumes that:

H 9: Perceived trust has a significant positive effect on
behavioral intention on m-marketing acceptance.

2. 7. 3. Personal Innovativeness and Mobility
Consumer innovativeness has been used to study the
acceptance behavior of new products and services [40].
The level of personal innovativeness is often referred to
as a personality structure, which has been used to predict
innovative consumer tendencies to embrace different
types of technological innovations. To accurately
conceptualize the structure of "innovativeness" some
scholars separate the concepts of “inherent
innovativeness" and "real innovativeness" [37]. The
following hypothesis is developed on this basis:

H 10: Consumer's personal innovativeness positively
influences behavioral intention on mobile marketing
acceptance.

H 11: Mobility has a significant and positive effect on
behavioral intention to accept m-marketing. Table 1 also
presents summarizes of previous studies as reported in
literature.

2 https://wearesocial.com/blog/2019/01/digital-2019-global-internet-
use-accelerates
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TABLE 1. Summarizes of previous studies

Base

Source model Factors Findings
* The positive impact of perceived risk, perceived trust, and
Duarte and Performance Expectancy, Effort Expectancy, So- personal attachment
Pinho [21] UTAUT2 cial Influence, Facil!tating Cond_itions, Personal In- « In the context of the environment, the key factors for the
terests, Price value, Risk, Trust adoption of e-commerce in Cameroon are the social influence
and facilitating conditions
Trust, Performance Expectancy, Effort Expectancy, Based on ANN anal_yS|s, perceived value is the most important
. . . predictor of mobile commerce usage, followed by perfor-
Perceived Value, Perceived Enjoyment, Personal L .
Chong [12] UTAUT - A i . mance expectancy, social influence, trust, perceived ease of
Innovation, Facilitating Conditions, Social Influ- - - - )
. - use, age, perceived enjoyment, education level, personal inno-
ence, Perceived Ease of Use, Demographic Factors . A o
vativeness, facilitating conditions and gender.

) Perceived Usefulness, Perceived Ease of Use, Per- In_the Chinese model, |nr_10vat|on, percelve_d u§efulness, per-
Dai and ived Pri ived Cost. C ibili ceived ease of use, perceived cost, and subjective norms sig-
Palvia [17] TAM ceived Privacy, Perceived Cost, Compatibility, Per- nificantly influence consumers' intentions to use mobile com-

ceived Enjoyment, and Perceived Added Value merce
Perceived enjoyment is the strongest predictor of consumers'
decisions. Perceived enjoyment also has a significant impact
Alalwan [3] TAM Perceived usefulness, perceived ease of use, trust, on the perceived usefulness of Saudi customers in the concep-
innovation, perceived enjoyment tual model. This means that as long as the customers feel that
it is enjoyable to use mobile internet, they will positively per-
ceive mobile internet as productive and useful.
Benbasat Perceived Usefulness, Perceived Ease of Use, The results show that customization and customer engagement
and Barki TAM Trust, Mobility, Customization, Customer engage- are the strongest predictors of behavioral intention to use mo-
[7] ment bile commerce.
. . Perceived value replaces price value to represent the value of
Perceived Value, Personal Innovativeness, Perfor- . . .
Herrero et UTAUT?2 mance Expectancy, Perceived Privacy, Perceived an IT product that does not hqve direct costs associated with it,
al. [27] - - / - as a compromise between privacy concerns and performance
Personal Risk, Perceived Transaction Risk, :
expectations.
Fagih and Perceived Usefulness of Mobile Online Stores for This study aims to examine the processes of understanding
Jar(l dat [23] TAM Searching Information, Perceived Usefulness of consumer concepts by examining the processes of online
Mobile Online Stores for Shopping, shopping in Europe.
Performance Expectancy, Effort Expectancy, So-
Carlsson et cial Influence, Facilitating Conditions, Perceived Performance expectancy includes improvements in perfor-
al. [10] UTAUT Enjoyment, Perceived Risk, Personal Innovative- mance, productivity, greater convenience through the use of e-
’ ness in Accepting Different E-Commerce Catego- commerce applications.
ries.
. . Providing information and content availability in both the US
Gaoetal. TAM Risk acceptance, personal dependence instead of and Pakistan have a positive impact on mobile marketing ac-
[24] the perceived ease of use of the old model,

ceptance.

This study developed UTAUT to examine the predictive
factors of mobile marketing adoption. Variables such as
personal  innovativeness,  hedonic  motivations,
performance expectancy, mobility, and social influence
were studied for mobile marketing acceptance.

3. METHODOLOGY

UTAUT2 is a validated model and comprises a
comprehensive structure of diverse findings in various
contexts [26, 27]. For this reason, it is important to
continually review and refine UTAUT2 to enhance its
generalizability, and it is particularly important in mobile
marketing since different studies show similar results for
similar variables [11, 29].

This information was collected in the spring of 2019.
In this article, a convenient tool for student information

gathering was applied using a questionnaire. As well as,
participation in this questionnaire was completely
optional. Table 2 summarized the details of demographic
characteristics.

The results of the questionnaire analysis are shown in
Figure 3. This figure shows the percentage of
respondents in each factor separation based on the Likert
scale. As shown in the Figure 3, most participants believe
that the use of mobile marketing will be useful in
everyday life in general. They also find it easy to learn
how to use mobile marketing. More than half of users
believe that facilitating conditions such as the resources
and knowledge they need, helping others, or adapting to
other technologies make it possible for them to use
mobile marketing. Moreover, more than 80 percent of
users believe that they are interested in using new
technologies, and among their peers, they usually use
technology earlier than others.
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TABLE 2. The details of demographic characteristics

Characteristics Number Percentage
Male 154 44%
Gender
Female 196 56%
18-20 65 19%
21-30 245 70%
Age
31-40 26 7%
>40 14 4%
Single 241 68%
Marriage
Married 33 9%
Diploma 63 18%
Education Bachelor 154 44%
level Master 113 32%
Ph.D. and higher 20 5%
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Figure 3. Distribution of responses

3.1.Survey Development The survey questions
in this study were designed using the opinions of experts
and previous studies. Questions for the main variables of
UTAUT?2 including PE, EE, SI, FC, HM, and PV come
from [26], and have been privatized by the technology
used in the study of mobile marketing acceptance. Other
questions come from [11, 13, 26] in the context of mobile
marketing has been extracted.

3. 2. Data Analysis SEM is a technique that
estimates the relationships between variables [36]. SEM
can be implemented using two methods: covariance-
based method (such as EQS, AMOS, and LISREL) and
variance-based PLS. According to literature [13, 26],
partial least squares techniques are less restrictive than
structural equation modeling, capable of simultaneously
analyzing structural model and evaluation, and are more
suitable for small-scale research and predictive purposes.
The PLS method is principally used to analyze models
that contain several different dimensions and the number
of pathways is small [35]. Based on the conditions of this
study (statistical population of 350 people and not using
mobile marketing in Iran), the PLS method is preferred
to SEM. According to Hamidi and Chavoshi [26],

methods such as PLS and SEM consider complex human
decisions so simple, including the tendency to use new
technologies. Therefore, there exists a need to apply new
artificial intelligence approaches such as ANNs for
solving this problem. The partial least squares method is
also not capable of analyzing nonlinear relationships. In
fact, using the combination of artificial neural networks
and partial least squares (PLS-ANN) makes the
advantages of both methods better for data analysis.
Therefore, in this study, this approach was implemented
using SPSS and Smart PLS. The details of the data
analysis and the steps to do this are schematically shown
in Figure 4.

3. 3. Outer Model: Validity and Reliability The
outer model is used to assess the validity and reliability
of the questionnaire. Validity determines that the
questions in the guestionnaire measure the same concept
as that of the researchers, and for its evaluation,
convergent and discriminant validity must be tested [26].
Validity is meant to show the degree of reasonableness
of the survey questions for the relevant factor, and
reliability indicates that the questions related to each
factor measure precisely and yield similar results at
different times and conditions [30].

According to Chavoshi and Hamidi [11], to measure
reliability, factor loadings of all indices must be greater
than 0.5, and the corresponding t-statistic should be
greater than £1.96% and composite reliability (CR)
greater than 0.7. Also, calculating internal consistency
reliability is critical. For this purpose, the Cronbach's
alpha correlation coefficient should be calculated, the
closer this value shows a higher degree of internal
consistency reliability. Table 3 shows the values of factor
loadings, alpha correlation coefficient and composite
reliability for this study. Accordingly, the reliability of
the questionnaire is confirmed.

iOuter Model Inner Model
- .

v
Reliability I I Validity H Hypotesis I
: testing

Convergent e

-]
E
£
E

ANN

Figure 4. Data Analysis Schema [26]
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TABLE 3. Outer Model

Construct Indicator Factor Loading t-statistics Cronbach’s alpha CR AVE
PE1 0.849 41.776
PE2 0.847 45.259

Performance Expectancy 0.830 0.887 0.663
PE3 0.796 25.509
PE4 0.764 29.054
EE1 0.819 32.519
EE2 0.847 37.886

Effort Expectancy 0.847 0.897 0.686
EE3 0.833 34.790
EE4 0.812 31.244
Si1 0.798 23916

Social Influence SI2 0.743 21.258 0.734 0.849 0.653
SI3 0.879 57.612
FC1 0.767 26.171

Facilitating Conditions FC2 0.779 25.462 0.702 0.834 0.626
FC3 0.827 32.878
HM1 0.834 36.594

Hedonic Motivations HM2 0.881 58.987 0.727 0.847 0.650
HM3 0.693 14.268
PV1 0.790 23.482

Price Value PV2 0.868 47.883 0.761 0.861 0.674
PV3 0.804 19.946
PR1 0.856 2.996

Perceived Risk 0.704 0.870 0.771
PR2 0.899 3.379
PT1 0.808 34.225
PT2 0.831 29.741

Perceived Trust 0.842 0.894 0.678
PT3 0.846 39.745
PT4 0.809 35.794
INN1 0.754 24.885
INN2 0.693 17.830

Personal Innovativeness 0.777 0.856 0.599
INN3 0.811 34.502
INN4 0.830 41.015
MOB1 0.866 48.459
MOB2 0.874 39.756

Mobility 0.846 0.897 0.686
MOB3 0.840 16.999
MOB4 0.725 41.776
BI1 0.880 62.348
BI2 0.860 53.058

Behavioral intention 0.891 0.925 0.754
BI3 0.905 77.499
BI$ 0.827 34.520
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The convergent validity is used to measure the amount of
explanation of a hidden variable by its observable
variables [26].

Discriminant validity means that the factors are not
statistically correlated with each other [25]. Table 4
shows the mentioned comparisons. The bold numbers
represent the square root of AVE for each factor.
According to the presented results in this table, the
discriminant validity of this study is also confirmed.

3. 4. Inner Model To evaluate the internal model,
we need to calculate the beta, the corresponding t-
statistic, R?, 2, and Q2 [11, 26]. For this purpose, the
Bootstrap procedure is applied with 5000 replicates. To
test the hypotheses, the correlation coefficients of the
path (beta) with the corresponding t-statistic should be
checked. To support any of the hypotheses, the t-statistic

is required to be higher than £1.96 [11]. Obviously,
hypotheses with statistics below this threshold value are
rejected. As shown in Table 5, hypotheses 2 (EE -> BI),
7 (PV ->Bl) and 8 (PR -> BI) are rejected.

According to Figure 5, the values of R? for the
dependent factors behavioral intention to use and the
performance expectancy is 0.631 and 0.168, respectively.
In fact, about 63% of the variance associated with the
behavioral intention to use m-marketing is attributable to
performance expectancy factors, personal
innovativeness, mobility, and perceived trust. Also, about
17% of the variance of performance expectancy depends
on the effort expectancy.

According to Chavoshi and Hamidi [11], the values
of R% equal to 0.25, 0.5 and 0.75 indicate that the model
is weak, moderate and robust, respectively. Finally, given
the value of R? for the tendency to use mobile marketing

TABLE 4. Discriminant validates

Bl EE FC HM INN MOB PE PR PT PV SI
Bl 0.868
EE 0.388 0.828
FC 0.547 0.585 0.791
HM 0.588 0.315 0.395 0.807
INN 0.679 0.422 0.531 0.538 0.774
MOB 0.483 0.368 0.440 0.376 0.383 0.828
PE 0.613 0.410 0.560 0.575 0.548 0.415 0.815
PR 0.033 0.092 0.110 0.078 0.060 0.143 0.174 0.878
PT 0.509 0.247 0.333 0.401 0.449 0.355 0.414 -0.066 0.824
PV 0.446 0.391 0.443 0.410 0.458 0.356 0.473 0.100 0.342 0.821
SI 0.599 0.416 0.549 0.518 0.522 0.327 0.581 0.093 0.484 0.462 0.808

TABLE 5. Inner model’s hypotheses

Hypothesis Coeifeil;[:?en ts §:€;c:;r:s t-statistics ~ Supported
PE ->BI 0.141 0.053 2.692 Yes
EE ->BI 0.021 0.043 0.482 No
EE ->PE 0.410 0.042 9.644 Yes
SI->Bl 0.153 0.048 3.194 Yes
FC ->BI 0.091 0.044 2.060 Yes
HM -> BI 0.143 0.047 3.066 Yes
PV ->BI -0.000 0.037 0.013 No
PR -> BI -0.057 0.047 1.220 No
PT ->BI 0.101 0.040 2.496 Yes
INN -> BI 0.314 0.047 6.613 Yes
MOB-> BI 0.147 0.039 3.791 Yes

Figure 5. Obtained values of path correlations and R?
through Smart PLS

which is equal to 0.631, it can be concluded that the
model presented in this study is robust and acceptable.
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Since the p-index is not a suitable criterion for
measuring the impact of the independent variable on the
dependent variable, a better index, £2, should be used
[29]. Given the values are shown in Table 6, perceived
trust and facilitating conditions have low impact,
performance expectancy, hedonic motivations, personal
innovativeness, mobility, and social influence size have
a moderate effect on behavioral intention to use, as well
as, the effort expectancy has a significant impact on the
performance expectancy.

Then we need to calculate the predictive relationship.
For this purpose, the value of Q2 must be calculated
through the Blindfolding procedure. According to
Hamidi and Chavoshi [26], for values above zero, the
model has a predictive relationship, and if this value is
0.02, 0.15 and 0.35, it indicates a weak, moderate
predictive relationship, respectively. The results of Table
7 show that the predictive relevance of the model
presented in this study is a robust mobile marketing
acceptance model.

3. 5. ANN Analysis The artificial neural network
is "a machine that has been devised to model brain
function for a specific task" [31]. In fact, the artificial
neural network is a modeling of the human nervous
system that enables the learning process to be simulated
by the human brain. Due to the ANN's learning
capability, this technique can improve its performance
through learning process [39, 40].

TABLE 6. Effect size of independent variables
Dependent variable

Independent variable B_ehavi_oral Performance
intention Expectancy
Performance Expectancy 0.025 -
Effort Expectancy 0.002 0.202
Social Influence 0.031 -
Facilitating Conditions 0.010 -
Hedonic Motivations 0.031 -
Price Value 0.000 -
Perceived Risk 0.008 -
Perceived Trust 0.018 -
Personal Innovativeness 0.139 -
Mobility 0.040 -

TABLE 7. Indicator of model’s predictive relevance

Dependent Variable Construct cross-validated redundancy

Performance Expectancy 0.102

Behavioral intention 0.433

=
COSKEAC (=)
@00V (=

Bias

Figure 6. ANN Different Layers [12]

As noted in previous studies by Hamidi and Chavoshi
[26], to evaluate the size of relative significance of
independent variables for dependent variables the most
common artificial neural network model, namely multi-
layer perceptron, has been used. To this end, the
confirmed factors in PLS analysis are given as input to
the neural network. The proposed model of this study
transformed into two artificial neural network models
due to its two paths, which are shown in detail in Figure
7.

To avoid over-fitting, a 10-fold cross-validation
procedure is used in which 90% of the data is considered
as training data, and 10% is considered as test data [26].
The activation function in both the hidden and the output
layers was sigmoid. The number of hidden layers and
their associated neurons is also automatically calculated
by the software to obtain the optimal state. Table 8 shows
the Root Mean Square Errors (RMSE) values to measure
model prediction for all 10 networks for both the training
and the test modes.
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Figure 7. ANN Models
TABLE 8. RMSE values of ANN
Model A
Network Iml)erjltrxslj EA%S,AE&P?M' Ilr\1/|p0uci?lEBE
Output: BI
Training Test Training Test

1 0.0933 0.1019 0.1402 0.1091
2 0.0937 0.1 0.1440 0.1381
3 0.0869 0.0959 0.1404 0.906
4 0.0908 0.0570 0.1417 0.1136
5 0.0931 0.0764 0.1407 0.1255
6 0.0916 0.0915 0.1404 0.1328
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7 0.0916 0.0820 0.1337 0.1687 Sensitivity analysis is used to measure the sensitivity
s 0.0928 0.0665 0.1410 0.1340 of_ the mdependen_t faptors for the_ dependent factor. For

this purpose, relative importance is shown by how much
9 0.0945 0.0748 0.1383 0.1445 the predicted output value for the dependent factor varies
10 0.0906 0.0885 0.1471 0.1217 with different inputs. Table 9 shows these values for both

models.
Mean 0.0919 0.0834 0.1408 0.1278 . . . .

Comparing the results of this table with Table 7, it can
ita(‘d{’?‘rd 0.0020 0.0140 0.0032 0.0202 be concluded that there is a little difference in the order
eviation of importance of the factors influencing the adoption of
TABLE 9. ANN sensitivity analysis
Model A Model B
Network
PE sl FC HM INN MOB PT EE

1 0.103 0.182 0.129 0.179 0.184 0.101 0.121 1.000
2 0.195 0.173 0.081 0.124 0.230 0.067 0.130 1.000
3 0.152 0.152 0.079 0.140 0.244 0.135 0.098 1.000
4 0.110 0.130 0.087 0.122 0.303 0.150 0.097 1.000
5 0.136 0.089 0.132 0.184 0.219 0.110 0.129 1.000
6 0.160 0.095 0.017 0.113 0.307 0.182 0.126 1.000
7 0.129 0.126 0.023 0.124 0.310 0.160 0.128 1.000
8 0.100 0.125 0.091 0.151 0.330 0.105 0.097 1.000
9 0.086 0.047 0.154 0.194 0.286 0.098 0.136 1.000
10 0.131 0.111 0.085 0.104 0.285 0.156 0.129 1.000
Average importance 0.130 0.123 0.088 0.144 0.270 0.126 0.119 1.000
Normalized importance (%) 48 455 325 53 100 47 44 100

mobile marketing use. For example, sensitivity analysis
results indicate that the second most important factor is
hedonic motivations, while effect size analysis results
(f?) believe that the second important factor is the
mobility factor. This difference is due to varieties in the
method of better analysis in artificial neural networks that
detect nonlinear relationships in the model.

4. CONCLUSION

The variables of this study include factors such as
UTAUT?2 technology adoption, perceived risk and trust
and mobility were used to extend this model. These
factors have been tested by some hypotheses. This test is
performed by SEM, PLS, and ANN. The data required
for this study were collected electronically and by paper.
Here's a look at each of the UTAUT2 factors and the
factors that extend it. Despite many efforts, this study is
not without limitations. The first limitation of this study
is that in academic research the statistical population is
relatively small and has only studied the student
population of a university in Iran. Although online polls
were posted on popular social media websites among

students of K. N. Toosi University of Technology, Iran,
responses were very slow and resulted in a small sample
size. Future studies could consider distributing this
survey to consumers about specific products in the
consumer community of a product for its mobile
marketing. Secondly, the information collected here is
from Iranian consumers and has not been considered by
the international communities. Future studies could
examine the acceptance of mobile marketing in two
societies, a developed and one developing country.
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ABSTRACT

This article is about mixed-mode multiphase sinusoidal oscillators that are made up of differential
voltage current conveyor transconductance amplifier (DVCCTA) and use all the grounded passive
components. The proposed multiphase sinusoidal oscillators provide a single DVCCTA, a single
grounded resistor and a capacitor for each phase which is suitable for integrated circuit implementation.
In addition, the sinusoidal outputs generate currents and voltages simultaneously. The current signals
from the outputs have high impedances, which make it easier to connect them directly to the next circuit
or stage. The proposed circuits can generate multiphase sinusoidal signals that are both equally phased
and in amplitude. The oscillation can be adjusted simultaneously of the frequency of oscillation by the
electronic method. A simulation with the PSPICE program and an experiment with commercially
available ICs (AD830, AD844, and LM13700N) demonstrated. The results show the efficiency of the

High Impedance

circuit is completely consistent with the theory.

doi: 10.5829/ije.2023.36.05b.18

1. INTRODUCTION

The multiphase sinusoidal oscillator (MSO) has come to
be part of electrical and electronic engineering; which
makes it an important component. MSO is widely used in
many fields, such as communications, where it is used in
phase modulators, quadrature mixers, and single-
sideband generators [1, 2], in power electronics systems
for work related to a three-phase induction motor drive
[3], and in measurement systems, where it is used for the
selective voltmeters and vector generators [4]. From
research and reviews of the literature, many researchers
and publishers have suggested different ways to design
the MSO, such as by using a low-pass filter, high-pass
filter, and all-pass filter, which used active building
1blocks at high performance in development [5-24].
Table 1 summarized the various MSOs have different
advantages: a single active building block is used per

*Corresponding Author Institutional Email: Adirek.ja@rmuti.ac.th
(A. Jantakun)

phase of [7-11, 13-24], which makes it easy to assemble
for simulation and experimentation, the passive elements
that have been used in minimal numbers in the literture
[5-12, 14, 16, 19-24]. MSOs are all grounded, where a
grounded capacitor is attractive for integrated circuit
implementation. The design techniques of MSOs in
literture [5, 6, 9, 10, 13, 15, 17-24] do not require
additional amplifier circuit for sinusoidal oscillation. The
condition of oscillation (CO) can easily be adjusted
electronically by a microcontroller or microcomputer
[25, 26]. In addition, some research has shown the results
of experiments with commercially available integrated
circuits (1Cs) [5, 7-9, 15, 18]. However, in various MSQOs,
it was also found that there were various weaknesses as
follow. Jaikla et al. [5], Thongdit et al. [6] and Tangsrirat
et al. [12] reported that more than one active building
block is used per phase. Skotis and Psychalinos [8], Wu
et al. [9] Jaikla et al. [13], Klahan et al. [15], Pandey et

Please cite this article as: T. Phianpranthong, A. Suksawad, A. Jantakun, Mixed-mode Multiphase Sinusoidal Oscillators using Differential
Voltage Current Conveyor Transconductance Amplifiers and Only Grounded Passives Components, International Journal of Engineering,

Transactions B: Applications, Vol. 36, No. 05, (2023) 1023-1033
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TABLE 1. Comparison between various MSOs
Ref. (@) (b) (© (d) (e) ®) (@) (h) ® O
Jaikla et al. [5] OTA 2 High-pass filter Yes 1+1 No Yes Voltage - Yes
Thongdit et al. [6] OTA 2 High-pass filter ~ Yes 0+1 No Yes Current Yes No
Prommee and Dejhan [7] OTA 1 Low-pass filter Yes 0+1 Yes Yes Voltage - Yes
Skotis and Psychalinos [8] CcCll 1 Low-pass filter Yes 2+1 Yes No Voltage - Yes
Wau et al. [9] CcCll 1 Low-pass filter Yes 2+1 No No Voltage - Yes
Abuelma‘atti and Al-Qahtani [10] Cccll 1 Low-pass filter Yes 0+2 No Yes Current Yes No
Loescharataramdee et al. [11] Cccll 1 Low-pass filter Yes 0+1 Yes Yes Current Yes No
Tangsrirat et al. [12] CDTA 2 All-pass filter No 0+1 Yes Yes Current Yes No
Jaikla et al. [13] CDTA 1 All-pass filter No 2+1 No Yes Current Yes No
Tangsrirat and Tanjaroen [14] CDTA 1 Low-pass filter Yes 0+1 Yes Yes Current Yes No
Klahan et al. [15] CDBA 1 Low-pass filter No 2+1 No No Voltage - Yes
Sagbas et al. [16] CBTA 1 Low-pass filter Yes 0+1 Yes Yes Voltage - No
Pandey et al. [17] OTRA 1 All-pass filter No 3+1 No No Voltage - No
Pandey and Bothra [18] OTRA 1 Low-pass filter No 2+1 No No Voltage - Yes
Jaikla and Prommee [19] CCCDTA 1 All-pass filter Yes 1+1 No Yes Current Yes No
Kumngern [20] CCCDTA 1 Low-pass filter Yes 0+1 No Yes Current Yes No
Kumngern [21] CCCDTA 1 High-pass filter ~ Yes 0+1 No Yes Current Yes No
Uttaphut et al. [22] CCCCTA 1 All-pass filter Yes 0+1 No Yes Current Yes No
Gupta and Pandey [23] DO-VDBA 1 All-pass filter No 0+1 No Yes Voltage - No
Pitaksuttayaprot et al. [Y £] VDCC \ Low-pass filter Yes Y+) No Yes Current Yes  Yes
This work MSOs DVCCTA 1 Low-pass filter Yes 1+1 No Yes  Current/Voltage Yes  Yes

Remarks: (a) Active element (b) No. of active element per phase (c) Design technique (d) All grounded passive elements
(e) No. of R+C per phase (f) Additional amplifier (g) Electronic tune CO (h) Output type

(i) High output impedance for current-mode (j) Experimental results

al. [17], Pandey and Bothra [18] reported a large number
of resistors and capacitors are used, making the area of
the integrated circuit (IC) larger. A floating capacitor has
been used in literature [12-13, 17-18, 23], which are
unsuitable for fabrication in an integrated circuit. The
circuits reported in litertaure [7-8, 11-12, 14, 16] required
additional amplifiers for sinusoidal oscillation. The
stated conditions of oscillation in litertaure [8-9, 15, 17-
18] cannot be adjusted electronically.

The aim of this paper is to propose the use of three
MSOs using a single differential voltage current
conveyor transconductance amplifier (DVCCTA), a
single resistor, and a single capacitor per phase, and to
make use of all the grounded passive components. The
current outputs have a high impedance and are directly
connected to loads. The proposed circuits provide
multiphase signals that are equally spaced in phase and
of equal amplitude. It does not need additional amplifiers
for oscillation as it can be adjusted electronically. In
addition, the proposed MSOs show that the simulation
results with the PSPICE program and experimental

results with commercially available ICs agree well with
the theoretical analysis.

2. PRINCIPLE OF OPERATION

This topic presents the electrical characteristics of the
differential voltage current conveyor transconductance
amplifier as an active building block. It was used as the
basis for the design of the proposed MSOs. Next is
analysis of the various working operations of MSOs, and
last is a non-ideal case analysis of the proposed circuits.

2. 1. Differential Voltage Current Conveyer Trans-
conductance Amplifier The differential voltage
current conveyor transconductance amplifier
(DVCCTA) was used in the synthesis of the proposed
MSOs. The DVCCTA was published by Jantakun et al.
[27]. It shows the details of the electrical symbols and
equivalent circuits in Figure 1, which has various
terminals as follow: terminals (Y1 and Y) are input
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voltages, the voltage (Vx) at the X terminal is the
difference between the input voltages Vvyi and Vv, the
current (Iz) at the Z terminal is obtained by mirroring the
current (Ix) which is of equal amplitude, the output
current (lo) at the O terminal is caused by multiplying the
transconductance (gm) and the voltage (Vz). In addition,
these terminals have high impedance except for the X
terminal. The characteristics equation of DVCCTA can
be written by the relative voltage and current as follows:

lyy) (0 0 0 0 0)Ix
lyo| |00 0 0 0|V,
Ve [0 1 -1 0 0w, 1)
L | |1 0 0 0 o0fv
o ) L0 0 0 g 0)\Vg

The DVCCTA of the proposed circuit is implemented
by BJT technology. The transconductance (gm) can be
written as follows:

_ IB
Om = Ny : )
From Equation (2), the transconductance (gm) can be
adjusted electronically with the DC bias current (Ig). The
thermal voltage (V7) is equal to 26 mV at room
temperature.

2. 2. DVCCTA-based Gain-controllable Low-pass
Filter The gain-controllable lossy integrator,
which is also known as the gain-controllable low-pass
filter is shown here since the proposed MSOs are based-
on these integrators. The DVCCTA-based gain
controlled low-pass filters are shown in Figure 2. The
current transfer function of Figures 2(a), 2(b), and 2(c)
can be found in Table 2, which can be derived from the

Is
ly1 i lo
| DvCCTA | |
Y2 A
VYZ o—p Y2 X Z j4+—o0 VZ

(b)
Figure 1. DVCCTA (a) electrical symbol (b) equivalent
circuit

lino > Yl +0 —DOIO
DVCCTA
Y, X z
[P
FoT
(@)
lino—p Y, +O o lo
DVCCTA

|—Y2XZ

Y1 +O»olo
DVCCTA
oY, X Z

|||—|

R:CI

(©
Figure 2. Gain-controllable low-pass filter

TABLE 2. The current transfer function of Figure 2

Figure Transfer function
2@ lo(s) _, _20mR
lin(s) ~ 2sRC+1
IO(S)7+i
20 I(5) SRC/2+1
- lo(s) _, R
lin(s) ~SRC+1

DVCCTA features. The current output can be constructed
to work with non-inverting or inverting signals, as the
current transfer function can act as either non-inverting or
inverting gain-controllable low-pass filter.

Itis clear that all three circuits of the gain-controllable
low-pass filters have the same capability. This capability
is that the circuit consists of one DVCCTA, one grounded
resistor, and one grounded capacitor. Additionally, the
circuit can be electronically tuned by adjusting the
transconductance gain gm of the DVCCTA, making it
appropriate for IC implementation [28-30]. Furthermore, it
has high output impedances, allowing for simple cascading
in current-mode configurations.
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2. 3. The Proposed Mixed-mode Multiphase
Sinusoidal Oscillator The proposed three mixed-
mode multiphase sinusoidal oscillators, which are odd-
phase MSO, in Figures 3(a), 3(b), and 3(c) are
implemented. They are cascading the N identical stages
(N=3, 5, 7....) of the DVCCTA-based inverting gain-
controllable low-pass filters for each phase. The
sinusoidal signals are simultaneously generated for both
the current and the voltage-mode. The sinusoidal current
outputs are high impedance that can be cascaded directly
to load or the next stage without any additional current
amplifiers. However, the voltage outputs must be used
with voltage buffers to make it connect to the next stage.
Also, the even-phase MSO can be constructed by
cascading non-inverting and inverting gain-controllable
low-pass filters, as explained and reported in literature
[31]. The transconductance and passive components in
MSOs satisfy the equality conditions gm, C, and R. The
parameters of MSOs can be then analyzed, and the results
are summarized in Table 3. They provide the loop gain

T. Phianpranthong et al. / IJE TRANSACTIONS B: Applications Vol. 36, No. 05, (May 2023) 1023-1033

of the system, the characteristic equation, the CO and FO,
and the phase relationship. When the CO and FO are set
up, the steady-state magnitude ratios of the sinusoidal
signals for voltages and currents show the same
magnitude, as presented in Table 4. The output amplitude
level of each gain-controllable low-pass filter may be
easily stabilized using an optocoupler and photoresistor
that is described in literature [32].

It is clearly seen that the three mixed-mode MSOs
have the same ability, which is the CO can be tuned
electronically/simultaneously of the FO by adjusting the
DC bias current of DVCCTASs. Furthermore, when the
CO and FO are archived, the ratio of output signals are
close to unity. Consequently, the output signals are
equally in amplitude and spaced in phase with respect to
all oscillation frequencies.

2. 4. Non-ideal Case Analysis of The Proposed
Circuits The non-ideal analysis of the proposed
circuits is important to take the non-idealities of

Yq -0 Yq OoF—----- Y1 -0
DvCCTA, | DVCCTA, | DVCCTA, ||
o1 02 ON
Yo X Z -Op»o Yo X Z -Op»o Yo X Z -Op»o
Vos RZC I Vop R %C I Vo R2C I
(a)
Y1 -0 Y1 OoF—----- Y1 -0
DVCCTA, | DVCCTA, | DVCCTA, |
Yo X Z -Op»o Yo X Z -Op®»o Yo X Z -Op»o
: $i : $i : i
(b)
IOl |02 ION
J___ Yq -0 o J___ Y1 -O»o —L—_ Y1 -Op»o
= | bpvcera, = | DpvecTa, =| bvecra,
Y, X Z -O Y, X Z -OF——----- Yo, X Z -O
R&C ji RSC ji RSC ji
(©

Figure 3. The proposed MSOs
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TABLE 3. The MSOs parameters

Figure (@) (b) (© (d) (e)

N

-2gmR . N N+1 N 27 1 V4 s

3 (a) [2RC?+J =1 (jwesc2RC+1)" +(-)N**(2gR)" =0 2g,R > /1+tan N s = 5ot ¢_W
N

b —OmR . RC N N+1 N R> N+t 27 2 tan” _272'

10 | (o B (MR 0 szt o gD 9=

2

gmR N N N o 1 T 27

- ; N+1 1 _2r

3(c) {Wmu} =1 (jescRC+1)" +(-D)" " (gyR)"™ =0 gmR > /1+tan N Opse =2t #=

Remarks: (a) The system loop gain (LG) of the MSO circuits. (b) The frequency of oscillation @y, =27f

osc - the Barkhausen’s condition. (c) The

condition of oscillation (CO) .(d) The frequency of oscillation (FO) for N=3, 5, 7, ...(e) The phase relations of output sinusoidal signals.

TABLE 4. The ratio between the output sinusoidal signals

Figure The ratio of outputs

@ Loz (1) - [on ()| - [ Yor(iuse) | [Voz(iss)| - Von (1) - |Vor(ioms) | - | 20nR |
IOl(onsc)‘ IOZ(onsc)‘ lon (onsc)‘ VOl(Ja)osc)‘ Vo2 (Jnse) Von (J@sc) ‘ZRcwosc + l‘

3 (b) ‘Ioz(ja)osc)‘: ION(jwosc)‘: IOl(jwosc) = VOZ(jwosc)‘: ‘VON(jwosc) = VOl(jwosc) = ng =1
‘|01(jwosc)‘ IOZ(ja)osc)‘ Ton (J@esc) VOl(jwosc)‘ ‘VOZ(ja)osc) Von (J@5sc) M+1

2

- Loz (1) | lon (J%s0)| _ [ Jox(ise) | [Vozliese)| - [Von (T - |Vor(ese) |- | R | 4

IOl(onsc)‘ IOZ(Ja)osc)‘ Ton (Jwnse) VOl(onsc)‘ VOZ(onsc)‘ VON(onsc)‘ RC @y + l‘

DVCCTA, which consist of the voltage and current
tracking errors and the effects of the parasitic
conponents, with details as follows:

2. 4. 1. The Voltage and Current Tracking Errors
The voltage and current tracking errors of DVCCTA
must be occurred by the mismatch of internal BJT which
can be written with the characteristics equation as
follows:

) (0 0 0 0 0y
| [0 0 0 0 oV,
Vx 15|01 =72 0 0}V, ®)
l, [ la 0 0o o oy
o) L0 0 0 8gy 0J\Vg

where the voltage tracking errors from Y; and Y:
terminals to the X terminal are the y; and y,. The
current tracking error from X terminal to Z terminal is the
« , and the voltage tracking error from Z terminal for
transfer to O terminal is the g. The ideally values of «,

S, and y parameters are equal to unity. However, the

influence of the voltage and current tracking errors can
be examined for the proposed MSOs, as stated in Table
5.

2. 4. 2. The Effects of Parasitic Conponents The
parasitic resistances and capacitances of DVCCTA are
presented in Figure 4. The parasitic elements are
connected to the ground at terminals Y4, Y2, Z, and O due
to the presence of high impedances composed by
parasitic resistances (Rvi, Rv2, Rz, and Ro) and parasitic

TABLE 5. The CO and FO of MSOs by tracking errors effected

Figure FO

CO
3(@a) 2y, BgMR > ’1+tan2% Wose = Zy};ZRC tan%
3(b) 72BIMR > [+ tanzﬁ Dpsc = %tan%
3(c) BYmR 2 f1+tan2% Bose :é’_étan%
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Figure 4. Non-ideal DVCCTA model

capacitances (Cvi, Cy2, Cz, and Co). Simultaneously, the
X terminal has low impedance and has parasitic
resistance (Rx) connected in series. In Table 6, the effects
of parasitic resistances and capacitances on the
performance of the proposed MSOs are evaluated and
explained in detail. It can be observed that both the CO
and FO have been influenced by parasitic elements. It is
clear that these parasitic elements have downgraded the
performance of the proposed MSOs.

TABLE 6. The CO and FO of MSOs by the parasitic elements effected

Figure CO FO

Settings of parasitic elements

/ 1 Vg
3 ZE Wy, = —tan—
3(a) 20 1 Y10 1+ tan N losc Ve, 1 Yry N

, 2Y. Vd
2£ = Jtani
3(b) Om /YTl 3|1+ tan N Wosc Yo, N
{ 1 T
3 2 0,. = —tan—
3(c) Om /GR 1+ tan N losc YT1 /GR N

;=5 Gr=5 6=

1 1 1 1
-Gz =
Rvi

R," "R Ry

Gr1= Gz + Gy, Grp = Gg + Gy,,5Cr = 5(Cz + Cyy + C),
Y11= Gry* 8Cr, Yrp = Grp + Gy,

1 1 1 1
= ?'GR: E’GYl: ?:szz R
z Y1 Y2

Gry= Gz + Gyy + Gg,SCpy = 5(Cz + Cyy), 5Crp = s(C+ Cyp),
Y11= Gry+ 8Cry, Yrp = Gy + 8Cpyp

1 1 1
Gz=-Gr=5.Gy2= o,

Rz R Ry
Gri= G, + Gy,, SCr = s(C; + Cy, + C),
Y11= Gy + Gy

3. RESULTS OF SIMULATION AND EXPERIMENTAL

To prove the validity of the theoretical analysis, the
proposed mixed-mode MSO circuit in Figure 3(c) was
chosen as a simulation example. For example, N = 3 or
three phase sinusoidal oscillators have been simulated
through the PSPICE program. Figure 5 shows the internal
construction of DVCCTA which is created by the PNP

and NPN transistors using the parameters of the PR200N
and NR200N bipolar transistors of the ALA400 transistor
array from AT &T [32]. The setting of the condition of
oscillation must have a value about of 2. In this
arrangement, the resistors in the circuit have a standard
value of R =2 kQ and DC bias current of  Ia = 50 HA
and Is = 50 YA has been specified. The capacitor chooses
a standard value of C = 1 nF and the power supply voltage

Q12 Q13

e
~
QlO

ETX

o Vee

Y
2 Qs Q7 — Qs
Ia
-
IS

Qg
|/
o A <)

Figure 5. The internal construction of DVCCTA
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is set at £1.5 V. The proposed MSO waveforms of log,
lo2, and losz have been simulated and plotted with two
states, including: the transient-state at 0 to 1000 us of
time simulation, as shown in Figure 6, and the steady-
state, as shown in Figure 7. The frequency spectrums of
the sinusoidal signals which have a frequency of 137 kHz
are presented in Figure 8. When compared to the
theoretically determined frequency of 137.83 kHz, the
sinusoidal signals have a frequency error of 0.60 % which
may have been caused by a voltage and current tracking
error, as well as by the parasitic components described in
the previous section. The total harmonic distortions
(THD) of sinusoidal signals lo1, loz, and loz have values
of 0.793%, 0.726%, and 0.799%, respectively. The
Lissajous patterns in Figure 9 show the phase
relationships between output signals lo1 - loz, loz - los,
and loz- log.

In addition, the sinusoidal waveforms of voltage
outputs are depicted in Figures 10 and 11, which are
transient and steady state, respectively. Figure 12 depicts
the THD and spectrum frequencies of the sinusoidal
signals, where THD is defined as 0.343 %, 0.324 %, and
0.298 % of Vo1, Voo, and Vos, respectively.

20

104

o
T

Current (uA)

-10

-20

0 0.5 1.0
Time (ms)

Figure 6. The current waveforms of proposed MSO during
transient-state

20

|03 IOZ IOl
10+

3
2 0
g
5
o

-10 4

-20 + + T

900 905 910 915 920
Time (ps)

Figure 7. The current waveforms of proposed MSO during
steady-state
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Figure 8. Frequency spectrum of loz, loz and lo3
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Figure 9. The Lissajous patterns (a) lo,~lo, (b) lo>-los and
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The phase relation of Vos - Vo, Voz - Vos, and Vos - g 0 ° ]
Vo1 are plotted in Figure 13. As demonstrated in Figure T w00l o |
14, the simulation results and theoretical calculation of
the oscillation frequency can be plotted by adjusting the S00l i
resistor values between 400Q and 2k while keeping 5
the ratio _of resistor-to-DC bias constant. The S|mulat|_on I e PR PRy ey
frequencies range between 137 kHz and 612 kHz, which Resistor ()

are close to the theoretical calculation. Figure 14. The oscillation frequency adjustment
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However, in practice, the tolerance errors of passive
conponents affect the performance of proposed MSO
circuits. These tolerance errors can be analyzed by using
the Monte Carlo Analysis. The Gaussian probability
distributions were set with 100 trials, which had a 1%
tolerance error for each resistors and a 10% tolerance
error for each capacitors. The simulation result can be
plotted on the histogram of spread space FO as shown in
Figure 15. The minimum and maximum of FO are
121.558 kHz and 157.007 kHz, respectively. The mean
and median of FO are 136.054 kHz and ¥5.789 kHz,
respectively.

To confirm the performance of the proposed MSQO so
that it conforms to the theory and the simulation, the
circuit in Figure 3(c) is chosen as an experimental
example for N = 3. The DVCCTA has been constructed
using commercial 1Cs: AD830, AD844, and LM13700N
as shown in Figure 16. The setting for the CO was set by
a value of gmR greater than 2 which is set by configuring
a value of R = 2 kQ and bias currents are about Iz = 50
MA. The capacitors are chosen with a value of C = 1 nF.
The input bias currents were tested with a Keysight
34461A and using a Siglent SPD3303C power supply
was used to power the circuit by =5 V. The Keysight
DS0X3024T oscilloscope is used to display and measure
sinusoidal waveforms parameters. The experimental is
set up by the hardware used in Figure 17. The
experimental results in Figure 18 are show the sinusoidal
output waveforms of Voi, Vo2, and Vosz which can
generate a frequency of oscillation at 131.24 kHz. The
calculated FO yields 137.83 kHz, while the FO of
experimental had a 4.78% error frequency. The phase
relationships between Vo1 - Voz, Vo2 -Vo3, and Vos- Vou
are 118.36°, 121.46°, and 120.24°, respectively, which is
in accord with the theory proposed. The frequency
spectrum of Vo1, Voo, and Vos are displayed in Figure 19
and the total harmonic distortions were measured at
0.56%, 0.44%, and 0.78%, respectively. In addition, the
experimental results in Figures 19(a), 19(b) and 19(c)
show the the magnitude of the first harmonic was higher
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Figure 15. The histograms of the possible spread of FO
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Figure 18. The output waveforms of the MSO
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Figure 19. Spectrums frequencies of the MSO (a) Vou, (b)
Voz, and (c) Vos

than the second harmonic by about 46 dB, 46.4 dB and
42.8 dB, respectively. It is pleasing that simulation and
experiment results correspond well with theoretical
analysis.

4. CONCLUSION

The three circuits of mixed-mode MSO using DVCCTA
have been presented. They consist of a single DVCCTA,
a single grounded resistor, and a single grounded
capacitor for each phase. The proposed MSOs are both
equally phased and of equal amplitude, which do not
require additional amplifier for sinusoidal oscillation.
Moreover, high impedance output currents are cascaded
to the load without current buffers. Also, the oscillation
can be adjusted simultaneously by the oscillation
frequency using the electronic method. Finally, to
confirm the validity of the proposed MSQOs theory, it has
been simulated with the PSPICE program and
experimentally with commercially available ICs. The
simulated and experimental results are completely
consistent with the theory.
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