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A B S T R A C T  
 

 

Support Vector Machine classifiers are widely used in many classification tasks. However, they have 

two considerable weaknesses, Unclassifiable Region (UR) in multiclass classification and outliers. In 

this research, we address these problems by introducing Probabilistic Least Square Twin Support Vector 
Machine (PLS-TSVM). The proposed algorithm introduces continuous and probabilistic outputs over 

the model obtained by Least-Square Twin Support Vector Machine (LS-TSVM) method with both linear 

and polynomial kernel functions. PLS-TSVM not only solves the unclassifiable region problem by 
introducing a continuous output value membership function, but it also reduces the adverse effects of 

noisy data and outliers. For showing the superiority of our proposed method, we have conducted 

experiments on various UCI datasets. In the most cases, higher or competitive accuracy to other methods 
have been obtained such that in some UCI datasets, PLS-TSVM could obtain up to 99.90% of 

classification accuracy. Moreover, PLS-TSVM has been evaluated against ”one-against-all” and ”one-

against-one” approaches on several well-known video datasets such as Weizmann, KTH, and UCF101 

for human action recognition task. The results show the higher accuracy of PLS-TSVM compared to its 

counterparts. Specifically, the proposed algorithm could improve respectively about 12.2%, 2.8%, and 
12.1% of classification accuracy in three video datasets compared to the standard SVM and LS-TSVM 

classifiers. The final results indicate that the proposed algorithm could achieve better overall 

performances than the literature.  

doi: 10.5829/ije.2022.35.01a.01 
 

 
1. INTRODUCTION1 
 
Pattern recognition and classification methods are 

applied to a vast range of real-world applications such as 

image classification [1-3], disease detection [4], text 

classification [5],  and so on. The significant growth in 

these applications shows the necessity of fast and 

classifiers.  

For classification tasks, different machine learning 

classifiers have been applied. The recent research 

indicates that Support Vector Machines has better 

performance among other classifiers in most cases [6-11]. 

However, SVM-based classifiers suffer from several 

major problems. The first problem is that they are very 

sensitive to noisy data and outliers. The reason is optimal 

hyperplane obtained by only a small part of samples 

(support vectors) [12]. Second, the class-boundary-skew 
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will be met when SVM is applied to the problem of 

learning from imbalanced datasets when for instance, one 

class (suppose negative data) strongly outnumber the 

other class (positive samples) [13]. In that case, the class 

boundary can be skewed towards the Negative class. As 

a result, the false-negative rate can be very high and can 

make SVM ineffective in identifying the targets that 

belong to the positive class, which results in the class-

boundary-skew problem. Third, the occurrence of 

unclassifiable regions (URs) when SVM classifiers are 

applied to multiclass problems.  

UR occurs when a multiclass classification 

application assigns two or more classes to one data 

sample. In another word, it appears when the classifier 

can not distinguish between the actual class 

corresponding to the data-sample and other classes. This 

may also happen as a result of an imbalance dataset or 
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general noises in image recognition tasks. For instance, 

suppose an application has to distinguish between daily 

human activities from a set of short videos. The case 

study videos may suffer from problems such as viewpoint 

change, ambient occlusion, illumination change, and 

intra-class action variations [14] that generally occur in 

image and video classification tasks. Consequently, the 

application may face difficulty in discriminating between 

two similar classes, such as ”walking” and ”running”, 

and it results in an inaccurate classification.  

The problem of unclassifiable regions has been 

addressed in a number of stuides. A weighted voting 

mechanism formulated by a base classifier has been 

proposed to eliminate the unclassifiable area [15]. The 

results based on the logistic regression and support vector 

machine show higher accuracy and efficiency by 

modifying the basic classifier. In some of the works, an 

optimized continuous decision function based on fuzzy 

support vector machine (FSVM) has been developed to 

enhance the classification performance [16-18]. A 

truncated polyhedral pyramidal membership function has 

been proposed over the decision functions obtained by 

training the SVM for each class [19]. As the methods 

obtain the same classification results, for the data points 

within the classifiable regions, the generalization ability 

of the FSVM is the same with or better than that of the 

SVM. A fuzzy classifier based on the support vector 

machine has been proposed by introducing the concepts 

of fuzzy linear separability and fuzzy hyperplanes. The 

proposed fuzzy classifier is robust to the class label 

perturbation and have been applied in the medical 

diagnosis. It can obtain a good generalization 

performance and meanwhile can solve the unclassifiable 

regions by finding the membership that an example 

belongs to the positive or negative class [20]. A decision 

margin based fuzzy output SVM approach has been 

proposed by Yang [21] to reduce the unclassifiable 

regions and improve the accuracy of the incident ticket 

classification. The multiclass support vector machine 

(SVM) has also been used following decision-directed 

acyclic graph (DDAG) to address the unclassifable 

regions for predicting the unkown fault prediction [22]. 

Nesting-One-Against-One algorithm [23] and vector 

projection method [24] are the other methods to handle 

the unclassifable region problem. 

The proposed algortihms to solve the UR problem are 

mainly based on the standard SVM algorithm and there 

are a few corresponding works on the TWSVM. 

Moreover, since the TWSVM and the SVM have 

different mechanisms, the approach of modifying the 

latter cannot be used directly to the former one. 

Therefore, we aimed to study the UR problem of 

TWSVM-type algorithms. Accordingly, following the 

line of research conducted by Khemchandani and Suresh 

[25], Liu and Yen-Ting [26], a novel Probabilistic Output  

Multi-class Least Square Twin Support Vector Machine 

(PLS-TSVM) algorithm was proposed in which a 

contineous decision function has been introduced to the 

outputs of the LS-TSVM hyperplane [27].  

To validate our proposed method, we conducted 

experiments on a set of UCI datasets to compare PLS-

TSVM with SVM, TWSVM, and LS-TSVM. Then, PLS-

TSVM has been applied on three well-known and 

widely-used video datasets, namely Weizmann, KTH and 

UCF101 to compare it with the literature. 

 

 

 

2. PROBABILISTIC LEAST SQUARE TWIN SUPPORT 
VECTOR MACHINE 
 
Although much research based on least square twin 

support vector machine has been presented [28-33] they 

are incapable of eliminating the consequences of 

unclassifiable regions. Therefore as it was also mentioned 

previously, our motivation in this research is to propose 

a classifier based on LS-TSVM that addresses the 

unclassifiable regions (URs).  

The proposed algorithm consists of two main steps. 

Firstly, two nonparallel separating hyperplanes are 

obtained as the solutions of the Quadratic Programming 

Problems (QPPs) problems in TSVMs. In this step, we 

introduced both linear and nonlinear models. Secondly, 

the classification decision rule is defined probabilitically 

according to the linear and nonlinear models, repectively. 

In following, we present PLS-TSVM in more details.  
 
2. 1. Linear PLS-TSVM                Given a dataset D, we 

denote the training data of class +1 and class -1 by matrix 

A and B, respectively. If 𝑑+ and 𝑑− denote the training 

sets with label +1 and -1, respectively, then A would be 

∈ 𝑅𝑑+×𝑚 and matrix 𝐵 ∈ 𝑅𝑑+×𝑚, where m is the problem 

dimension.  
In PLS-TSVM, the primal problem as well as the 

equality constraints are the same as that of LS-TSVM 

[27]: 

 

(1) 

where 𝑐1 > 0 are penalty parameters, e is the 1’s vectors, 

and y is vectors of slack variables, respectively. 

Substituting the equality constraints into Equation (1), we 

have: 

 
(2) 

Next, the gradient of Equation (2) with respect to 

(𝑤)1and (𝑏)1is set to zero and we have: 
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(3) 

(4) 

Now, arranging Equations (3) and (4) in matrix form and 

solving for (𝑤)1 and (𝑏)1 gives: 

 
(5) 

 
(6) 

 
(7) 

Lets 𝑃 = [𝐴 𝑒] and 𝑄 = [𝐵 𝑒] , the solution becomes as: 

 
(8) 

Similarly, the solution of QPP Equation (9) can be found 

as shown in Equation (10): 

 

 

(9) 

 
(10) 

In this way, two nonparallel separating hyperplanes are 

obtained. As we know the linear LS-TSVM completely 

solves the classification problem with just two systems of 

linear equation as opposed to solving two QPPs in TSVM 

or one in QPP in SVM which helps the proposed PLS-

TSVM to be faster than the other two algorithm in the 

training phase. 

 

2. 2. Nonlinear PLS-TSVM              To obtain the 

nonlinear model, the following kernel generated surfaces 

are introduced: 

 

 

(11) 

where 𝐶 = [𝐴; 𝐵] and K is an arbitrary kernel. Now, the 

primal problems of the nonlinear PLS-TSVM is defined 

with 2-norm of slack variables. The equality constraints 

corresponding to surfaces Equation (11) are given in 

Equations (12) and (13), respectively. 

 

(12) 

and: 

 

(13) 

If the constraints are substituted into the objective 

function, the QPPs take the following form: 

  

 

(14) 

 

 

(15) 

Finally, the solutions of Equations (14) and (15) is 

derived as: 

 
(16) 

 

(17) 

where 𝑀 = [𝐾(𝐴, 𝐶𝑇)𝑒] and 𝑁 = [𝐾(𝐵, 𝐶𝑇); 𝑒] 
 

2. 3. Classification Decision Rule                The second 

step of PLS-TSVM is defining a decision rule for each of 

the proposed linear and nonlinear model. For a new 

testing point x, the corresponding class label is assigned 

by the following decision function in the linear case 

where 𝑖 ∈  {1, 2, . . . , 𝑘}: 

          

(18) 

In nonlinear PLS-TSVM, the function 𝑓𝑖(. ) is defined as 

follow: 

            

(19) 

The class which earns the highest voting number will be 

the final output. If more than one class earns the highest 

voting number, probabilistic output function Equations 

(20) and (21) will be used to convert the discrete output 

to the continuous case. Let n present index of classes earn 

the highest voting number. In other words, when the 

decision function outputs the same highest numbers for 

various classes, it results in unclassifiable regions arisen. 

Therefore, Equations (20) or (21), will be used for each 
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individual, and the final decision will be made by 

comparing the output numbers of the probabilistic 

decision function Equation (22).  

In the case of linear PLS-TSVM, the corresponding 

decision function is defined as follow 𝑛 ∈
{𝑎𝑟𝑔𝑚𝑎𝑥(𝑓𝑖(𝑥))}: 

            

(20) 

And in the case of nonlinear PLS-TSVM, the decision 

function is as follows: 

            

(21) 

where the membership function is computed as follow: 

 
(22) 

 
(23) 

Similary, for the nonlinear PLS-TSVM we have: 

   

 

(24) 

The final classification decision of the improved voting 

strategy is made with Equation (22). Figure 1(a). shows 

the decision function of LS-TSVM and Figure 1(b). 

shows 𝑓(𝑥) in PLS-TSVM calculated by Equation (20). 

for positive and negative samples, the farther from the 

separating hyperplanes, the greater probabilistic output 

value |𝑓 (𝑥)| will be obtained. This is to say that 𝑓(𝑥) is 

a suitable continuous output for LS-TSVM. Similar to the 

continuous output in SVM and TWSVM, the values 

range of 𝑀(𝑥) in our model also from negative infinity to 

positive infinity [34]. In Figure 2, the proposed algorithm 

has been illustrated whithin the human action recognition 

framework. 

 

2. 4. Discussion on PLS-TSVM         PLS-TSVM is an 

extension of LS-TSVM based on a probabilistic output 

function to solve unclassifiable regions (URs) problem in 

multiclass classification.  
The constraints of LS-TSVM require the hyperplane 

to be at a distance of exactly one from the points of the 

other class. In PLS-SVM, a continuous probabilistic 

output has been defined. The samples in URs are handled 

with different degrees of memberships for different 

classes. We selected the UCI Wine dataset with two of its 

features to show the effect of PLS-TSVM’s decision 

function. Figure 3 shows the proposed PLS-TSVM 

classifier with its probabilistic decision function within 

the human action recognition framework based on the 

one-against-one strategy. Linear kernel and polynomial 

kernel of degree 4 have been used in this figure. The 

illustrated black region does not belong to any class 

(URs). We can observe that the decision function of PLS-

TSVM has a high effect on resolving the unclassified 

region. 

 
 

3. EXPERIMENTAL RESULTS 
 

In this section, we evaluated the test results of PLS-

TSVM’s experiments on UCI datasets. Then we applied 

PLS-TSVM on human activity recognition application. 

We first compared the accuracy of PLS-TSVM with  

 

 

 
(a) 

 
(b) 

 

Figure 1. (a) indicates decision function of LS-TSVM, (b) 

illustrates f(x) calculated by Equation (20) in PLS-TSVM 

 

 

 
Figure 2. The human action recognition framework based 

on the proposed algorithm, PLS-TSVM is illus-trated in this 

figure 
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               LS-TSVM                          PLS-TSVM 

 
 

           Polynomial TSVM             Polynomial PLS-TSVM 

Figure 3. Geometric interpretation of multi-class LS-TSVM 

and PLS-TSVM 

 

 

SVM, TWSVM, and LS-TSVM, then compared the 

obtained results from video datasets, namely, Weizmann, 

KTH, UCF101 with the literature to show the good 

performance of PLS-TSVM. The experiments were 

performed on an Intel Core i7 processor with 32 GB 

RAM. The optimal values for the parameters were found 

by the grid search method. In this regard, the optimal 

values for C and γ parameters where selected from the 

range {2𝑖 | 𝑖 = −5, −3, −1, 0, 1, 3, 5}. 
 

3. 1. UCI Data Sets              In this subsection, the 

performance of PLS-TSVM is compared with LS-

TSVM, TSVM, and SVM. For these experiments, we 

utilized 9 UCI data sets, which their 141 characteristics 

are provided in Table 1. The results of these experiments 

with Linear and RBF kernels are provided in Tables 2 and 

3, respectively, using 5-fold cross-validation method. 

Optimal C, γ parameters were also provided in both 

tables. In the Tables 2 and 3, the third value in each cell 

shows the rank of each algorithm based on the 

corresponding dataset. For example, PLS-TSVM has the 

rank of 3 in terms of the prediction accuracy among the 

four SVM-based algorithms using Balance dataset. The 

average of these ranks have been reported as the overall 

rank in the last row of the Tables 2 and 3 [30]. As can be 

seen in both tables, our proposed method obtained the 

least rank score among the three other algorithms. 

As it can be observed in Table 2, PLS-TSVM 

outperformed other competitors in 6 data sets out of 9. It 

should also be pointed out that in cases which UR has not 

occurred, PLS-TSVM has obtained the same accuracy 

with that of LS-TSVM in both kernels. The results in 

Table 3 show that our prosed algorithm had better or 

equal performance in 7 data sets. It can be concluded that 

PLS-TSVM was successful in the case of improving the 

performance of classification in the face of the 

Unclassifiable region’s occurrence. 

 

3. 2. Human Action Video Datasets               The reason 

why we employ the human activity datasets is that in 

human action recognition (HAR), a strong occurrence of 

outliers is highly probable due to the errors in key-point 

detection, noisy data, occlusion, etc. However, there are 

no capabilities in SVM, TSVM, and LS-TSVM to handle 

it. The other problem is that these algorithms were 

originally designed for binary classification, while HAR 

is practically a problem of multiclass classification. In 

SVM and TWSVM family framework, ”one-against-all” 

and ”one-against-one” approaches are usually solve 

multiclass classification. They suffer from the 

unclassifiable region (UR) problem. However, PLS-

TSVM resolved unclassifiable region (UR) problem by 

continuous decision function.  

According to the above reasons, PLS-TSVM has been 

employed to understand human actions. For this purpose, 

we have compared our PLS-TSVM method with other 

related methods on the Weizmann, KTH, and UCF101 

action datasets. 

Figures 4 and 5 provide some sample frames of action 

datasets. In our experiments, the leave-one-out cross-

validation approach was used on Weizmann and KTH to 

evaluate the performance of the proposed method. In 

UCF101 experiments, we have used the predefined splits 

by authors for training-testing and report the average 

accuracy. The linear kernel has been utilized in all 

experiments. we set a = b = 1 in membership function to 

reduce the computational complexity of parameter 

selection. 

 
3. 2. 1. Weizmann Dataset              In this dataset, there 

are 90 low-resolution (180×144 pixels) video sequences 

from 10 natural actions perfromed by nine persons. The 

actions (classes) are: walking (walk), running (run), 

jumping (jump), galloping sideways (side), bending  

 

 
TABLE 1. Characteristics of selected UCI data sets for the 

experiments 

Dataset # of features # of features # of classes 

Balance 626 4 3 

Dermatology 367 34 6 

Glass 215 10 6 

Ecoli 328 7 5 

Iris 151 4 3 

Teaching Evaluation 152 5 3 

Wine 179 13 3 

Vowels 991 13 10 

Vehicle 847 18 4 
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TABLE 2. Experiment results on UCI datasets with Linear Kernel. The optimal values for the parameters (𝐶1, 𝐶2) have been found 

using grid search method in the range of {2𝑖| i = -5,-3,-1,0,1,3,5}. The accuracy rank of each algorithm has also been computed and 

averaged in the last row 

Dataset 

SVM 

(𝑪) 

Acc ± std 

Rank 

TSVM 

(𝑪𝟏, 𝑪𝟐) 

Acc ± std 

Rank 

LS-TSVM 

(𝑪𝟏, 𝑪𝟐) 

Acc ± std 

Rank 

PLS-TSVM 

(𝑪𝟏, 𝑪𝟐) 

Acc ± std 

Rank 

Balance 

2−1 

91.70%±0.02% 

1 

2−3, 22 

90.72 %±1.93 % 

2 

2−2, 2−5 

89.68 %±3.34 % 

3 

2−2, 2−5 

89.68 %±3.34 % 

3 

Dermatology 

2−3 

97.80 %±0.01 % 

2 

2−4, 2−2 

97.56 %±3.66 % 

3 

23, 23 

97.60 %±3.25 % 

3 

25, 23 

98.44 %±2.98 % 

1 

Ecoli 

24 

89.60 %±0.02 % 

3 

2−2, 2−1 

89.58 %±3.80 % 

4 

2−3, 2−3 

89.67 %±3.69 % 

2 

2−3, 2−3 

89.71 %±3.40 % 

1 

Glass 

22 

95.30 %±0.03 % 

1 

22, 2−5 

91.12 %±3.98 % 

4 

2−3, 2−4 

93.94 %±5.00 % 

3 

2−3, 2−4 

94.15 %±3.81 % 

2 

Iris 

2−3 

98.04 %±0.04 % 
1 

2−2, 2−3 

98.00 %±1.63 % 

2 

2−2, 2−3 

98.00 %±1.63 % 

2 

2−2, 2−3 

98.00 %±1.63 % 

2 

Optdigits 

24 

89.64 %±0.02 % 

3 

2−2, 2−1 

89.36 %±3.77 % 

4 

2−3, 2−3 

89.78 %±3.15 % 

2 

2−3, 2−3 

90.18 %±3.40 % 

1 

Teaching Evaluation 

21 

56.30 %±0.09 % 

3 

21, 20 

55.65 %±9.40 % 

1 

2−2, 2−2 

53.05 %±11.61 % 

4 

2−2, 2−2 

56.35 %±11.54 % 

2 

Wine 

2−5 

98.90 %±0.02 % 
1 

2−1, 2−4 

97.76 %±2.08 % 

2 

2−4, 2−3 

98.73 %±2.13 % 

3 

2−4, 2−3 

98.73 %±2.13 % 

3 

Vehicle 

2−4 

81.10 %±0.01 % 

4 

2−1, 2−1 

81.20 %±1.11 % 

3 

2−2, 2−2 

81.56 %±1.99 % 

2 

2−2, 2−2 

82.74 %±1.80 % 

1 

Vowel 

24 

82.60 %±0.03 % 

2 

2−2, 2−1 

75.45 %±2.42 % 

4 

20, 2−1 

76.96 %±2.84 % 

3 

20, 2−1 

83.02 %±2.48 % 

1 

Overall Rank 2.33 3.33 3.00 1.88 

 

 

(bend), one-hand-waving (wave1), two-hands-waving 

(wave2), jumping in place (pjump), jumping jack (jack), 

and skipping (skip). To compute the recognition rates, 
 

 

 
(a) 

 
(b) 

Figure 4. Some examples of video sequences in (a) 

Weizmann and (b) KTH datasets 
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TABLE 3. Experiment results on UCI datasets with RBF Kernel. The optimal values for the parameters (𝐶1, 𝐶2, 𝛾) have been found 

using grid search method in the range of {2𝑖| i = -5,-3,-1,0,1,3,5}. The accuracy rank of each algorithm has also been computed and 

averaged in the last row. 

Dataset 

SVM 

(C,γ) 

Acc ± std 

Rank 

TSVM 

(𝑪𝟏, 𝑪𝟐, 𝜸) 

Acc ± std 

Rank 

LS-TSVM 

(𝑪𝟏, 𝑪𝟐, 𝜸) 

Acc ± std 

Rank 

PLS-TSVM 

(𝑪𝟏, 𝑪𝟐, 𝜸) 

Acc ± std 

Rank 

Balance 

23, 2−3 

96.18 %±0.02 % 

4 

2−3, 2−1, 2−5 

95.36 %±0.78 % 

3 

2−3, 2−3, 2−5 

99.52 %±0.39 % 

2 

2−3, 2−3, 2−5 

99.84 %±0.41 % 

1 

Dermatology 

2−1, 2−1 

91.70 %±0.02 % 

1 

2−3, 22, 2−1 

90.72 %±1.93 % 

2 

2−2, 2−5, 2−1 

89.68 %±3.34 % 

3 

2−2, 2−5, 2−1 

89.68 %±2.74 % 

3 

Ecoli 

2−1, 22 

88.00 %±0.00 % 

3 

2−3, 2−1, 2−4 

89.89 %±1.93 % 

1 

2−3, 2−1, 2−4 

89.29 %±2.55 % 

1 

2−3, 2−1, 2−4 

89.29 %±2.55 % 

1 

Glass 

24, 2−4 

93.00 %± 0.00% 

4 

2−5, 24, 2−5 

97.19 %±1.75 % 

3 

2−2, 2−5, 2−1 

99.44 %±1.11 % 

2 

2−2, 2−5, 2−1 

99.90 %±1.11 % 

1 

Iris 

22, 2−4 

97.00 %±0.00 % 

3 

2−4, 2−5, 2−5 

98.00 %±1.63 % 

2 

2−1, 2−1, 24 

98.66 %±1.63 % 

1 

2−1, 2−1, 24 

98.66 %±1.63 % 

1 

Optdigits 

21, 2−5 

99.28 %±0.00 % 

2 

2−4, 2−4, 2−5 

98.89 %±1.00 % 

3 

20, 2−2, 2−5 

99.50 %±0.59 % 

1 

20, 2−2, 2−5 

99.50 %±0.59 % 

1 

Teaching Evaluation 

25, 22 

60.30 %±0.02 % 

4 

2−2, 2−1, 2−1 

66.79 %±8.37 % 

1 

20, 20, 2−4 

62.50 %±10.85 % 

3 

20, 20, 2−4 

64.50 %±9.99 % 

1 

Wine 

2−1, 2−5 

98.90 %±0.02 % 

2 

2−5, 2−4, 2−5 

97.19 %±1.75 % 

3 

20, 2−1, 2−4 

99.44 %±1.12 % 

1 

20, 2−1, 2−4 

99.44 %±1.12 % 

1 

 

Vehicle 

25, 2−5 

82.51 %±0.04 % 

4 

2−3, 2−3, 2−5 

83.46 %±2.86 % 

3 

2−5, 2−4, 2−5 

84.99 %±2.29 % 

2 

2−5, 2−4, 2−5 

87.69 %±2.46 % 

1 

Vowel 

2−5, 2−3 

99.6 %±0.0 % 

1 

2−5, 2−3, 2−5 

86.96 %±2.12 % 

4 

24, 24, 2−5 

95.45 %±2.30 % 

3 

24, 24, 2−5 

95.55 %±2.30 % 

1 

Overall Rank 3.11 2.77 2.11 1.55 

 

 

leave-one-out cross-validation has been employed in 

which the videos of 8 actors are used as the training 

dataset and one person for the test. 
The results of PLS-TSVM has been reported in Table 

4 which are the average accuracy rate of 9 independent 

runs. As it has been shown, the accuracy rate of PLS-

TSVM is higher than most of the state-of-the-art 

methods. However, some approaches, such as [35-41] 

reported more accurate predictions. In this regard, it 

should be noted that these later approaches used 

additional data founded by tracking or background 

subtraction. Furthermore, the training time of some 

methods such as Ada-boost based classifiers is 

considerably higher than PLS-TSVM.  

 
Figure 5. Example frames from video sequences of 

UCF101 datasets 
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TABLE 4. Accuracy rates of different methods on the 

Weizmann dataset (*Background subtraction has been used to 

localize actors) 

Method Classifier Average Accuracy 

Niebles [42] SVM 72.80% 

Liu [43] KNN 71.69% 

Fathi [40] Adaboost 100%* 

Bregonzio [44] SVM-NN 96.66% 

Wang [45] SVM 92.1 % 

Jiang (motion) [41] 
Tree 

Learning+KNN 
88.89% * 

Jiang (shape) [41] 
Tree 

Learning+KNN 
81.11% * 

Jiang (shape+motion) 

[41] 

Tree 
Learning+KNN 

100% * 

Chou [46] NNC-GMMC 95.56% 

Goudelis [47] SVM 95.42% 

Arunnehru [48] 3D-CNN 96.37% 

Nasiri [27] LS-TSVM 85.56% 

Singh [49] SVM 97.66% 

Aslan [50] KNN 91.11% 

Vishwakarma [51] SVM 97.50 % 

Vishwakarma [52] SVM-HMM 96.00% 

Ramya [53] NN 92.50% 

Our method PLS-TSVM 97.78% 

 

In order to demonstrate the capabilities of PLS-

TSVM, the accuracy rate and training time between 

SVM, LS-TSVM, and PLS-TSVM has also been 

compared in Table 5. As it is shown, the Haris3D detector 

and HOG/HOF descriptor are similarly conducted in the 

experiment. We observe that PLS-TSVM outperformed 

the LS-TSVM result by 12% on Weizmann. Also, PLS-

TSVM performed several orders of magnitude faster than 

SVM. Figure 6 (a,b) shows the confusion matrices for the 

Weizmann dataset with the LS-TSVM and PLS-TSVM 

classifiers, respectively. 

 
3. 2. 2. KTH Dataset              KTH dataset was introduced 

in literature [54] which has six types of human actions 

namely: walking, jogging, running, boxing, hand waving, 

and hand clapping, performed several times by 25 

subjects. Similar to the Weizmann dataset, leave-one-out 

cross-validation has been employed. The confusion 

matrix of LS-TSVM and PLS-TSVM has been shown in 

Figure 6 (c,d). It shows more accurate predictions found 

by PLS-TSVM in comparison with the LS-TSVM. 

Overall accuracy is 95.21% on average. The accuracy 

rates of different methods on the KTH dataset are shown 

in Table 6. 

The computional time of PLS-TSVM has been shown 

in Table 7 according to one-against-one protocol for 

multiclass classification. From the table, it is observed 

that the training time of all leave-one-out cross-validation 

 

 

 
Figure 6. Confusion matrix of PLS-TSVM compared to LS-TSVM: (a, b) the Weizmann dataset, (c,d) the KTH dataset.me 

examples of video sequences in (a) Weizmann and (b) KTH datasets 
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TABLE 5. Performance on the Weizmann with Harris3D 

detector and HOG/HOF descriptor 

Classifier SVM LS-TSVM PLS-TSVM 

Computational Time Time(s) Time(s) Time(s) 

Harris3D+HOG/HOF 84.4% 85.56% 97.78% 

 2.9497 0.1082 0.1259 

 

 

is about 8 minutes and 5 hours for PLS-TSVM and SVM, 

respectively. This is because PLS-TSVM does not 

require any special optimizers, whereas SVM has been 

implemented with fast interior-point solvers of the 

Mosek optimization toolbox for MATLAB. It is also 

interesting to mention that using two nonparallel 

hyperplanes in PLS-TSVM gives an accurate model for 

human activity. 

 

 

 
TABLE 6. Accuracy rates of different methods on KTH dataset 

Method Classifier Average Accuracy 

Schuldt [54] SVM 71% 

Dollar [55] KNN 81% 

Wong [56] WX-SVM 91.6% 

Jhuang [57] Bio-Inspired 91.7% 

Niebles [42] pLSA 83% 

Fathi [40] AdaBoost 90.5% 

Klaser [58] SVM 91.4% 

Liu [59] VWC-Correlation 94.16% 

Wang [45] SVM 92.1 % 

Kovashka [60] SVM 94.53% 

Shao [61] SVM 93.89% 

ghodrati [62] clustering+KNN 93% 

Jiang [41] Tree Learning+KNN 93.4% 

Liu [37] Boosted NBNN 92.7% 

Goudelis [47] SVM 93.14% 

Chou [46] NNC-GMMC 90.58% 

An [63] Deep Model 91.2% 

Arunnehru [48] 3D-CNN 93.43% 

Nasiri [27] LS-TSVM 92.33% 

Singh [49] SVM 94.50% 

Aslan [50] KNN 96.14% 

Vishwakarma [51] SVM 96.60 % 

Vishwakarma [52] SVM-HMM 96.66% 

Ramya [53] NN 91.40% 

Our method PLS-TSVM 95.21% 

TABLE 7. Performance on the KTH with Harris3D detector 

and HOG/HOF descriptor 

Classifier SVM LS-TSVM PLS-TSVM 

Computational 

Time 
Time (s) Time (s) Time (s) 

Harris3D+HO

G/ 
91.8 % 92.33% 95.21% 

HOF ≃18340 (5h) 448.1872 (8min) 443.1907 (8min) 

 

 

3. 2. 3. UCF101               UCF101 is one of the largest 

realistic datasets for human activity recognition, 

collected from YouTube [64]. The dataset is composed 

of 13,320 videos from 101 action categories. It gives the 

largest diversity in terms of actions in the presence of 

large variations in camera motion, object appearance and 

pose, object scale, viewpoint, cluttered background, 

illumination conditions, etc. Each of the 101 action 

classes belongs to one of five class types: Human-Object 

Interaction, Body-Motion Only, Human-Human 

Interaction, Playing Music Instruments, and Sports (see 

Figure 5). In these experiments, we have used the 

predefined splits by authors for training-testing and 

report the average accuracy.  

We measure the overall performance of PLS-TSVM 

using three standard partitions. Also, the PLS-TSVM 

classifier is compared to an LS-TSVM classifier in Table 

8. We observe that PLS-TSVM outperformed the LS-

TSVM results by 12% on UCF101. It seems, PLS-TSVM 

is a robust classifier that could eliminate the 

unclassifiable regions (URs) and be more robust in the 

face of outliers of each class. To further  show the 

advantage of PLS-TSVM with researches that have been 

published using the same features, we have compared 

accuracy rates in Table 9. It could be found that the 

accuracy rate of PLS-TSVM is higher than several state-

of-the-art methods. It is worth to mention that we have 

also provided a variety of deep models in the benchmark 

tables for all three datasets. However, the comparison of 

these models with the experimental method used in this 

paper is unfair since most of the human action 

recognition methods extract high-level features 

simultaneously with classification, while in this research, 

we focused only on the classification performance rather 

than feature extraction. 

 
TABLE 8. Details performance on the UCF101 with Harris3D 

detector and HOG/HOF descriptor 

splits LS-TSVM PLS-TSVM 

split 1 59.73% 71.75% 

split 2 63.50 % 71.21 % 

split 3 55.40 % 72.00 % 

overall 59.55% 71.66% 
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TABLE 9. Accuracy rates of different methods on UCF101 

dataset with HOG/HOF descriptor 

Method Classifier Average Accuracy 

Schuldt [64] SVM 43.90% 

Karpathy [65] Neural Net 65.40% 

Hou [66] DaMN 57.60% 

Boyraz [67] Neural Net 53.35% 

Kihl (baseline HOG) [68] SVM 65.30% 

Kihl (baseline HOF) [68] SVM 68.60% 

Peng [69] Deep Model 39.94% 

Chang [70] Deep Model 70.94% 

Nasiri [27] LS-TSVM 59.55% 

Hua (2D geometry-based) 

[71] 
Deep 62.03% 

Francisco [72] Naive-Bayes 62.03% 

Leyva [73] 
Fisher 

Vector 
71.60 % 

Prakash [74] Rand. Tree 65.11% 

Our method PLS-TSVM 71.66% 

 
 
4. CONCLUSION 
 

In this paper, Probabilistic Least Square Twin Support 

Vector Machine (PLS-TSVM) has been introduced. PLS-

TSVM addressed several problems that may occur in 

TSVM-based algorithms such as unclassifiable regions 

(URs) and their sensitivity to outliers when they are 

applied to multiclass classification tasks such as human 

activity recognition. PLS-TSVM classifier performs 

classification by the use of two nonparallel hyperplanes 

similar to TSVM, unlike SVM, which uses a single 

hyperplane. Finally, a continuous output value is defined 

by comparing the distances between the samples and two 

separating hyperplanes to handle URs. In this research, 

we had two approaches to evaluate our proposed method. 

We first conducted experiments with PLS-TSVM on a set 

of UCI data sets and compared the results with SVM, 

TSVM, and LS-TSVM. Then we applied PLS-TSVM to 

3 well-known human action video data sets and provided 

the results to be able to compare with the literature. For 

these experiments, we have used the HOG/HOF 

descriptor to present each video sequence in the bag of 

words (BoW) model. The results indicate that our 

proposed PLS-TSVM reaches a better performance on 

UCI data sets compared to the other three algorithms and 

also produces a significant improvement in action 

recognition while the computational time of the method 

is several orders of magnitude faster than SVM and 

AdaBoost classification based methods. 
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Persian Abstract 

 چکیده 
غیرقابل دسته بندی در مسائل دسته بندی چندکلاسه ارائه شده است.  در این مقاله، یک دسته بند جدید مبتنی بر ماشین بردار پشتیبان دوقلو خطی برای مواجهه با مشکل نواحی 

دوقلوی خطی یک خروجی پیوسته و احتمالاتی تولید می کند.   الگوریتم پیشنهادی با عنوان ماشین بردار پشتیبان دوقلوی احتمالاتی روی مدل حاصل از ماشین بردار پشتیبان

هش دهد. کارایی الگوریتم پیشنهادی این الگوریتم میتواند مشکل نواحی غیرقابل دسته بندی را با بکارگیری یک تابع عضویت برطرف کرده، اثرات نامطلوب داده های نویزی را کا

 فتار انسان ارزیابی شده است. نتایج بیانگر کارایی بهتر الگوریتم پیشنهادی نسبت به روش های مشابه است.به کمک چندین مجموعه داده شامل دادگان تشخیص ر
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A B S T R A C T  
 

 

In order to investigate the effect of praseodymium (Pr) addition on the microstructure and magnetic 

properties of cobalt-zinc ferrite nanoparticles (NPs), different values of Pr element (x=0.2, 0.4 and 0.6) 

were added to the initial composition (Co0.6Zn0.4Fe2-xPrxO4) in the co-precipitation method, and the 
prepared precipitates calcined at 750 °C for 2 h. The synthesized powders were characterized by X-ray 

diffraction (XRD), field emission electron microscopy (FESEM), Fourier transform infrared 

spectroscopy (FTIR), and vibrating sample magnetometer (VSM). XRD pattern revealed the formation 
of a secondary phase of Pr-Fe oxide in addition to the ZnCo ferrite phase in the samples. FESEM images 

showed changes in the morphology and size of the particles by adding Pr to the composition. For 

specimen with x=0.2, the homogeneous spherical like particles with the size about less than 60 nm was 
formed. Whereas, for composition containing x=0.6 of Pr, a non-uniform powder with plate like particles 

was obtained and NPs had a thickness of approximately less than 30 nm. VSM analysis indicated that 

by increasing the element Pr to the cobalt-zinc ferrite composition, especially for values higher than 
x=0.2, the powder become a completely non-magnetic material. 

doi: 10.5829/ije.2022.35.01a.02 
 

 

NOMENCLATURE 

XRD X-ray diffraction HC Coercive force 

FESEM Field emission scanning electron microscopy nB Bohr magneton 

VSM Vibrating sample magnetometer Mr Remanence magnetization 

MS Saturation magnetization a Lattice parameter (Å) 

K Anisotropic constant D Crystallite size (Å) 

 
1. INTRODUCTION1 
 
The magnetic properties of ferrites with spinel structure 

and their application depend on the composition and 

distribution of the cations at the tetrahedral (A) and 

octahedral (B) spaces [1-4]. Accordingly, many 

researchers have replaced various elements in the spinel 

structure and have studied changes in magnetic 

properties such as the saturation magnetism (Ms), 

coercive force (Hc), anisotropy constant (K), remanence 

magnetization (Mr), and the magnetic moment (nB). 

Cobalt ferrite is an interesting material due to its high 

magnetic permeability, high coercive force, good 

 

*Corresponding Author Institutional Email: rabiee@nit.ac.ir (S. M. 

Rabiee) 

saturation magnetization (Ms) and usability in a wide 

range of applications such as telecommunications and 

medicine [2, 5]. Therefore, research is underway to study 

the effect of element substitution on cobalt ferrite 

materials. For example, Topkaya et al. [6] synthesized 

cobalt ferrite nanoparticles (NPs) substituted with zinc 

element (ZnxCo1-xFe2O4) by hydrothermal method. The 

highest MS of 76.5 emu/g reported for ferrite containing 

x=0.2. In addition, they stated that Zn2+ ion is located in 

A site, forcing Fe3+ ions to move from the A position to 

the B space. Dalal et al. [7] also synthesized 

Ni0.4Zn0.4Co0.2Fe2O4 NPs by co-precipitation method and 

obtained crystallites with a size of about 34.7 nm and 
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high magnetization (84 emu/g) at room temperature. 

Ramakrishna et al. [8] synthesized Co0.5Zn0.37Cu0.13Fe2O4 

NPs with crystallite diameters 82.41 nm via sol-gel 

method. They reported Ms, Hc, K and nB of the NPs equal 

to 50.35 emu/g, 198.9 Oe, 1.7 x 104 erg/Oe and 2.9 µB, 

respectively.  

In another study by Naik and, Salker [9], the effect of 

adding Dy and Gd elements on magnetic properties of the 

cobalt ferrite NPs at room temperature (300 K) and very 

low temperature (5 K) investigated. With analysis of their 

results, it was found that firstly, lowering the temperature 

increased the saturation magnetization and the coercive 

field. The reason for this is activation of the magnetic 

moments of Dy and Gd ions at temperatures below 40 K. 

By substituting Dy3+ and Gd3+ions instead of Fe3+, the 

magnetic moment of the B sties, saturation magnetization 

and the coercive field increases. In addition, it observed 

that the amount of MS in Dy-doped cobalt ferrite NPs 

(70.29 emu/g) is higher than that of Gd-doped specimen 

(60.85 emu/g) at room temperature. The higher magnetic 

moment in Dy ions than Gd ions mentioned for this 

difference.  

In the work of Xavier et al. [10], the effect of 

samarium on the structural and magnetic properties of 

cobalt ferrite NPs (CoFe2−𝑥Sm𝑥O4) investigated. They 

stated that with increasing Sm3+ concentration to x=0.25, 

the crystallites size increases from 11.26 to 16.53 nm, 

which is due to the higher ionic radius of the samarium 

than the iron element. For this reason, the coercive force 

reduced from 1372.2 Oe to 814.73 Oe, which is due to 

the easier movement of magnetic domains. 

Alves et al. [11] studied the effect of adding Y3+ ions 

on the structural and magnetic properties of cobalt ferrite 

NPs (CoYxFe2−xO4). By increasing the Y3+ ion values to 

0.04, the grain size of the sample decreased from 35.32 

to 16.05 nm. The saturation magnetization also decreased 

from 69 emu/g to 33 emu/g, while the coercive force 

increased from 1100 Oe to 1900 Oe. 

In order to control particle size at high calcination 

temperatures and improve magnetic properties, Panda et 

al. [12] doped rare earth elements Pr or Gd in cobalt 

ferrite compositions and calcined them at different 

temperatures. They stated that the single-domain size of 

the pure cobalt ferrite materials is 70 nm. On the other 

hand, with increasing the calcination temperature to more 

than 500 ° C, the size of the crystallites significantly 

increases, so the presence of rare earth elements in the 

ferrite structure prevents their growth. The crystallite 

sizes of the samples synthesized by them for the 

compounds CoGd0.1Fe1.9O4, CoPr0.1Fe1.9O4, 

CoGd0.2Fe1.8O4 and CoPr0.2Fe1.8O4 at 900 °C were equal 

to 41.4, 33.2, 65.6 and 57.5 nm, respectively, while for 

pure cobalt ferrite it was 87.5 nm. 

We know that the particle size plays a role in the 

relaxation time according to Equation (1), and the rapid 

switching of magnetic behavior occurs with smaller  
 

particles [13-15]. 

τ N = τ 0 e(KV/k
B

T) (1) 

where τN is the Neel relaxation time, τ0 is the exponential 

parameter (τ0=10-9-10-3 s-1), K is the anisotropy constant, 

V is the volume of NPs, KB is Boltzmann constant, and T 

is the temperature (KBT is thermal energy). 

n the other hand, the amount of magnetic moment 

theoretically depends on the difference in magnetic 

moment between the tetrahedral and octahedral spaces 

according to Equation (2) [6, 16, 17]. Therefore, with the 

introduce of an even non-magnetic element into the 

ferrite composition and its replacement instead of one of 

the elements in A or B spaces, the initial order of ions is 

disturbed and may lead to a difference in the magnetic 

moment of the material. 

nB(cal. ) = MB(x) − MA(x) (2) 

Therefore, in the present work, the element 

praseodymium is added to the zinc cobalt ferrite 

composition and its effect on the microstructure and 

magnetic properties is studied, which has not been 

investigated by others. In this composition, by doping Zn 

in cobalt ferrite structure, it is expected to increase the 

crystallite sizes and saturation magnetization, and reduce 

the coercive force. By adding Pr to the composition, this 

element is located in the octahedral spaces instead of iron 

element and acts like non-magnetic atoms at room 

temperature. However, it is used for this research for two 

reasons; first, due to the unpaired electrons in the 4f layer, 

it has a single ion anisotropy in the crystal lattice, which 

may be useful. Second, by changing the particle size and 

surface effects due to inhibiting the growth of particles 

and the crystallite diameters beyond the range of single-

domain size (70 nm) may improve the microstructure and 

magnetic properties. 

 

 

2. EXPERIMENTAL 
 
Nanocrystalline powders (Co0.6Zn0.4Fe2-xPrxO4, x=0.2, 

0.4 and 0.6) were prepared by co-precipitation method 

using raw materials of iron nitrate (Fe(NO3)3.9H2O) 

(Merck), cobalt nitrate (Co(NO3)2.6H2O) (Merck), zinc 

nitrate (Zn(NO3)2.4H2O) (Merck), and praseodymium 

nitrate (Pr(NO3)3.6H2O) (Merck). Using deionized water 

(DI), 0.5 M solutions were prepared from each of the 

starting materials. The solutions were stirred for 10 m on 

a magnetic stirrer (50 °C, 400 rpm). These solutions were 

mixed together. The pH of the mixture was raised to 11 

using NaOH (Merck) and stirred again (5 h, 80 °C, 700 

rpm). The resulting precipitates were dried (110 °C, 24 

h), then calcinated (750 °C, 2 h). The phase formation 

and strain created in the particles were studied by XRD 

(D8 ADVANCE, BRUKER, Germany) technique. 

FESEM (Mira 3-XMU) was used to investigate the 
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morphology and size of the particles, and FTIR 

(Shimadzu Co., Japan) was performed in order to 

evaluate the chemical bonds in the synthesized 

specimens. Also magnetic properties of the prepared 

samples were identified using VSM (Danesh Pajooh Co., 

Iran) analysis. From now on, specimens with 

different Pr values are introduced as Pr0 to Pr6 

according to Pr content (x).  

 

 

3. RESULTS AND DISCUSSION 
 
The XRD results of the synthesized samples at 750 °C for 

2 h are shown in Figure 1. It should be noted that in order 

to compare and evaluate the effect of adding Pr to the 

composition, XRD analysis of the Pr free sample is also 

provided. 

In the sample without Pr (Pr0) (Figure 1-a), the 

appearance of planes (220), (311), (222), (400), (422), 

(511), (440), (622) and (533) according to JCPDS card 

00-022-1086 confirms the formation of single-phase 

ZnCo ferrite with cubic spinel structure. By adding Pr to 

the composition equal to x= 0.2 (Pr2) (Figure 1-b), it can 

be seen that in addition to the previously appeared peaks, 

other peaks are formed at other angles, which according 

to JCPDS 01-074-1472 belong to the new phase of Pr-Fe 

oxide (PrFeO3). As the amount of praseodymium 

increased, the intensity of the new phase peaks also 

increased, and the height of the initial spectra in the Pr-

free sample was significantly reduced, and even many 

peaks were removed (Figure 1-d). In fact, the 

predominant phase in these specimens is PrFeO3. This 

means that contrary to expectations, with the presence of 

praseodymium in the reaction system, no solid solution 

of CoZnPr ferrite is formed. This result contradicts the 

findings reported by Panda et al. [12] that synthesized 

cobalt ferrite substituted with Pr3+ (CoFe1-xPrxO4) using 

citrate raw materials by sol-gel method and obtained 

CoPr0.1Fe1.9O4  and CoPr0.2Fe1.8O4. This is probably due 

to the higher ionic radius of praseodymium (1.13 Å) than 

iron (0.67 Å) [16], which makes it difficult to place as a 

substituent or interstitial element within the structure. 

 

 

 
Figure 1. XRD analysis of the synthesized powders at 750 

°C for 2 h 

The Bertaut method was used to calculate the amount of 

phases which is based on the intensity of the scattered 

peaks and is summarized in Table 1. It is observed that in 

the composition with x=0.2, equivalent to 30.94 wt. % of 

the new phase (PrFeO3) is formed. This amount increased 

to 84.23 wt. % in the composition containing x=0.6, 

which means a reduction of the initial phase 

(Co0.6Zn0.4Fe2O4) to 15.77 wt.% in the powder. 

The crystallite diameters and the strain created inside 

the crystalline particles were obtained by Williamson-

Hall equation [18-20] as follows: 

B.cos(θ)= ( 0.9.λ/ D ) + 4 ε sin(θ) (3) 

where, D is the grain size (Å), λ is the wavelength of Cukα 

(1.54056 Å), B is the broadening line at half the peak 

height (rad.), ε is the lattice strain, and θ is the Bragg 

angle of the scattered peak.  
The results of the Williamson-Hall equation for the 

synthesized samples are summarized in Table 2. 

It is observed that the sample without Pr has a 

crystallite diameter of 47.81 nm and a compressive strain 

equal to 10-4. When praseodymium introduce to the 

composition, the strain created in the ZnCo ferrite is 

tensile type and this strain increases with increasing 

amount of Pr element. Due to the increase in tensile 

strain, the diameter of its crystallites also decreases 

further. On the other hand, the strain created in the Pr-Fe 

oxide phase is compressive type. As a result, the diameter 

of its crystallites increases. The diagram of changes in the 

crystallite diameters in terms of the Pr value for each of 

the phases is given in Figure 2.   

The lattice parameter of the synthesized powders was 

also obtained using extrapolate function cos2θ/sinθ [21] 

(Table 3).  

The chemical bonds in the synthesized specimens 

are shown in Figure 3. The vibrational modes appeared 

at 450 cm-1 and 590 cm-1 are related to M-O bonds in the 

B and A spaces of the ferrite phase, respectively. The 

stretching modes at 1650 cm-1 and 3450 cm-1 are belong 

to hydroxyl groups which can help to establish the 

surface bonds of the particles. The frequency band  

around 2350 cm-1 is attributed to C-H bond. Weak bands 

in the range 1250-1700 cm-1 are also related to –C=C– 

bonds [22-25].   
 
 

TABLE 1. The relative intensity of the spectra appearing (I100) 

and the amount of phases formed in the synthesized powders 

Sample Pr0 Pr2 Pr4 Pr6 

Relative intensity (I100) of 

(Co0.6Zn0.4Fe2O4) 
100 100 31.83 18.72 

Relative intensity (I100) of 
(PrFeO3) 

0 44.81 100 100 

IPrFeO3/ICo0.6Zn0.4Fe2O4 0 0.45 3.14 5.34 

PrFeO3 (Wt. %) 0 30.94 75.86 84.23 

Co0.6Zn0.4Fe2O4 (Wt. %) 100 69.06 24.14 15.77 
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TABLE 2. Strain and crystallite size of the synthesized nanopowders at 750 °C for 2 h 

Pr6 Pr4 Pr2 
Pr0 Sample 

Pr –Fe Oxide Zn- Co Ferrite Pr –Fe Oxide Zn- Co Ferrite Pr –Fe Oxide Zn- Co Ferrite 

32.68 35.78 32.56 35.48 32.53 35.48 35.37 2Θ1 (°) 

46.81 30.23 46.68 62.69 46.66 30.15 62.46 2Θ2 (°) 

58.34 62.90 58.27 30.22 58.23 62.67 56.88 2Θ3 (°) 

22.95 58.34 22.86 57.05 22.79 57.10 30.04 2Θ4 (°) 

0.41 0.70 0.34 0.93 0.28 0.45 0.26 B1 (°) 

0.42 0.62 0.37 0.61 0.33 0.46 0.32 B2 (°) 

0.64 0.31 0.64 0.64 0.35 0.51 0.34 B3 (°) 

0.38 0.64 0.31 0.46 0.19 0.48 0.22 B4 (°) 

24*10-4 -45*10-4 35*10-4 -6.6*10-4 16.5*10-4 -2*10-4 10-4 ε 

33.01 8.56 72.97 9.29 57.77 17.55 47.81 D (nm) 

 

 

 
Figure 2. The crystallite diameter of the synthesized 

samples as a function of Pr value; (a) Crystallite diameter of 

ZnCo ferrite, and (b) Crystallite diameter of Pr-Fe oxide 

The FESEM images of the synthesized samples are 

shown in Figure 4. It is seen that the morphology of the 

particles with the increase of praseodymium for content 

of x=0.4 and 0.6 is deviates from the spherical state and 

appears as a plate like. The non-uniformity in 

morphology and particle size is especially evident in 

Figure 4-c. The larger particles seems to be related to the 

Pr-Fe oxide phase, which appears mainly in the form of 

plates with the thickness about less than 30 nm and 

diameter approximately more than 100 nm. EDS analysis 

of samples and the weight percent of the elements are 

presented in Figure 5 and Table 4, respectively. It is 
 

 

TABLE 3. Lattice parameter of the synthesized NPs with different concentrations of Pr value 

Pr6 Pr4 Pr2 
Pr0 Sample 

Pr –Fe Oxide Zn- Co Ferrite Pr –Fe Oxide Zn- Co Ferrite Pr –Fe Oxide Zn- Co Ferrite 

32.68 35.78 32.56 35.48 32.53 35.48 35.37 2Θ1 (°) 

46.81 30.23 46.68 62.69 46.66 30.15 62.46 2Θ2 (°) 

58.34 62.90 58.27 30.22 58.23 62.67 56.88 2Θ3 (°) 

2.74 2.51 2.75 2.53 2.75 2.53 2.54 d1 (Å) 

1.94 2.95 1.94 1.48 1.95 2.96 1.49 d2 (Å) 

1.58 1.48 1.59 2.96 1.59 1.48 1.62 d3 (Å) 

6.47 8.35 6.48 8.39 6.47 8.38 8.4 a (Å) 

 

 

 
Figure 3. FTIR spectra of the synthesized samples as a 

function of Pr value 

natural that by substituting Pr instead of iron in the 

composition and increasing its concentration, the 

presence of this element also increases and the 

concentration of Fe decreases. The concentrations of 

other elements (Co, Zn, O) are also changed by 

maintaining their atomic ratio in the composition. The 

extracted data are close to the stoichiometric state of the 

desired compounds. 
Magnetic properties of the synthesized samples were 

investigated using VSM analysis (Figure 6) and the 

results are given in Table 5. 
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Figure 4. FESEM images of the synthesized samples with 

different Pr values 

 

 

 
Figure 5. EDS analysis of NPs with different concentration 

of Pr element 

 

 

The composition without the element praseodymium 

(cobalt-zinc ferrite; Pr0) has excellent magnetic 

properties, so that its saturation magnetization and 

coercive force at 104 Oe are 100.34 emu/g and 150 Oe, 

TABLE 4. Weight percent of elements in synthesized samples 

containing various praseodymium 
Pr Zn Co Fe O Sample 

14.32 8.81 13.47 31.09 32.30 Pr2 

25.72 8.04 12.39 24.78 29.07 Pr4 

33.16 7.58 10.88 18.73 29.64 Pr6 

 

 

 
Figure 6. Magnetic hysteresis loops of the synthesized NPs 

as a function of Pr value 
 

 
TABLE 5. Magnetic properties obtained from the hysteresis 

loops in terms of different concentrations of the Pr element 

Pr6 Pr4 Pr2 Pr0 Magnetic properties 

0.43 4.58 28.22 91.54 M (emu/g) at (3000 Oe) 

0.56 5.31 29.26 94.16 M (emu/g) at (4000 Oe) 

0.76 6.23 30.37 96.48 M (emu/g) at (5500 Oe) 

0.94 6.99 31.32 98.01 M (emu/g) at (7000 Oe) 

1.12 7.67 32.03 99.18 M (emu/g) at (8500 Oe) 

1.31 8.34 32.72 100.34 Ms (emu/g) at (10000 

Oe) 

~ 0 ~ 0 ~ 0 150 Hc (Oe) 

0.01 0.03 0.07 12.16 Mr (emu/g) 

0.008 0.004 0.002 0.121 Mr /Ms 

 

 

respectively. By adding the element Pr to the 

composition, the magnetic properties are drastically 

reduced and the sample becomes a completely non-

magnetic material. The question is, what is the reason for 

these drastic changes? It should be noted that if the 

powders were a single phase (as in the Pr0 sample), since 

this phase (ZnCo ferrite) is a magnetic material, changes 

in magnetic properties could be attributed to changes in 

microstructure such as crystallite diameter and particle 

size. In this case, due to the decrease in crystallite 

diameter (Table 2) and particle size (Figure 4), it was 

expected that the Ms would decrease and the Hc would 
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increase. However, we see here that the coercive forces 

are completely eliminated and are almost zero, and the 

saturation magnetization of the samples are very 

negligible, especially for composition containing Pr 

equal to x=0.6 (1.31 emu/g). Therefore, it is concluded 

that this change is due to the magnetic nature of the 

powder and its conversion to a non-magnetic material 

with the formation of PrFeO3 phase, and not the 

microstructure. However, the microstructure of the 

samples, as shown in Figure 4, had non-uniform particles 

containing ZnCo ferrites and Pr-Fe oxides which made 

effect on the magnetic properties. 

 

 

4. CONCLUSIONS 
 
Contrary to the initial predictions of solid solution 

formation with the entry of the element praseodymium 

into the crystal lattice, in the present study this does not 

happen at least for Pr values higher than x=0.2 and a 

secondary phase of PrFeO3 forms next to the primary 

ZnCo ferrite phase. By increasing the presence of Pr in 

the composition, especially at x=0.6, about 84% by 

weight of the PrFeO3 phase is formed and a completely 

non-magnetic material with zero coercive force and 

almost negligible saturation magnetization (1.13 emu/g) 

is produced. It has no positive effect on improving 

magnetic properties. However, the formation of plate like 

particles with the thickness about less than 30 nm can be 

seen in the sample containing Pr with x=0.6. Due to the 

magnetic properties of the Pr-doped sample with x= 0.2, 

it seems that if smaller amounts of this additive are used 

in the initial compositions, it is possible to create a solid 

solution of the initial ferrite and improve the 

microstructure because of particle size control.  
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Persian Abstract 

 چکیده 
( با استفاده از مواد اولیه نیتراتی و به 0/ 6و    4/0،  2/0معادل    x)  Prروی، مقادیر مختلف از  -بر ریزساختار و خواص مغناطیسی ترکیب فریت کبالت  Prبه منظور بررسی اثر  

ای سنتز شده با آنالیزهای هساعت کلسینه شدند. نمونه  2به مدت    C  750°افزوده شد. رسوبات حاصل در دمای    4OxPrx-2Fe0.4Zn0.6(Co(رسوبی به ترکیب اولیه  روش هم

یابی شدند. مشخصه  (VSM)و مگنتومتر نمونه ارتعاشی    (FTIR)نگاری فوریه  طیف  ،(FESEM)میکروسکپ الکترونی نشر میدانی    ،(XRD)الگوی پراش اشعه ایکس  

شود. تصاویر پرازئودمیم نیز تشکیل می -- روی، فاز ثانویه اکسید آهن  -بر فاز فریت کبالت  علاوه 4O2Fe0.4Zn0.6Coبه ترکیب    Prنشان داد که با افزودن    XRDبررسی  

، ذرات کروی شکل یکنواختی با اندازه  x=2/0به ترکیب نشان دادند. برای نمونه با  Prمیکروگراف پودرهای سنتز شده تغییراتی را در شکل و اندازه ذرات سنتز شده با افزودن 

 nm  30ای شکل بدست آمد و نانو ذرات ضخامتی کمتر از  ، پودری غیریکنواخت با ذرات صفحهx=6/0تشکیل شدند. در حالیکه، برای ترکیب با    nm  60حدوداً کمتر از  

با افزودن پرازئودمیم به ویژه    روی به یک ماده کاملاً غیر مغناطیس  -حکایت از تغییر خواص مغناطیسی قابل توجه فریت کبالت  (VSM)داشتند. آنالیز مگنتومتر نمونه ارتعاشی  

      دارد. x=2/0برای مقادیر بالاتر از 

https://doi.org/10.1016/j.jpcs.2019.06.018
https://dx.doi.org/10.5829/ije.2020.33.05b.20
http://doi.org/10.1007/s10854-020-03917-3
https://dx.doi.org/10.5829/ije.2020.33.05b.20
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A B S T R A C T  
 

 

This investigation aims to study the effect of Fe2O3, Ni nanoparticles as a reinforcement material on the 

mechanical properties of unsaturated polyester (UPR) as a matrix to produce a nanocomposite material 
using a casting route. Various examinations and tests were conducted to define the characteristics of the 

manufactured nanocomposite, such as Field Emission Scanning Electron Microscopy (FESEM), Energy 

Dispersive Spectrometry (EDS), and Fourier Transform Infrared Spectrometer (FTIR) analysis. The 
mechanical tests, including tensile, bending and hardness were performed on samples at the room 

temperature according to ASTM standards, while the magnetic characteristics were defined by vibrating 

sample magnetometer (VSM). Fe2O3 nanoparticles were incorporation into unsaturated polyester resin 
by different weight percentages that vary from 0 wt% to 20 wt% and a constant concentration 3 wt% of 

Ni nanoparticles. The images of FESEM and EDS evinced the homogeneity of F2O3, Ni nanoparticles 

into the pure unsaturated polyester resin (UPR). While, the improvement in Young's modulus, tensile 
strength, bending strength, and hardness was compared with those for the UPR. The improvement was 

10.02% in young’s modulus, 44.08% in tensile strength, 13.55% in bending strength, and strength in 
hardness. Also, the magnetic properties, including saturation magnetization (Ms), residual magnetization 

(Mr) and coercivity force (Hc) enhanced with an increase in the concentration of nanoparticles. The 

preferred percentage to improve the mechanical properties was found at 15 wt% of Fe2O3 and then 
decreased above this concentration, whereas the enhancement in hardness was achieved at 20 wt% of 

Fe2O3.   

doi: 10.5829/ije.2022.35.01a.02 
 

 

NOMENCLATURE 

UPR unsaturated polyester resin W t% Weight percent 

FESEM Field Emission Scanning Electron Microscopy FTIR Fourier Transform Infrared Spectrometer 

EDS Energy Dispersive Spectrometry Hc     Coercivity field 

Mr residual magnetization VSM   Vibrating sample magnetometer 

 
1. INTRODUCTION1 
 
In recent years, polymer nanocomposites (PNCs) have 

become an interest for many researchers because of their 

ability to manipulate the thermal, electrical, and 

thermomechanical properties [1]. Thermosetting as 

polymer matrix are characterized as a low molecular 

weight solids and low viscosity liquids which they need 

reinforcement materials as a cross-linking agent to be 
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cured and formulated. Also, thermosetting polymer can 

be incorporated with nanoparticles of fibers 

reinforcements to improve the mechanical, thermal, 

electrical and magnetics properties [2]. 

The polyester resin was used as a matrix owing to its 

network structure, resistance to moisture and toxin [3]. 

Polymer nanocomposites (PNCs) consisting of 

unsaturated polyester (UPRs) have been widely used for 

the automotive and electrical fields, structural, 
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biomedical and tribological applications [4]. PNCs are 

an important type of a hybrid material comprising a 

reinforcement material (inorganic) in nanoscale 

incorporated into (organic) polymer matrix [5]. 

Different nanoparticles have been used as fillers in 

nanocomposites, including ZnO, Fe2O3, SiO2, Al2O3, 

TiO2, and CaCO3. Owing to their excellent stability, 

inertness, biocompatibility, non-toxicity, low cost, iron 

oxide (Fe2O3) nanoparticles are very popular among 

them [6]. 

It is worth noting that Fe2O3 is stable in different 

ambient conditions, low cost, non-toxicity and high 

resistance to the corrosion. Polymer/Fe2O3 

nanocomposites are particularly interested owing to the 

combination of properties between polymer matrix 

(organic) and Fe2O3 nanoparticles (inorganic) [7, 8]. A 

highly cross-linking thermoset polymer, such as the 

unsaturated polyester resins (UPRs), is used as the 

matrix in nanocomposites. The reinforcement 

unsaturated polyester resins are basically used in marine 

and transportation industries. UPRs offer many 

advantages comparing with other thermosetting resins, 

like thermal and mechanical properties, easy to cure at 

room temperature, can be molded at low pressure and 

temperature, and low cost. Although UPRs are very 

brittle owing to their covalently bonding network, they 

are low inhibitors to the initiated cracks and their 

propagation. However, many researches have been able 

to improve many properties with addition of organic and 

inorganic materials [9]. The magnetic nanoparticles 

have been extremely used as a reinforcement material 

into many polymers owing to their characteristics and 

applications, the magnetic iron oxide (Fe3O4) is an 

important oxide nanoparticle having special properties 

in manufacturing nanocomposites. Its unique properties, 

such as a high ratio of the spin polymerization, 

ferromagnetic ordering, high magnetic moment and high 

conductivity are important to choose this material as 

reinforcements to prepare nanocomposites [10]. 

However, the disadvantages of polyester like low 

toughness limits its industrial applications for 

engineering components subjected to the impact energy 

[11]. There are many investigations published in this 

field, Rahman et al. [12] investigated the effect of 

different gamma radiation doses about 0-15 KGy on the 

mechanical properties of (UPR) unsaturated polyester 

resin reinforced by Fe2O3 nanoparticles. Fe2O3 

nanoparticles were prepared by sol-gel route, while the 

nanocomposite UPR/Fe2O3 nanoparticles were 

manufactured by solution casting route. The results of 

this work showed that increasing the dose of gamma 

radiation to 5 KGy will increase the Young's modulus, 

tensile strength and decrease the elongation. In another 

study by Rahman et al. [13] depicted the effect of 

NiFe2O4, TiO2 and Fe2O3 nanoparticles on the electrical, 

optical and mechanical properties of the unsaturated 

polyester resin (UPR). Results of this investigation 

revealed the improvement in the DC electrical 

conductivity and low resistivity for NiFe2O4 + Fe2O3 + 

TiO2, and the enhancement in the optical properties for 

Fe2O3 was about 30.38%. Finally, the improvement in 

the mechanical properties developed was about 6.56% 

in Young's modulus, about 21.62% in tensile strength, 

and the highest microhardness obtained for NiFe2O4. 

While Seyhan et al. [14] investigated the effect of CNTs 

carbon nanotubes on the mechanical, thermal and 

electrical properties of unsaturated polyester resin 

(UPRs) with and without NH2 amine functional groups. 

The results of this study showed that the polyester resin 

incorporated by carbon nanotubes with amine has better 

mechanical properties comparing with the carbon 

nanotubes. Also, the images of the TEM examination 

revealed a homogeneous dispersion of carbon nanotubes 

into the unsaturated polyester resin. The main objective 

of this paper is to improve the mechanical and magnetic 

properties of (polyester/Fe2O3 + Ni) nanocomposites.  

 

2. 1. Materials Used               In this work, the materials 

used are unsaturated polyester resin (UPR) supplied by 

Petrochemicals Pvt. Ltd., India with accelerator methyl-

ethyl-ketone-peroxide (MEKP, Turkey). The 

reinforcement materials are Fe2O3 nanoparticles (with an 

average diameter of 15-20 nm and the purity ratio at 

97.5%, specific surface area (SSA) 40-45 m2/g) supplied 

by USA research nanomaterial, while the Ni 

nanoparticles (at size 40 nm, specific surface area (SSA) 

at 40-60 m2/g and the purity ratio at 99.9%) provided by 

(Hongwu International Group Ltd, China) are further 

reinforcing material. Tables (1-3) list the properties of 

the all used materials in this work.  
 

2. 2. Nanocomposite Fabrication                 The 

UPR/Fe2O3 nanocomposites were fabricated by the 

casting route. At first, the nanoparticles of Fe2O3 and Ni 

were added to the unsaturated polyester with different 

weight percentages and stirred for 10 minutes to ensure 

 

 

TABLE 1. Properties of unsaturated polyester used in this work 

Average 

Particle 

size 

(APS) 

Purity 

Specific 

Surface 

Area 

(SSA) 

Density Color Morphology 

30 nm 99.5% 40-60 
m²/g 

5.24 
g/cm3 

Red 
brown Spherical 

 

 
TABLE 2. Properties Fe2O3 nanomaterial used in this work 

Density 

(gm/cm3) 

Tensile 

strength 

(MPa) 

Elongation 

(EL%) 
Thermal 

conductivity 

W/m.oC 

Viscosity 

at 25oC 

1.2 65-100 < 2.8 0.17 200-300 

cps 
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TABLE 3. Properties Ni nanomaterial used in this work 

Average 

Particle 

size 

(APS) 

Purity 

Specific 

Surface 

Area 

(SSA) 

Density Color Morphology 

40 nm 99.9% 12-16 
m2/g 8.9 g/cm3 Black Spherical 

 

 

the better mixing of Fe2O3 and Ni nanoparticles with the 

unsaturated polyester resins. Then, a hardener about 5 

wt% of methyl ethyl ketone peroxide (MEKP) was added 

to the mixture. Afterward, the mixture was stirred by 

hand at a slow rate in an ultrasonication bath for 10 min 

to obtain a homogeneous dispersion of Fe2O3, Ni 

nanoparticles into a polymer. The mixture was poured 

into templets of silicon molds with standard dimensions 

according to ASTM specifications for each mechanical 

test's specimen to be tested and cured for 72h at room 

temperature [15-18]. The as-received sample of 

unsaturated polyester resin (UPR) with hardener (MEKP) 

was prepared by mixing process as mentioned above.  
 

2. 3. Microstructural Examinations  
2. 3. 1. FESEM and EDS Examinations             Field 

emission scanning electron microscopy (FESEM) type 

(MIRA3 TESCAN) operating at 10 kV was used to 

examine the surface morphology of the manufactured 

polymer nanocomposites. While, the EDS examination 

was done using SEM analysis for the same sample. 
 
2. 3. 2. FTIR Examination               The chemical structure 

of nanocomposites and the bonding between the oxide 

nanoparticles and the unsaturated polyester resin were 

examined by Fourier-transform infrared spectrometer) 

(FTIR) type (Shimadzu IRAffinity-1, Japan) in the 400–

4000 cm-1 range. FTIR was used to show the interaction 

between the nanoparticles and the polymer matrix. 
 

2. 4. Mechanical Properties               The mechanical 

tests, including tensile, bending, and hardness tests were 

performed for the samples prepared in the present work. 

The tensile test was conducted using a computerized 

universal testing machine (Laryee Company) with full 

capacity (50 KN). Bending test was carried out using a 

bending apparatus type Microcomputer Controlled 

Electronic Universal Machine, and the shore (D) 

hardness device type Bareiss to measure the hardness of 

the samples. All specimens were tested according to 

ASTM standards, comprising (ASTM D 638) for the 

tensile test specimens, (ASTM D 790) for the bending 

test specimens (ASTM D 790), and (ASTM 2240) for 

hardness test specimens (ASTM 2240). 
 

2. 5. Magnetic Properties                At ambient 

temperature, the magnetic characteristics of 

(UPR/Fe2O3+Ni) nanocomposite were examined using a 

vibrating sample magnetometer (VSM) measuring 

device. The curves of the magnetic hysteresis loops were 

used to calculate the residual magnetization (Mr), 

saturation magnetization (Ms), and coercivity field (Hc) 

values for each specimen. The saturation magnetization 

manifests the specimen's response to the external 

magnetic field, whereas the coercivity field represents the 

force necessary when the specimen is subjected to an 

external magnetic field that is the polar opposite of the 

initial external magnetic field. The coercivity field (Hc) 

is utilized to minimize the magnetization of the specimen 

and then the external magnetic field; the magnetization 

returns to the zero, while the residual magnetization is not 

reduced to zero [19]. 
 

 

3. RESULTS AND DISCUSSION  
 
3. 1. Microstructural Analysis (FESEM and EDS)         
FESEM and EDS analysis of the manufactured   

nanocomposites manifested a good dispersion and 

homogeneous distribution of Fe2O3 and Ni nanoparticles 

into a polymer matrix. This is due to mechanical and 

chemical techniques which in turn improve the 

dispersion of Fe2O3 and Ni nanoparticles into polymer 

matrix [20], and the main factor increases the interaction 

between the nanoparticles and polymer matrix depending 

on the chacteristics of nanoparticles, such as the size, 

shape and surface area. However, the dispersion 

mechanism depends on the characteristics of polymer 

matrix like the molecules of polymer and how they are 

reacted together to improve the dispersion of 

nanoparticles in it. In the present work, the 

ultrasonication stirring also helps the dispersion of 

nanoparticles in the polymer due to creating a 

homogenous dispersion [21]. Moreover, in all samples, a 

limited agglomeration is present. This is attributed to a 

heterogeneous dispersion and causes stress concentration 

and interfacial failure; such phenomena were reported by 

Kim et al. [22]. Figure 1 shows the images of FESEM 

and EDS. 
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(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 1. FESEM image and EDS for polymer 

nanocomposites with different weights (a, b) FESEM and 

EDS for 5wt% Fe2O3 + 3wt% Ni, (c, d) FESEM and EDS 

for 10wt% Fe2O3 + 3wt% Ni, (e, f) FESEM and EDS for 

15wt% Fe2O3 + 3wt% Ni, and (g, h) FESEM and EDS for 

20wt% Fe2O3 + 3wt% Ni 

 

 

3. 2. FTIR Analysis of the Nanocomposite           The 

FTIR range of the polyester with different weight 

percentages of Fe2O3 nanoparticles and the constant 

weight percentage of Ni is shown in Figure 2. The 

stretching vibration modes of the Fe–O functional groups 

bonds in Fe2O3 are similar to the bands of absorption 

peaks at wavelengths around (450–480 cm-1) and (500–

600 cm-1). The vibrations of the following chemical 

bonds/groups produce IR bands in the range of (700 – 

4000 cm-1), which are observed in the range of (700 – 

4000 cm-1). The stretching of asymmetrical aromatic C-

O with vibrations is at (1029.99–1035 cm-1) and 

(1234.44–1292.31 cm-1). The asymmetrical aliphatic C-

O is stretching at (1111-1180.44 cm-1), while the 

symmetrical aliphatic C-O is stretching at (1111-1180.44 

cm-1). The vibration is at (1450–1850 cm-1) during the C-

C stretching. C-H stretching bands were observed at 

around (2850.79 - 2920.23 cm-1).  The aliphatic and 

aromatic C–H bond stretching is at (2330.01-2366.87 

cm−1). The peaks at around (3738.04 -3741.90 cm−1) are 

assigned to the stretching vibration of the OH group. 
 
 

 
 

(a) FTIR spectroscopy of 15wt% Fe2O3 + 3wt% Ni 
 

 
 

 

(b) FTIR spectroscopy of 10wt% Fe2O3 + 3wt% Ni 

 
 

(c) FTIR spectroscopy of 15wt% Fe2O3 + 3wt% Ni 
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(d) FTIR spectroscopy of 15wt% Fe2O3 + 3wt% Ni 

Figure 2. FTIR spectroscopy of (UPR /Fe2O3 + Ni) 

nanocomposites with different weights (a, b) FTIR for 5wt% 

Fe2O3 + 3wt% Ni and 10wt% Fe2O3 + 3wt% Ni, and (c, d) for 

15wt% Fe2O3 + 3wt% Ni and 20 wt% Fe2O3 + 3wt% Ni 

 

 

3. 3. Mechanical Tests Results              In general, the 

aim of incorporating ceramic nanoparticles Fe2O3, Ni 

into unsaturated polyester resin is to enhance the 

mechanical properties, including Young's modulus, 

tensile strength, bend strength and hardness through 

reinforcement mechanisms defined by nanocomposites 

theories. Table 4 shows the mechanical properties of the 

all manufactured samples of (UPR /Fe2O3+ Ni) 

nanocomposites.   
 

3. 2. 1. Results of Tensile Test             The tensile test 

is one of the most important mechanical tests, and this 

test was done to assess the improvement in the tensile 

properties of nanocomposites with different percentages 

of reinforcement materials. The role of surface area for 

Fe2O3 and Ni nanoparticles is extremely affected on the 

Young's modulus and tensile strength for the 

manufactured nanocomposites. As shown in Table 1, the 

Young's modulus and tensile strength of pure polyester 

are about 810 MPa and 18.6 MPa, respectively. While, 
 

 

TABLE 4. Mechanical properties of (UPR/Fe2O3+ Ni) 

nanocomposite 

Material (Polyester+ 

Fe2O3) 

Young's 

Module 

(MPa) 

Tensile 

Strength 

(MPa) 

Bending 

Strength 

(MPa) 

Hardness 

Shore D 

Pure Polyester (UPR) 810 18.6 59 68 

Polyester + 5 wt% 

Fe2O3 +3wt% Ni 
865.3 22.2 61 72 

Polyester + 10 wt% 

Fe2O3 +3wt% Ni 
871.3 25.3 65.3 75 

Polyester + 15 wt% 

Fe2O3 +3wt% Ni 
891.2 26.8 67 82 

Polyester + 20 wt% 

Fe2O3 +3wt% Ni 
775.6 19.7 62.9 85 

an increase in the weight percentage of Fe2O3 by 5, 10 

and 15 wt% as well as a constant percentage of Ni (3wt, 

%) leads to increase the Young's modulus about 865.3, 

871.3 and 891.2 MPa, respectively. Moreover, the tensile 

strength increases about 22.2, 25.3 and 26.8 MPa, 

respectively. This is owing to the increasing of cross 

linking of unsaturated polyester molecules and then the 

enhancement of the interfacial bonding between the 

hybrid nanoparticles (Fe2O3, Ni) and the unsaturated 

polyester matrix. When the concentration of 

nanoparticles is increased to 20 wt%, the Young's 

modulus and tensile strength decreased to 775.6 MPa, 

19.7 MPa, respectively. This is attributed to the 

aggregation of the hybrid nanoparticles (Fe2O3, Ni) into 

the unsaturated polyester matrix [21]. Additionally, it can 

be seen that the Young's modulus of the synthesized 

UPRNCs firstly increased till 15wt% of Fe2O3 

nanoparticles and then decreased at 20wt% of Fe2O3 as 

displayed in Figure 3(a and b). 
 

3. 2. 2. Results of Bending Test           The Fe2O3 

nanoparticles have the same effect on the polymer in the 

bending test. Also, the bending strength increases with an 

increase in weight percentage of Fe2O3 nanoparticles till 

 

 

 

 
Figure 3. (a) Young's modulus vs wt% of Fe2O3 + Ni and 

(b) tensile strength vs wt% of Fe2O3 + Ni 
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15wt% and decreases above this ratio. This is owing to 

the same reasons mentioned in tensile test. Figure 4 

evices the bending strength of (UPR/Fe2O3+Ni) 

nanocomposites. 
 
3. 2. 3. Results of Hardness Test            The hardness 

test was done using hardness shore D. Figure 5 reveals 

the results of hardness for nanocomposite samples. Four 

readings were recorded for each sample, and then an 

average of these readings was calculated to define the 

accuracy value of hardness. The hardness (Shore D) 

value also increased with an increase in the weight 

percentage of Fe2O3, and the maximum value for the 

unsaturated polyester resin was obtained with 20wt% of 

Fe2O3 nanoparticles. This is attributed to the stiffness and 

rigidity for the (UPR/Fe2O3 + Ni) nanocomposites and 

the strong bonding between unsaturated polyester 

molecules and Fe2O3 + Ni nanoparticles. 

 

 

 
Figure 4. Bending strength vs wt% of Fe2O3 + Ni 

 

 

 
Figure 5. Hardness vs wt% of Fe2O3 

3. 3. Magnetic Characterization               Figure 6 

elucidates the magnetic hysteresis loops (M-H) at the 

room temperature for the pure unsaturated polyester 

resins and (UPR/Fe2O3+Ni) nanocomposites. The 

residual magnetization, saturation magnetization and 

coercivity field values were extracted from the curves of 

hysteresis loop to describe the magnetic behavior of each 

sample. The results demonstrated that increasing the 

amount of Fe2O3, Ni nanoparticles into the unsaturated 

polyester resins improved the residual magnetization, 

saturation magnetization and coercivity field values. The 

maximum values of (Ms), (Mr) and (Hc) were obtained 

at (20wt% Fe2O3 + 3wt%. Ni) as 1.23 emu/g, 12.19 emu/g 

and 99.7 Oe, respectively. Magnetic characteristics of the 

manufactured nanocomposites are listed in Table 5. 
 

 

 
Figure 6. Magnetic hysteresis loops for (UPR/Fe2O3+Ni) 

nanocomposite 
 

 

TABLE 5. Magnetic properties of (UPR/Fe2O3+Ni). 

Specimens 

No. 

Fe2O3 

wt% 

Ni 

wt% 

Saturation 

Magnetization 

(Ms) (emu/g) 

Residual 

Magnetization 

(Mr) (emu/g) 

Coercivity 

Field (Hc) 

(Oe) 

1 0 0 0 0 0 

2 5 3 5.77 0.40 94.18 

3 10 3 7.72 0.79 95.5 

4 15 3 9.66 1.02 97.05 

5 20 3 12.19 1.23 99.7 

 
 

4. CONCLUSIONS 
 

In this work, the nanocomposites UPR/Fe2O3+Ni were 

successfully manufactured by casting technique using 

different weight percentages (5, 10, 15 and 20wt%) of 

Fe2O3 nanoparticles and a constant weight (3wt%) of Ni 

nanoparticles dispersed in the unsaturated polyester 

resins matrix. FESEM, EDS and FTIR examinations 

were conducted for all samples. The mechanical and 

magnetic properties of the synthesized nanocomposites 
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were defined. The best mechanical properties were 

achieved at 15wt% Fe2O3 + 3wt% Ni (UPR/Fe2O3 + Ni) 

nanocomposites having (891.2 MPa) Young modulus, 

(26.8 MPa) tensile strength, (67 MPa) bending strength 

and (82 shore D) hardness and then decreased for the 

samples containing Fe2O3 more than 15wt%. This is 

perhaps attributed to the agglomeration of Fe2O3, Ni 

nanoparticles during the long pouring period and causes 

heterogeneous dispersion of Fe2O3, Ni nanoparticles into 

the unsaturated polyester resins. While, the maximum 

improvement in the hardness (85 shore D) was obtained 

at 20wt% of (UPR/Fe2O3+Ni) nanocomposites. Magnetic 

experiments manifested that the improvement of 

magnetic characteristics, including residual 

magnetization (Mr), saturation magnetization (Ms), and 

coercivity field (Hc) was obtained at 20wt% Fe2O3 + 

3wt% Ni. The values of Mr, Ms and Hc increased from 

the zero in a pure polyester resins to (1.23 emu/g), (12.19 

emu/g) and (99.7 Oe) for 20wt% (UPR/Fe2O3 + Ni) 

nanocomposites. 
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Persian Abstract 

 چکیده 
به عنوان یک ماتریس برای تولید یک   ) (UPRبه عنوان یک ماده تقویت کننده بر خواص مکانیکی پلی استر غیراشباع    O2Fe  ،Ni 3این تحقیق با هدف بررسی تأثیر نانوذرات  

لکترونی  نجام شد ، مانند میکروسکوپ اماده نانوکامپوزیت با استفاده از یک مسیر ریخته گری انجام شده است. آزمایشات مختلفی برای تعیین ویژگیهای نانوکامپوزیت تولید شده ا 

آزمایشات مکانیکی شامل کشش ، خمش و سختی  .(FTIR)و طیف سنج مادون قرمز تبدیل فوریه  (EDS)، طیف سنجی پراکندگی انرژی  (FESEM)روبشی انتشار میدان 

تعیین شد.  (VSM)سنج نمونه ارتعاشی  انجام شد ، در حالی که ویژگی های مغناطیسی توسط مغناطیس    ASTMبر روی نمونه ها در دمای اتاق مطابق با استانداردهای  

درصد وزنی از نانوذرات نیکل در رزین پلی استر غیر اشباع گنجانیده شد.  3درصد وزنی و غلظت ثابت  20وزنی تا  ٪تا 0با درصدهای وزنی مختلف که از  3O2Feنانوذرات 

نشان داد. در حالی که ، بهبود مدول یانگ ، مقاومت کششی ، ) (UPRرا به رزین پلی استر غیر اشباع خالص    3O2eF  ،Ni یکنواختی نانوذرات    EDSو    FESEMتصاویر  

و در سختی مقاومت بود.    and  13.55، ، در مقاومت خمشی  44.08، ، در مقاومت کششی  10.02مقایسه شد. بهبود در مدول جوان    UPRشی و سختی با موارد  مقاومت خم

د. درصد مطلوب برای بهبود  همچنین ، خواص مغناطیسی ، از جمله مغناطیس شدن اشباع مغناطیس شدن باقی مانده و نیروی اجباری افزایش غلظت نانوذرات افزایش می یاب

 به دست آمده است.  3O2Feوزنی  ٪20 ٪یافت شد و سپس از این غلظت بیشتر شد ، در حالی که افزایش سختی در 3O2Feدرصد وزنی  15 ٪خواص مکانیکی در
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A B S T R A C T  
 

 

To endure strong ground motions in large earthquakes, structures need to be equipped with tools to damp 

the huge amounts of energy induced by these excitations. In conventional buildings, seismic energy is 
often handled by a combination of rigidity-ductility measures and energy dissipation solutions. Since 

these buildings often have very low damping capability, the amount of energy dissipated within their 

elastic behavior phase tends to be negligible. Passive dampers are vibration control systems that can 
serve as valuable tools for controlling strong forces and reducing the probability of structural failure 

under seismic loads. In Tuned Liquid Dampers (TLDs), energy is dissipated by exploiting the behavior 

and characteristics of the liquid contained in the damper’s tank. When the structure is subjected to 
external stimuli, the force transferred to the damper starts moving the liquid that lies stationary in the 

damper’s tank, getting dissipated in the process. There are various classes of TLDs with different tank 

shapes, aspect ratios, and mechanisms of action, each with its properties and features. Another cause of 
energy dissipation in TLDs, in addition to the viscosity of the liquid, is the base shear force that is applied 

to the damper’s intersection with the main structure with a phase difference relative to the external 

excitation, because of the difference between hydrostatic forces exerted on the walls at the two ends of 
the tank. Therefore, the level of liquid interaction with the damper’s walls is also a determinant of the 

damping of external forces and thus the seismic response of the structure. The study investigated a new 
type of TLD with a double-walled cylindrical tank. To examine the effect of this TLD on the seismic 

response, a series of models were built with different liquid heights in the tank’s inner and outer walls 

and subjected to several seismic excitations on a shaking table. The results showed that using this type 
of damper reduced the seismic response of the structures. Also, the reduction in seismic response was 

found to change significantly with the amount of liquid in the damper. 

doi: 10.5829/ije.2022.35.01a.04 
 

 

 
1. INTRODUCTION1 
 
To endure strong ground motions in large earthquakes, 

structures need to be equipped with tools to damp the 

huge amount of energy induced by these motions. This 

can be done through methods such as increasing the 

damping capability of the structure, which will allow it to 

absorb, damp, and reflect some portion of the input 

energy, thus reducing the amount of energy transferred to 

the structure and therefore the level of energy dissipation 

 

required for structural members, which allows the 

structure to be constructed with less ductility. One of the 

common methods of vibration control in large structures 

is to use tuned liquid dampers (TLDs). The most common 

form of TLD is the one consisting of a half-filled water 

tank that is rigidly mounted on the top floors of the main 

structure (usually the last floor) of the building. The tanks 

of TLDs can be built with a variety of geometries, 

including rectangular and circular shapes (rectangular 

tanks tend to be somewhat heavier than circular tanks).  

NOMENCLATURE 

Ms Surface wave magnitude PGV Peak ground velocity 

D Focal depth PGA Peak ground acceleration 

PGD Peak ground displacement   
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One of the main causes of energy dissipation in TLDs 

is the viscosity of the water moving inside the tank in 

steady and turbulent states, which can be strengthened 

mechanically by placing mesh screens inside the tank 

compartment. Another important cause of energy 

dissipation in these dampers is the base shear force that 

is applied to the place where the damper is attached to the 

main structure with a phase difference relative to the 

external excitation because of the difference in 

hydrostatic force on the walls at the two ends of the tank. 

Instead of water tanks, TLDs can be built with 

interconnected tube-shaped containers with columns of 

liquid moving inside. This modified version of TLD is 

called the Tuned Liquid Column Damper (TLCD). Since 

TLDs fall in the category of passive dampers, another 

group of TLDs called the Active Tuned Liquid Column 

Damper (ATLCD) have also been designed by 

combining TLCD with an active mechanism, which 

offers higher effectiveness in controlling the oscillation 

amplitude and acceleration response of the structure.  

In [1], it was stated that in Japan, where earthquakes 

are common and strong seismic activities can cause 

catastrophic damages every 2 or 3 years, structures of a 

refinery, petrochemical, chemical, and other such plants 

have to be designed and constructed to endure such 

seismic loads. In these plants, the equipment called 

pressure vessels, which must work under high pressures 

and temperatures, are often designed to endure these 

operating loads rather than seismic loads. However, in 

cylindrical tanks where the integrity is determined by the 

seismic loads, the structure may be designed with thin 

walls and the contained liquid can more easily interact 

with the structure. Thus, during an earthquake, the 

motion of the contained liquid can damage the wall or 

roof of the cylindrical tank or cause the liquid to spill out 

of the tank, causing fire [1].  

TLD is a passive vibration control device consisting 

of a rigid tank filled with water that relies on the 

movement of water inside it to dissipate energy. Research 

has shown that TLD is more effective when it has a larger 

base acceleration amplitude because this allows it to 

dissipate more energy through increased fluid movement. 

This feature has been emphasized in some TLD 

configurations. In one of such configurations, the damper 

is rigidly connected to a secondary mass, which itself is 

connected to the main structure through a spring system. 

This alternative configuration is known as the Hybrid 

Mass Liquid Damper (HMLD). It should be noted that 

when the secondary spring is stiff, the alternative and 

standard TLD configurations will be similar. It has been 

observed that for a given structure with HMLD, there is 

an optimal secondary spring stiffness at which the 

effectiveness of HMLD will be maximal [2].  

In [3], researchers studied the effect of various 

components of the earthquake on the motion response of 

liquid storage tanks. Firstly, they reviewed the theories 

that are commonly used for the unidirectional analysis of 

liquid behavior in cylindrical tanks. Then they used the 

Finite Element Modeling (FEM) method to simulate the 

dynamic response of the liquid tank system. To validate 

the FEM method, they applied it to a set of experimental 

data available in the literature. They then conducted a 

parametric study on a series of vertical cylindrical tanks 

with different aspect ratios under various earthquake 

acceleration time series, where each tank was subjected 

to unidirectional and bidirectional excitations. They also 

examined the suggestions of some seismic codes for the 

estimation of Maximum Sloshing Wave Height (MSWH) 

and evaluated the accuracy of the proposed prediction 

methods numerically. In the end, the simple equation 

available for estimating MSWH under unidirectional 

excitation was extended for bidirectional excitation [3]. 

As structures become taller and thinner, their 

vibrational response and weight become increasingly 

challenging design considerations. TLDs are cost-

effective vibration dampers that can be used to suppress 

structural vibrations. In TLDs, energy is dissipated 

through the friction of the liquid boundary layer and wave 

breaking. The potential behaviors of TLDs and their 

interaction with structures could be very complex. In [4], 

an advanced experimental method called the Real-Time 

Hybrid Simulation (RTHS) was used to conduct a 

comprehensive parametric study to evaluate the 

effectiveness of TLDs. In RTHS, the effect of TLD is 

determined experimentally while the structure is modeled 

and analyzed, and this allows the TLD structure 

interactions to be determined in real-time. By treating the 

structure as an analytical model, RTHS offers a unique 

level of flexibility in the analysis. In this study, 

researchers considered a wide range of values for 

parameters including TLD/structure mass ratio, 

TLD/structure frequency ratio, and structural damping. 

They also experimentally evaluated the accuracy of 

FVM/FEM, which combines the finite element method 

(FEM) with finite volume method (FVM), in the 

modeling of liquid and solid domains to capture the TLD-

structure interactions. The results of this study provided 

a better understanding of TLDs and their interaction with 

structures and also contributed to the advanced design of 

these devices [4]. 

In another study, researchers investigated the 

application of TLDs in reducing wind-induced vibrations of 

base-isolated structures. They modeled TLD as an 

equivalent linearized mechanical system where natural 

frequency and damping of the fluid motion are amplitude-

dependent. These researchers also modeled the base-

isolated structure as a modified version of the linearized 

Bouc-Wen model, so that the behavior of Stable Unbonded 

Fiber Reinforced Elastomeric Isolators (SU-FREIs) could 

be described. They combined TLD and base-isolated 

structures to form a system of coupled ordinary differential 

equations. They also presented a preliminary TLD design 
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method for determining the proper tank dimensions and 

screen properties. The equivalent linearized mechanical 

model was validated through time simulations of the 

nonlinear behavior of the structure and fluid. This study 

reported that TLD can serve as an effective means to control 

wind-induced vibrations of base-isolated structures [5]. 

Crowley and Porter studied the effect of screens on the 

natural frequency and performance of TLDs. The 

experimental investigations of these researchers showed 

that the screen’s solidity ratio is usually determined for 

using TLD as a means of frequency shift [6, 7]. When a 

TLD is subjected to large amplitude excitations, because 

of the horizontal velocity component in the wave motion, 

the wave threshold decreases as the amplitude increases. 

This is known as wave breaking. At this stage, simple 

linear models can no longer describe the behavior of the 

liquid, and the wave breaking changes the motion 

frequency of the liquid [8]. Furthermore, this complex 

nonlinear phenomenon affects the shear force generated 

due to TLD and the motion of the structure, an effect that 

is difficult to model accurately. Various numerical and 

experimental studies have been carried out on the use of 

other configurations of TLDs, including TLCDs, in 

suppressing the structural vibrations induced by seismic 

and wind loads [9, 10]. In [11], researchers studied the 

seismic interaction of tall buildings and TLDs with 

internal screens by replacing TLDs with equivalent 

amplitude‐dependent tuned mass dampers (TMDs). In 

these models, parameters of equivalent TMDs were 

applied to the equation of motion of structures with the 

assumption that TLD is of the single degree of freedom 

type [11]. The majority of previous experimental studies 

and nonlinear modeling efforts have been focused on 

understanding the behavior of rectangular or circular 

TLDs. However, Love and Tait [12] developed a 

nonlinear multivariate model to describe the behavior of 

liquid inside a flat tank with arbitrary geometry. They also 

used a modal expansion technique for the nonlinear 

simulation of TLDs with damping screens [13]. Recently, 

Malekghasemi et al. [14] presented a new analytical 

method using the finite volume and finite element 

methods (FVM and FEM) for modeling the liquid and 

solid domains of TLDs. In this FVM/FEM model, the 

fluid and solid domains are discretized independently, and 

the interaction between the two domains is represented by 

alternating iterations at the interface.  

A tuned liquid damper (TLD) is a passive vibration 

control device consisting of a rigid tank filled with water 

that relies on the motion of water inside it for energy 

dissipation. In a TLD with a standard configuration, the 

damper is rigidly connected to the top of the building 

structure. Research has shown that TLD is more effective 

when the base acceleration amplitude is larger, as 

increased liquid motion results in more energy 

dissipation. This feature has been used in alternative TLD 

configurations. In one alternative configuration, the 

damper is rigidly connected to a secondary mass, which 

itself is connected to the main structure through a spring 

system. This alternative configuration is known as the 

Hybrid Mass Liquid Damper (HMLD). For a secondary 

spring with a given stiffness, the TLD base is subjected 

to a large amplitude acceleration that increases its effect. 

It should be noted that when the secondary spring is stiff, 

the alternative and standard TLD configurations  will be 

similar. It has been reported that for a given structure with 

HMLD, there is an optimal secondary spring stiffness at 

which the effectiveness of HMLD will be maximal. The 

optimized HMLD configuration has shown to be a more 

effective control device than the standard TLD 

configuration for both harmonic and large earthquake 

motions [2]. As structures become taller and thinner, their 

vibrational response and weight become increasingly 

challenging design considerations. TLDs are cost-

effective vibration dampers that can be used to suppress 

structural vibrations. In TLDs, energy is dissipated 

through the friction of the liquid boundary layer, free 

surface interactions, and wave breaking. The dynamic 

features of TLD and its interaction with the structure are 

quite complex. In a study, an advanced experimental 

method called the Real-Time Hybrid Simulation (RTHS) 

has been used to conduct a comprehensive parametric 

study to evaluate the effectiveness of TLDs. In RTHS, 

the effect of TLD is determined experimentally while the 

structure is modeled by a computer, and this allows the 

TLD structure interactions to be determined in real-time. 

By treating the structure as an analytical model, RTHS 

offers unique flexibility that allows a wide range of 

parameters to be tested without changing the 

experimental setting. In this study, a wide range of values 

for parameters including TLD/structure mass ratio, 

TLD/structure frequency ratio, and structural damping 

have been considered. Also, the accuracy of FVM/FEM, 

which combines finite element method (FEM) with finite 

volume method (FVM), in the modeling of liquid and 

solid domains to capture the TLD-structure interactions 

have been experimentally investigated. The results of this 

study offer a better understanding of TLDs and their 

interaction with structures and also contributes to the 

advanced design of TLDs, which in turn may result in 

wider use of these devices [4]. 

An important cause of energy dissipation in TLDs, in 

addition to the viscosity of the liquid, is the difference 

between hydrostatic forces on the walls at the two ends 

of the tank and the phase difference relative to the 

external excitation. Therefore, it can be stated that the 

level of liquid interaction with the damper's walls is a 

determinant of the damping of forces applied to the 

structure.  Thus, the more the liquid collides with the tank 

wall, or in other words the higher the contact level 

between the liquid and the walls, the greater will be the 

capacity for energy dissipation.  
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In an experiment, the TLD-adjusted fluid on a 

reduced shear frame under harmonic loads was also 

investigated. In this research, a seismic table test is 

applied to 3-layer shear frame models with TLD under 

harmonic loading. In the first stage, free vibration tests 

are performed on the structure, and first, the free 

vibration frequency of the structure is determined. 

Displacement and acceleration are measured in different 

classes of structures. A container in the form of a 

rectangular prism is then created as a TLD model. The 

liquid is poured into a container and the same 

experiments are repeated at different heights of the 

liquid. The effect of the TLD program on structural 

models concerning displacement and acceleration of 

structures has been investigated. As a result of the 

experiments performed, most TLD models are 

determined by changing behavior and acceleration. The 

results show that all damping models significantly reduce 

the level of seismic behavior of the structure under 

harmonic loading [4]. 

In another experiment, instead of using TLD, TLCD 

was used under the same conditions as before. As a result 

of the experiments performed, the most convenient 

TLCD models are determined according to the 

displacement behavior. The results show that all damping 

models significantly reduce damping in the seismic 

behavior of structures under harmonic loading. 

Experimental results show that all TLCD models 

effectively reduce the response of the structure in terms 

of displacement [4]. 

Also, series of experimental studies were performed 

on tuned liquid column damper as an effective device for 

seismic control in structures [17]. 

In this study, through series of shaking table tests and 

statistical analysis, the efficiency of Uniform Tuned 

Liquid Column Damper (UTLCD) in structures resting 

on loose soils, considering soil-structure interaction was 

investigated. Through statistical analysis of the 

experimental tests was demonstrated that the mentioned 

factors are effective in response to the structure. Using 

Response Surface Methodology (RSM), the optimum 

values of the factors to minimize the top story 

displacement have been found. [4]. 

The tuned liquid column damper (TLCD) having a 

uniform cross-sectional tube of U-shaped, occupied with 

liquid is used as a vibrational response mitigation device . 

Different studies on the unconstrained optimization 

performance of TLCBD subjected to the stochastic 

earthquake have been performed where limitations on the 

maximum amplitude of liquid present in the vertical 

portion of the tube were not imposed. The present 

investigation considers the optimum performance of the 

structure with TLCBD for mitigating the vibrational 

response with limited liquid movement in the vertical 

portion of the tube. A numerical study has been carried 

out to demonstrate the difference between constrained 

and unconstrained optimization of the structure-TLCBD 

system. Numerical results show the influence of 

constraining cases on optimum parameters and 

performance behavior of the structure-TLCBD 

system[4]. 

The innovation of the proposed TLD model in the 

current study versus TLDs with a similar mechanism is 

that, by doubling the water reservoir, the behavior of 

water movement in the outer and the inner tank becomes 

different. There are two relaxation conditions at the 

bottom of the reservoirs. The internal wall network 

controls the water movement, and in this way an 

appropriate damping behavior is created. 

The present study investigated the behavior of a TLD 

with a double-walled cylindrical tank, where using the 

double-walled design is intended to increase the 

interaction of the liquid with walls and thus the capability 

of better damping. For this investigation, the following 

objectives were pursued: 

1. Investigating the optimal liquid height, which 

depends on the optimal weight of the liquid relative to the 

total weight of the structure 

2. Investigating the effect of liquid type on the effect 

of dampers on the seismic response of the structure 

In the damper considered in this research, the 

interaction between the liquid and tank walls has been 

increased by using two walls with placing fins between 

them. 

 

 

2. EXPERIMENTAL INVESTIGATION 
 
The TLD considered in this research is a cylindrical 

damper with two walls, an inner wall and an outer wall, 

with a diameter of 30 and 50 cm, respectively. The walls 

are interconnected with fins at two different levels, which 

control the interaction of the liquid with the tank. The 

diagram of this TLD is shown in Figure 1. 

For this investigation, several laboratory specimens 

with and without this TLD were constructed and 

subjected to several seismic records on the shaking table. 

The liquid used in this study was water. The height of the 

water column in the inner and outer wall was considered 

as a variable. To investigate the effects of the damper on 

the seismic response of the structure on the shaking table, 

the displacement and acceleration history of the 

specimens with the damper was studied and compared 

with that of the specimens without the damper. 

The shaking table of the laboratory is 3×2 meters in size, 

has a weight capacity of 6 tons, and can produce a 

maximum acceleration of 1g and displacement of ±10 

cm at frequencies of up to 50 Hz. This table provides 

one-dimensional movements. The constructed structure 

was restrained against lateral movements by four roller 

supports and was free to move only in the longitudinal 

direction of the shaking table. The measurements were 
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made with four acceleration sensors and two 

displacement sensors. One acceleration sensor was 

mounted on the table floor, another was installed on the 

foundation, and the other two were placed on the floors 

in the middle of the floor beam. The test setup and details 

are shown in Figures 2 to 7. The dimensions of the 

damper and the specifications of the studied models are 

mentioned in Table 1 and Table 2, respectively. 

A good level of consistency was observed between 

the accelerations recorded on the table and the 

foundation, indicating the suitable rigidity of the table. 

Since the goal was to measure the relative displacement 

of the foundation and the structure itself, a vertical 4×8 

cm rectangular steel hollow section was installed on the 

foundation and the  

 

 

 
Figure 1. Three-dimensional diagram of the double-walled 

TLD 

 

 

 
Figure 2. Plan of the structure with weights 

 
Figure 3. Transverse cross-section 

 

 

Figure 4. Longitudinal cross-section 

 

 

displacement sensors were mounted on this member in the 

middle of each floor. Thus, being connected to the 

foundation on one side and the structure on the other side, 

the displacement sensors were measuring the relative 

displacement during vibration. 
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Figure 5. Installation of the structure and the damper on     the 

shaking table 

 

 

 

Figure 6. Position of the strain gauge (LVDT) on the   shaking 

table 

 

 

 

Figure 7. The shaking table used in the experiments 

 

 

TABLE 1. Dimensions of the used damper 

Dimension Outer tank Inner tank 

Diameter 50 cm 30 cm 

Height 60 cm 50 cm 

Thickness 0.5 mm 0.5 mm 

TABLE 2. Specifications of the studied models 

Specimen 
Liquid height in the inner 

tank (cm) 

Liquid height in 

the outer tank (cm) 

I0-O0 0 0 

I0-O20 0 20 

I0-O40 0 40 

I15-O0 15 0 

I15-O20 15 20 

I15-O40 15 40 

I30-O0 30 0 

I30-O20 30 20 

I30-O40 30 40 

 

 

3. CHARACTERISTICS OF ACCELERATION RECORDS 

 

Three earthquake records were used to investigate the 

effects of the double-walled TLD on the seismic response 

on the shaking table. The characteristics of these records 

are given in Table 3. 

 

 

4. RESULTS 
 
4. 1. Displacement Results          This section presents 

and discusses the displacement history of the models with 

and without the considered TLD under different seismic 

excitations. In this section, the comparisons are made to 

the results of model I0-O0, where the outer and inner 

tanks are empty. The displacement history diagrams of 

the models for the El Centro, Tabas, and Kobe records 

are illustrated in Figures 8 to 15, Figures 16 to 23, and 

Figures 24 to 31, respectively. In the following, these 

results are also tabulated for better and more accurate 

comparisons. To obtain these results, first, the height of 

the water in the inner tank was assumed to be variable 

while keeping the height of the liquid in the outer tank 

constant. Then, the height of the water in the outer tank 

was taken as a variable while keeping the height of the 

liquid in the inner tank constant. Finally, the height of the 

water in both inner and outer tanks was assumed as a 

variable. It should be noted that all the results presented 

in the following tables are relative to the I0-O0 model. 
 

 

TABLE 3. Characteristics of acceleration records used in the 

shaking table experiment 

Record Symbol Ms d (km) 
PGA 

(cm/s2) 

PGV 

(cm/s) 

PGD 

(cm) 

El Centro 1940 El Centro 6.95 6.1 312.7 36.1 21.3 

Kobe 1995 Kakogawa 6.9 22.5 317.8 26.8 8.8 

Tabas 1978 Tabas 7.35 1.79 837.8 98.8 37.5 
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Figure 8. Comparison of the displacement history diagram of 

the I0-O40 model under the El Centro record 

 

 

 
Figure 9. Comparison of the displacement history diagram of 

the I0-O20 model under the El Centro record 

 

 

 
Figure 10. Comparison of the displacement history diagram of 

the I15-O0 model under the El Centro record 

 

 

 
Figure 11. Comparison of the displacement history diagram of 

the I15-O20 model under the El Centro record 

 
Figure 12. Comparison of the displacement history diagram of 

the I30-O0 model under the El Centro record 

 

 

 
Figure 13. Comparison of the displacement history diagram of 

the I15-O40 model under the El Centro record 

 

 

 
Figure 14. Comparison of the displacement history diagram of 

the I30-O40 model under the El Centro record 

 

 

 
Figure 15. Comparison of the displacement history diagram of 

the I30-O20 model under the El Centro record 

 



V. R. Meshkat Rouhani et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   29-                                    36 

As the above diagrams demonstrate, the displacement 

history diagram under the El Centro record shows greater 

variation in the I0-O0 model than in others. Regarding 

the effect of liquid, the results suggest that the presence 

of liquid in the tank has reduced the displacement. The 

best possible result, i.e., the lowest displacement, under 

this excitation has occurred when the liquid height in the 

inner and outer tanks has been 15 cm and 20 cm, 

respectively. 

The maximum displacement of all models under the 

El Centro record and their displacement reduction ratios 

relative to I0-O0 are provided in Tables 4 and 5, 

respectively. 

 

 
TABLE 4. Effect of the liquid in the inner and outer tanks of the considered TLD on the displacement response under the El Centro 

record 

Effect of the liquid in the outer tank on the displacement response under the El Centro record 

I30-O40 I30-O20 I30-O0 I15-O40 I15-O20 I15-O0 I0-O40 I0-O20 I0-O0 Specimen 

0.339 0.332. 0.332 0.336 0.322 0.340 0.344 0.326 0.35 Max. Disp. (m) 

Effect of the liquid in the inner tank on the displacement response under the El Centro record 

I30-O40 I15-O40 I0-O40 I30-O20 I15-O20 I0-O20 I30-O0 I15-O0 I0-O0 Specimen 

0.339 0.336 0.344 0.332 0.322 0.326 0.332 0.340 0.35 Max. Disp. (m) 

 

 
TABLE 5. Displacement reduction ratio relative to I0-O0 under the El Centro record 

Specimen I0-O0 I0-O20 I0-O40 I1-O0 I15-O20 I15-O40 I30-O0 I30-O20 I30-O40 

%  __ 8% 3% 4.20% 9.20% 5.30% 6.40% 6.30% 4.50% 

 

 

 

 
Figure 16. Comparison of the displacement history diagram 

of the I0-O40 model under the Kobe record 

 

 

 

 
Figure 17. Comparison of the displacement history diagram 

of the I0-O20 model under the Kobe record 

 

 
Figure 18. Comparison of the displacement history diagram 

of the I15-O20 model under the Kobe record 

 

 

 

 
Figure 19. Comparison of the displacement history diagram 

of the I15-O0 model under the Kobe record 
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Figure 20. Comparison of the displacement history diagram 

of the I30-O0 model under the Kobe record 

 

 

 
Figure 21. Comparison of the displacement history diagram 

of the I15-O40 model under the Kobe record 

 

 

 
Figure 22. Comparison of the displacement history diagram 

of the I30-O40 model under the Kobe record 

 
Figure 23. Comparison of the displacement history diagram 

of the I30-O20 model under the Kobe record 

 

 

 
Figure 24. Comparison of the displacement history diagram of 

the I0-O20 model under the Tabas record 

 

 

In the above diagrams, it can be seen that under the 

Kobe record, the displacement history diagram of the I0-

O0 model has greater variation than that of other models. 

These results also show that the presence of liquid in the 

tank has resulted in reduced displacement. The lowest 

displacement under the Kobe record has occurred when 

the liquid height in the inner and outer tanks has been 30 

cm and 20 cm, respectively. 

Tables 6 and 7 show the maximum displacement of all 

models under the Kobe record and their displacement 

reduction ratios relative to I0-O0. 

 

 
TABLE 6. Effect of the liquid in the inner and outer tanks of the considered TLD on the displacement response under the Kobe record 

Effect of the liquid in the outer tank on the displacement response under the El Centro record 

I30-O40 I30-O20 I30-O0 I15-O40 I15-O20 I15-O0 I0-O40 I0-O20 I0-O0 Specimen 

0.361 0.347 0.36 0.355 0.363 0.390 0.363 0.377 0.411 Max. Disp. (m) 

Effect of the liquid in the inner tank on the displacement response under the El Centro record 

I30-O40 I15-O40 I0-O40 I30-O20 I15-O20 I0-O20 I30-O0 I15-O0 I0-O0 Specimen 

0.361 0.355 0.363 0.347 0.363 0.377 0.36 0.390 0.411 Max. Disp. (m) 

 

 
TABLE 7. Displacement reduction ratio relative to I0-O0 under the Kobe record 

Specimen I0-O0 I0-O20 I0-O40 I1-O0 I15-O20 I15-O40 I30-O0 I30-O20 I30-O40 

%  __ 8.20% 11.70% 5.10% 11.67% 13.70% 12.40% 15.50% 12.16% 
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Figure 25. Comparison of the displacement history diagram of 

the I0-O40 model under the Tabas record 

 

 

 
Figure 26. Comparison of the displacement history diagram of 

the I15-O20 model under the Tabas record 

 

 

 

 
Figure 27. Comparison of the displacement history diagram of 

the I15-O0 model under the Tabas record 

 

 

 
Figure 28. Comparison of the displacement history diagram of 

the I30-O0 model under the Tabas record 

 
Figure 29. Comparison of the displacement history diagram of 

the I15-O40 model under the Tabas record 

 

 

 
Figure 30. Comparison of the displacement history diagram of 

the I30-O40 model under the Tabas record 

 

 

 
Figure 31. Comparison of the displacement history diagram of 

the I30-O20 model under the Tabas record 

 

 

In the above diagrams, it can be seen that unlike under 

Kobe and El Centro records, the displacement history 

diagram with the greatest variation under the Tabas 

record is the one belonging to the I30-O40 model. This 

means that under the Tabas record, the considered TLD 

not only does not have a positive effect but increases the 

displacement. Regarding the effect of liquid, the results 

suggest under the Tabas record, the presence of liquid in 

the tank has reduced the displacement in some cases and 

increased it in others. Under this record, the lowest 

displacement has occurred when the liquid height in the 

inner and outer tanks has been 15 cm and 20 cm, 

respectively. 
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The maximum displacement values of all models under 

the Tabas record are given in Table 8 and the 

displacement reduction ratios of these models relative to 

I0-O0 are provided in Table 9.  
 
4. 2. Acceleration Results                     This section 

presents the acceleration history of the models with and 

without the considered TLD under the seismic 

excitations of El Centro, Tabas, and Kobe records. As 

before, all comparisons made in this section are relative 

to the results obtained with I0-O0. The acceleration 

history diagrams of the models for the El Centro, Tabas, 

and Kobe records are presented in Figures 32 to 39, 

Figures 40 to 47, and Figures 48 to 55, respectively. For 

a more accurate comparison, these results are also 

presented in more detail in the following tables. Again, 

to obtain these results, first, the height of the water in the 

inner tank was assumed to be variable and the height of 

the liquid in the outer tank was kept constant. Then, the 

height of the water in the outer tank was considered to be 

variable and the height of the liquid in the inner tank was 

kept constant. And finally, the height of the water in both 

inner and outer tanks was assumed to be variable. As 

mentioned, all the results presented in the tables are 

relative to the results of the I0-O0 model. 
As can be seen, the greatest variation in the 

acceleration history diagram under the El Centro record 

belongs to the I0-O40 model. Regarding the effect of 

liquid, the results show that the presence of liquid in the 

tank has reduced the acceleration in some cases and 

increased it in others. The best possible result or in other 

words the lowest acceleration under this excitation has 

occurred when the liquid height in the inner and outer 

tanks has been 30 cm and 40 cm, respectively. 

The maximum acceleration of all models under the El 

Centro record and their acceleration reduction ratios 

relative to I0-O0 are given in Tables 10 and 11, 

respectively. 

 

 

 
Figure 32. Comparison of the acceleration history diagram   of 

the I0-O40 model under the El Centro record 

 

 

 
Figure 33. Comparison of the acceleration history diagram   of 

the I0-O20 model under the El Centro record 

 

 

 
Figure 34. Comparison of the acceleration history diagram   of 

the I15-O20 model under the El Centro record 

 

 
TABLE 8. Effect of the liquid in the inner and outer tanks of the considered TLD on the displacement response under the Tabas record 

Effect of the liquid in the outer tank on the displacement response under the El Centro record 

I30-O40 I30-O20 I30-O0 I15-O40 I15-O20 I15-O0 I0-O40 I0-O20 I0-O0 Specimen 

0.400 0.360 0.340 0.358 0.334 0.342 0.362 0.339 0.343 Max. Disp. (m) 

Effect of the liquid in the inner tank on the displacement response under the El Centro record 

I30-O40 I15-O40 I0-O40 I30-O20 I15-O20 I0-O20 I30-O0 I15-O0 I0-O0 Specimen 

0.400 0.358 0.362 0.360 0.334 0.339 0.340 0.342 0.343 Max. Disp. (m) 

 

 
TABLE 9. Displacement reduction ratio relative to I0-O0 under the Tabas record 

Specimen I0-O0 I0-O20 I0-O40 I1-O0 I15-O20 I15-O40 I30-O0 I30-O20 I30-O40 

%  __ 1% 5% 0.20% 2.60% 4.30% 0.80% 4.90% 16.60% 

 



V. R. Meshkat Rouhani et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   29-44                                          40 

 

 
Figure 35. Comparison of the acceleration history diagram   of 

the I15-O0 model under the El Centro record 

 

 

 

Figure 36. Comparison of the acceleration history diagram   of 

the I30-O0 model under the El Centro record 

 

 

 
Figure 37. Comparison of the acceleration history diagram   of 

the I15-O40 model under the El Centro record 

 
Figure 38. Comparison of the acceleration history diagram   of 

the I30-O40 model under the El Centro record 

 

 

 
Figure 39. Comparison of the acceleration history diagram   of 

the I30-O20 model under the El Centro record 

 

 

 
Figure 40. Comparison of the acceleration history diagram   of 

the I0-O40 model under the Kobe record 

 

 
TABLE 10. Effect of the liquid in the inner and outer tanks of the considered TLD on the acceleration response under the El Centro 

record 

Effect of the liquid in the outer tank on the acceleration response under the El Centro record 

I30-O40 I30-O20 I30-O0 I15-O40 I15-O20 I15-O0 I0-O40 I0-O20 I0-O0 Specimen 

0.296 0.369 0.310 0.356 0.365 0.301 0.406 0.406 0.376 Max. Acc.(m/s2) 

Effect of the liquid in the inner tank on the acceleration response under the El Centro record 

I30-O40 I15-O40 I0-O40 I30-O20 I15-O20 I0-O20 I30-O0 I15-O0 I0-O0 Specimen 

0.296 0.356 0.406 0.369 0.365 0.406 0.310 0.301 0.376 Max. Acc.(m/s2) 

 

 
TABLE 11. Acceleration reduction ratio relative to I0-O0 under the El Centro record 

Specimen I0-O0 I0-O20 I0-O40 I1-O0 I15-O20 I15-O40 I30-O0 I30-O20 I30-O40 

%  __ 7.90% 8% 19.40% 2.90% 5.30% 18% 1.80% 21.20% 
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Figure 41. Comparison of the acceleration history diagram   of 

the I0-O20 model under the Kobe record 

 

 

 
Figure 42. Comparison of the acceleration history diagram   of 

the I15-O20 model under the Kobe record 

 

 

 
Figure 43. Comparison of the acceleration history diagram   of 

the I15-O0 model under the Kobe record 

 
Figure 44. Comparison of the acceleration history diagram   of 

the I30-O0 model under the Kobe record 

 

 

 
Figure 45. Comparison of the acceleration history diagram   of 

the I15-O40 model under the Kobe record 

 

 

4. 3. Numerical Investigation        In this part of the 

study, the finite element software ABAQUS was used 

for modeling. The structure, tank, and water inside the 

tank were all modeled with the C3D8R elements as 

shown in Figures 56 to 58.  

The C3D8 element is an eight-node three-

dimensional solid linear element with reduced 

integration. 

 
4. 4. Modelling Verification        All laboratory 

experiments were modeled in ABAQUS software and 

the analytical models were verified in comparison to the 

 

 
TABLE 14. Effect of the liquid in the inner and outer tanks of the considered TLD on the acceleration response under the Tabas record 

Effect of the liquid in the outer tank on the acceleration response under the Tabas record 

I30-O40 I30-O20 I30-O0 I15-O40 I15-O20 I15-O0 I0-O40 I0-O20 I0-O0 Specimen 

0.173 0.190 0.184 0.176 0.178 0.194 0.180 0.182 0.179 Max. Acc.(m/s2) 

Effect of the liquid in the inner tank on the acceleration response under the Tabas record 

I30-O40 I15-O40 I0-O40 I30-O20 I15-O20 I0-O20 I30-O0 I15-O0 I0-O0 Specimen 

0.173 0.176 0.180 0.190 0.178 0.182 0.184 0.194 0.179 Max. Acc.(m/s2) 

 

 
TABLE 15. Acceleration reduction ratio relative to I0-O0 under the Tabas record 

Specimen I0-O0 I0-O20 I0-O40 I1-O0 I15-O20 I15-O40 I30-O0 I30-O20 I30-O40 

%  __ 1.60% 1% 8.30% 0.50% 1.60% 2.70% 6.10% 3.30% 
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Figure 56. Modeling of the structure in ABAQUS 

 

 

 
Figure 57. Modeling of the tank in ABAQUS 

 

 

 
Figure 58. Modeling of the water inside the tank in ABAQUS 

 

 

experiment results. Displacement and acceleration 

responses were used for model verification in various 

conditions. As an example, the verification of 

acceleration response of specimen I30-O40 subjected to 

the El Centro earthquake is shown in Figure 59. 

 
4. 5. Numerical Results        As the numerical investigation 

of the effect of the considered TLD, the height of water in 

the inner and outer tanks was considered as 130 and 320 

mm, respectively. The results were obtained once without 

any water in the damper, another time by water only in the 

 
Figure 59. Comparison of analytical and experimental 

acceleration responses, El Centro I30-O40 

 
 
inner tank, and the third time by water only in the outer 

tank. The seismic record used in this investigation was 

that of the Varzeqan earthquake. The acceleration records 

of this earthquake are shown in Table 16.  

To evaluate the performance of the proposed damper, 

the effect of water level on the outer and inner walls of 

the reservoir in reducing the response of the structure was 

numerically investigated. For this purpose, the results 

were studied in three scenarios; without water inside the 

damper, water inside the inner tank, and water inside the 

outer tank. The response parameters employed for this 

evaluation are lateral displacement, acceleration, and 

energy which some of which are shown in Figures 60 to 

63. 

The results of the study on the displacement history 

show that the amount of lateral displacement of the 

structure in the case of damping has been significantly 

reduced. It can also be observed that the amount of lateral 

displacement in the case where the fluid is located in the 

inner or outer wall of the damper is reduced by 50% 

compared to the waterless state.  

 

 

TABLE 16. Characteristics of acceleration records of 
Varzeqan earthquake 

Record Symbol d (km) 
PGA 

(cm/s2) 

PGV 

(cm/s) 

PGD 

(cm) 

Varzeqan 

2012 
Varzeqan 9 478 41.23 9.45 

 

 

 
Figure 60. Numerical comparison of displacement history 
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From the experimental displacement and acceleration 

diagrams of the considered TLD modeling and analysis 

performed in this study, the following can be concluded: 

- The models showed different displacement history 

results under different seismic excitations. Under El 

Centro and Kobe records, the I0-O0 model (the model 

without liquid) had a higher displacement than all liquid-

containing models. This is indicative of the positive 

effect of the liquid on the displacement. Under the Tabas 

record, however, the highest displacement was observed 

in the model where the liquid height in the inner and outer 

tanks was 30 cm and 40 cm, respectively. This 

discrepancy can be attributed to different frequency 

characteristics of different records. Examining the 

amount of energy exerting the structure, it is observed 

that the damper greatly reduces the input energy, and the 

amount of this reduction in both types of dampers, 

whether the fluid is placed in the outer or inner wall, is 

approximately equal and reduced by 53%.  

Moreover, the results of acceleration analysis show 

that the use of the damper also greatly reduces the amount 

of acceleration response.  
 
 

 
Figure 61. Numerical history of energy input when water was 

placed in the inner tank of the damper 
 

 

 
Figure 62. Numerical history of energy input when water was 

placed in the outer tank of the damper 

 

 

 
Figure 63. Numerical history of energy input in the absence of 

water in the damper 

As an extension of the current study, the optimal state 

of the water amount in the modeling has been evaluated 

and a reduction of 16 to 33% has been achieved. 

 

 

5. CONCLUSION 
 

From the experimental displacement and acceleration 

diagrams of the considered TLD modeling and analysis 

performed in this study, the following can be concluded: 

1. The models showed different displacement history 

results under different seismic excitations. Under El 

Centro and Kobe records, the I0-O0 model (the model 

without liquid) had a higher displacement than all liquid-

containing models. This is indicative of the positive 

effect of the liquid on the displacement. Under the Tabas 

record, however, the highest displacement was observed 

in the model where the liquid height in the inner and outer 

tanks was 30 cm and 40 cm, respectively. This 

discrepancy can be attributed to different frequency 

characteristics of different records. 

2. The lowest displacement was also found to somewhat 

vary depending on the applied seismic excitation. 

For example, under the El Centro record, the lowest 

displacement (relative to I0-O0) was related to the model 

where the liquid height in the inner and outer tanks was 

15 cm and 20 cm, respectively. But under the Kobe 

record, the lowest displacement belonged to the model 

I30-O20. Finally, under the Tabas record, the lowest 

displacement was again related to the model I15-O20. 

3. Regarding the acceleration history, the results suggest 

that in certain cases the presence of liquid in the 

considered TLD significantly increases the acceleration 

instead of decreasing it. The highest acceleration under 

the El Centro and Kobe records occurred in the model I0-

O40. Under the Tabas record, the highest acceleration 

was observed in the model I15-O0. 

4. The lowest acceleration was also found to be 

dependent on the applied seismic excitation. Under the El 

Centro record, the lowest acceleration belonged to the 

model where the inner and outer tanks contained 30 cm 

and 40 cm of liquid respectively, which had a lower 

acceleration than I0-O0. The lowest acceleration under 

the Kobe record occurred in the model I30-O40. Finally, 

under the Tabas record, the lowest acceleration was 

observed in the model I30-O40. 
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A B S T R A C T  
 

 

Human action recognition has been a pioneer research problem among researchers. This paper 

proposed a new local feature descriptor in terms of modal frequency using silhouette and simplicial 
elements of a silhouette with the help of Finite Element Analysis (FEA). This local descriptor 

represents the distinctive human poses in the form of modal frequency. These modal frequencies 

reduce the feature dimension and represent a wide range of poses of human action. These modal 
frequencies are subject to the stiffness matrix of the body that is associated with the displacement.  The 

silhouettes of the human body are used for the analysis. These silhouettes are represented into 

simplicial elements. The modal frequencies of silhouettes are calculated using simplicial elements. 
These modal frequencies of the silhouette are used as the feature vectors that are given to the Radial 

Basis Function-Support Vector Machine (RBF-SVM) classifier. The challenging datasets Weizmann, 

KTH and IXMAS are used for validation of the proposed methodology. 

doi: 10.5829/ije.2022.35.01a.05 
 

 

 
1. INTRODUCTION1 
 

Videos have become a very essential part of our life 

these days. We create, store and share these videos. The 

increasing number of accessible videos has also created 

the need to understand them. Several methods have 

been developed by researchers for human action 

recognition. These methodologies can be sectioned into 

two groups: global feature descriptors and local feature 

descriptors. Global features require the extraction of the 

human body whose action is to be recognized. The two-

dimensional (2D) template matching technique is used 

[1-3]. In this technique, 2D silhouettes of the human 

body are extracted. These silhouettes are also used as 

space-time volumes [4, 5]. The main disadvantage of 

this methodology is that they require accurate 

background subtraction and motion of the pixels. 

Further global feature descriptors have major 

disadvantages that they give shape information but not 

motion information. That makes it weak in recognizing 
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similar types of actions such as running and jogging 

where motion is involved. To avoid these problems 

researchers developed local feature descriptors. This 

methodology does not require background subtraction 

as they are established on the spatio-temporal points. 

Methods reported in literature [6-14] have used famous 

bag-of-words models. The main disadvantage of these 

methodologies is that they give only motion information 

but no information about the structure. Methodologies 

reported in literature [15-22] based on silhouette 

analysis have a major contribution to human action 

recognition. Kapoor et al. [15] have used average 

energy silhouette images whereas a hybrid classifier is 

used for action recognition by Mishra et al. [16]. Wu 

and Shao [17] used hybrid features which include both 

global and local features. The pose correlogram is used 

as a local feature and extended MHI is used as global 

feature. The three-dimensional histogram of the oriented 

gradient is used to represent the action video [18, 19]. 

Silhouette-based methodologies are also used in a 

human pose-based action recognition [23, 24]. 

The silhouette-based analysis is also used in deep 

learning-based methodologies [25-27] but these 
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methodologies require large datasets. The methods 

based on global feature descriptors cannot give the 

motion information and the methodologies that are 

based on local descriptors cannot give shape 

information. Even methodology that used hybrid 

descriptors having both global and local descriptors 

require fusion problems. A feature descriptor based on 

the stiffness matrix discussed in literature [21] is 

capable of representing both shape as well as motion 

features.  The main limitation of this methodology was 

that it increases the feature dimensionality and also 

requires large memory space. The proposed method 

overcomes these limitations and offers a new local 

feature descriptor embedding the information of both 

shape and motion with the help of modal frequency. 

Modal frequency plays an important role in the analysis 

of the shape of the structure against the deformation that 

occurred in the shape. The proposed methodology 

improved these issues in the following manner: 

1. Modal frequencies of the human body silhouette 

reduce the feature dimensionality drastically when 

the reduced number of the mode of the frequency 

of the structure is selected. And thus, it takes less 

runtime as compared to literature [21]. 

2. Moreover different modes of frequencies of an 

action shape cover the wide range of the poses of 

human action. This increases the accuracy as 

compared to our previous work. 

3. Every deformation in the shape has its unique 

modal frequency that represents the shape change 

because of motion. Therefore modal frequency is 

capable of representing shape and motion 

information. This makes the proposed method 

unique and more reliable as compared to other 

existing methods because it contains structural as 

well as motion information. 

 

 

2. METHODOLOGY OF PROPOSED FRAMEWORK 
 

The workflow diagram of the proposed methodology is 

shown in Figure 1. The first step for action recognition 

is to extract the silhouette from the action video. Then 

these silhouettes are represented in the form of 

simplicial elements using FEA. The displacement 

matrices of these simplicial elements are then found. 

The modal frequencies are extracted with the use of 

displacement matrices. Later on, feature vectors are 

formed in form of modal frequencies that are fed to the 

RBF-SVM classifier to recognize the action. 

 

 

 
Figure 1. Workflow diagram of the proposed method 

2. 1. Representation of Silhouette in Terms of 
Simplicial Elements               The silhouette extraction 

from the action video is a crucial step. Limitations such 

as background cluttering create a hurdle for background 

subtraction. The proposed methodology used the 

Gaussian mixture model-based background subtraction 

to extract the silhouette used in literature [28]. The 

advantage of this method is that it can deal with the 

problem occurring because of dynamic background and 

shadow. Figure 2 shows the frame of the action 'walk' 

and the background-subtracted image. The boundary of 

the silhouette is then found. 

These Silhouettes are divided into different 

simplicial triangular elements using the Finite Element 

Method (Figure 3). We adopted the following steps for 

the representation of the simplicial elements: 1. The 

prominent points on the silhouette have been reported 

by Laptev  and Lindeberg [29]. 2. These prominent 

points are used as the node vertices of the simplicial 

triangular elements. 

When an actor performs actions, the prominent 

points (vertices of the simplicial elements) also get 

displaced in a unique pattern. The simplicial elements 

are represented by displacement matrices. The 

simplicial triangular element has three nodes A(x1,y1), 

B(x2,y2) and C(x3,y3). The displacement vectors of the 

simplicial triangular elements given by D =
{d1, d2, d3, d4, d5, d6}

T. Every node has a displacement 

in X-direction and Y-direction. Node A has 

displacement in X-direction is d1 and in Y-direction is 

d2, node B has displacement in X-direction is d3 and in 

Y-direction is d4 and for node C displacement in X-

direction is d5 and in Y-direction is d6. The complete 

object with n elements can be represented globally by 

G = {D1, D2, D3, … , Dn}
T. Every movement of the 

silhouette results in the displacements of the vertices of 

the triangle. Figure 5 shows the small element having 

displacements a in X-direction and b in Y-direction.  

 

 

                         
Figure 2. A frame of ‘walk’, background-subtracted image, 

external silhouette and the prominent points on the extracted 

silhouette 

 

 

 
Figure 3. Representation of silhouette into simplicial 

elements 
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Figure 4. Displacement of simplicial element 

 
 

Due to this displacement, a strain  ϕ =

[
 
 
 
 

∂a

∂x
∂b

∂y

∂a

∂y
 +

∂b

∂x]
 
 
 
 

 is 

developed in X-direction, Y-direction and shear 

direction.  

 

2. 2. Feature Extraction in Terms of Modal 
Frequency               We can deduce the stiffness matrix 

of the single triangle with the use of displacement 

matrices. We call this stiffness matrix as a local stiffness 

matrix and it can be represented by Equation (1). 

𝐤𝐥 = 𝐃𝐓D𝐭𝐞𝐒𝐞    (1) 

where D is displacement matrix subject to strain, te is 

the thickness and Se is the area of the triangle and both 

are assumed constant. D is also called the strain 

displacement matrix which can be calculated by shape 

functions [21]. All the local stiffness matrices of 

triangle elements are united systematically to form the 

global stiffness matrix.  We first set the degree of 

freedom of the structure. The value of the degree of 

freedom will start from one to D where D is the total 

degree of freedom.  Following steps are involved in the 

formation of the global stiffness matrix: 

The size of the global stiffness matrix Kg will be the 

total number of degree of freedom and it is initialized to 

zero.  

We computed the local stiffness matrix kl for every 

triangular element.  

We added the local stiffness matrix kl to the global 

stiffness matrix Kg by placing it properly. 

Procedures 2 and 3 are repeated until the complete 

global stiffness matrix is constructed. 

Once we get the global stiffness matrix we can 

calculate the modal frequency of the complete silhouette 

by calculating the Eigen values of the global stiffness 

matrix. The Eigen value of matrix Kg  can be calculated 

by Equation (2). 

|𝐝𝐞𝐭[𝐊𝐠 − 𝝀𝒊𝐈]| = 𝟎 (2) 

where 𝜆𝑖 is Eigenvalue and I is an identity matrix.  

The values of the 𝜆𝑖 give the information the how 

much variance in global stiffness matrix in their 

directions. The highest value of Eigen value will be the 

principal component. In the proposed methodology, we 

selected three principal components. 

The corresponding modal frequency can be found in 

Equation (3). 

F =  √λi (2⁄ π) (3) 

With the help of the Eigen values, modal frequencies 

of the silhouette of the human body are extracted by 

Equation (3). These principal component based modal 

frequencies reduce the feature dimensionality 

drastically. We have selected the reduced number of the 

mode of the frequency of the structure i.e.3. The result 

of three modes of frequencies (mode 1, 16.61x10−5Hz, 

mode 2, 28.58x10−5Hz and mode 3, 36.80x10−5Hz) 

applied on Weizmann datasets for action “Clapping” are 

given in Figure 5. 

The silhouette extracted from the sequence of frames 

in a video is discretized into a number of simplicial 

elements. The global stiffness matrix that represents the 

local feature of the frame has the dimension depending 

upon the degree of freedom. For example, if the total 

number of nodes/vertices of a silhouette is n and if these 

nodes can move in X and Y directions, the degree of 

freedom of complete silhouette structure will be 2n. 

Thus, the dimension of the global stiffness matrix will 

be 2n x 2n. Since we are using Eigen values, the 

dimension of this structure will reduce to 2n. Thus, 

corresponding to the dimension of 2n, we will get 2n 

modal frequencies, out of which we have selected the 

most suitable number through cross-validation. These 

feature vectors are fed to the RBF-SVM classifier [21, 

30] to recognize the action. 
 

 

 

 
Figure 5. Three modal frequencies for action ‘Clapping’ of 

Weizmann dataset 



O. Mishra et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   45-52                                                           48 

3. EXPERIMENTAL RESULTS 
 

To establish the authenticity of the proposed 

methodology, standard datasets like Weizmann, KTH 

and IXMAS are used. The experimentation on these 

datasets will also prove the robustness of the proposed 

methodology against background cluttering, execution 

rate and both inter and intra-class similarity. The 

proposed methodology has been developed on the 

following set-up:  

Software: MATLAB R2015A 

Hardware: Intel(R) Core (TM) i5-6200 CPU @2.30 

GHz, 8 GB RAM, 64 bit Operating System 

Accuracy is used as a performance evaluation 

parameter of the proposed methodology. For cross-

validation, we used the Leave-One-Out strategy. The 

description of datasets is as follows: 

Weizmann Dataset has 10 action classes; KTH 

Dataset has 6 action classes whereas IXMAS has 13 

action classes. Sample frames of all three datasets are 

shown in Figure 6(a-c). Table 1 shows that when the 

total number of simplicial triangle elements in the 

silhouette is considered to be more than 20, it gives a 

superior result. 
 

 

 
Figure 6(a). Weizmann dataset frames 

 

 
Figure 6(b). KTH dataset frames 

 

 
Figure 6(c). IXMAS dataset frames 

 
 

TABLE 1. Parameter setting for no. of simplicial elements 

Total no. of nodes 5 10 15 20 22 25 

Accuracy (%) 0.67 0.83 0.89 0.93 0.94 0.94 

 

 

TABLE 2. Parameter setting for no. of modes of frequency 

No. of modes of frequency 1 2 3 5 7 

Accuracy (%) 0.70 0.88 0.94 0.94 0.95 

Moreover, any number higher than 22 do not yield 

significantly different results. Thus, we have selected 22 

elements. We selected the reduced number of modes of 

frequency so that the feature vector dimension also gets 

reduced. Table 2 shows the result of different modes of 

frequency. It is clear from table 2 that three modes of 

frequencies gives good result and further increment in 

the number of modes do not show significant change. 

Thus, we have selected three modes of frequency for 

our proposed method. The graphs of modal frequencies 

versus the silhouettes in the frames are shown in Figure 

7(a-f) where the X-axis represents the frames and the Y-

axis represents a change in modal frequencies with the 

change in frames for different activities such as 

‘clapping’, ‘jumping’, ‘hand waving’, ‘hand waving 

(both hands)’, ‘skipping’ and ‘hopping’. Figure 7(a) 

shows 3 modes of frequency changes for the action 

‘clapping’. 

 

 

 
Figure 7(a). Modal Frequency for ‘clapping’ 

 

 
Figure 7(b). Modal Frequency for ‘hand waving (both hands)’ 

 

 
Figure 7(c). Modal Frequency for ‘hand waving’ 

 

 
Figure 7(d). Modal Frequency for ‘skipping’ 



49                                O. Mishra et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   45-52                                                            

 
Figure 7(e). Modal Frequency for ‘jumping’ 

 

 
Figure 7(f). Modal Frequency for ‘hopping’ 

 
 

3. 1. Comparison of the Proposed Algorithm with 
Different Methods on Standard Datasets 
 

Weizmann dataset: Similar methodologies have been 

compared with the proposed methodology for the 

Weizmann dataset [12, 16, 17, 25, 26, 31] and the 

results are shown in Figure 8(a). The proposed method 

achieved an accuracy of 97.9%. All the methods 

mentioned in Figure 8(a) either retained shape 

information or motion information. The reason we 

achieved higher accuracy is that the proposed 

methodology has retained both shape and motion 

information through the modal frequencies of the 

silhouette structure.  

KTH dataset: Figure 8(b) shows the comparison of the 

proposed methodology with other recent methodologies 

on KTH dataset [3, 12, 16, 18, 24, 25, 27, 31]. The 

proposed method achieved an accuracy of 96.2% for the 

KTH dataset.  

IXMAS dataset: Figure 8(c) shows a comparison of the 

proposed methodology with other methodologies for 

IXMAS dataset [11, 16, 33]. The accuracy of the 

proposed method is 89.7% for IXMAS. 
 

 

 
Figure 8(a). Comparison of the proposed methodology with 

other methods for Weizmann Dataset 

 
Figure 8(b). Comparison of the proposed methodology with 

other methods for KTH Dataset 
 

 
Figure 8(c). Comparison of the proposed methodology with 

other methods for IXMAS Data 
 

 

Figure 9(a-c) show the confusion matrices of the 

proposed methodology applied on the Weizmann 

datasets, KTH dataset, Ballet dataset and IXMAS 

dataset, respectively. For Weizmann dataset, A1: 

running action is 6% confused with the action A2: 

walking, whereas walking action is recognized without 

any confusion. Similarly, A5: skipping action is 3% 

confused with A6: Jumping at a place whereas, action 

jumping at a place is 1% confused with skipping. All 

other actions are recognized correctly. For KTH dataset 

action A3: boxing is 4% confused with action A2: 

waving and actions A5: jogging and A6: running is 3% 

confused with each other. Actions such as applauding, 

waving and walking are correctly classified. Similarly, 

the confusion matrix on IXMAS datasets also shows 

good classification results. 
 

 

 
Figure 9(a).Confusion matrix for Weizmann Dataset (A1-

Running, A2-Walking, A3-Jumping, A4-Jumping Jack, A5-

Skipping, A6-Jumping at a place, A7-Side Jumping, A8-

Bending, A9-Waving with one hand, A10-Waving with both 

hands) 
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Figure 9(b). Confusion matrix for KTH Dataset (A1- 

Applauding, A2- Waving, A3- Boxing, A4- Walking, A5- 

Jogging, A6- Running) 

 
 

 
Figure 9(c). Confusion matrix for IXMAS Dataset (A1- 

Walking, A2- Waving, A3- Punching, A4- Kicking, A5- 

Throwing, A6- Pointing, A7- Picking Up, A8- Getting Up, 

A9- Sitting Down, A10-Turning Around, A11-Folding arms, 

A12-Checking Watch, A13-Scratching Head) 

 

 

 

In the proposed methodology, different modes of 

frequencies of an action shape cover the wide range of 

the pose of human action. It increases the accuracy also 

as compared to literature [21]. Table 3 shows the 

comparison between these two methodologies where the 

accuracy of the both is comparable for Weizmann and 

KTH dataset but the accuracy of the proposed 

methodology (93.2%) is clearly superior to the IXMAS 

dataset where the variation in the action pose is large. 

To analyze the runtime of both methodologies, 

NVIDIA GPU with Parallel computing Toolbox is used. 

The total time taken by Kapoor et al. [21] is 2.92 s, 

whereas the proposed methodology having 3 modes of 

frequency of silhouette pose takes considerably less 

time 1.78 s.  

 

 

 
TABLE 3. Comparison of the proposed methodology with 

similar methodologies 

Datasets 
Methodology applied by 

Kapoor et al. [15] 

Proposed 

Method 

Weizmann 97.8 98.1 

KTH 96.4 97.2 

IXMAS 90.2 93.2 

4. CONCLUSION 
 

This is a new method to recognize human action 

through finite element analysis. Local features are 

expressed in terms of the modal frequency of the action 

silhouette. This offers the uniqueness of this method as 

it can extract both shapes as well as motion information. 

It overcomes the drawback of other existing state-of-

the-art methods based on local features, since they are 

not capable of extracting both shape and motion 

information together. Validation of the proposed 

method has been performed on different datasets of 

challenging environments. The proposed method 

demonstrates its supremacy over other existing methods 

for both less complex datasets like Weizmann and KTH 

as well as complex datasets like IXMAS. The feature 

descriptor used in the proposed method has 

demonstrated very good results, but the limitation of the 

proposed method is that it requires a sophisticated 

silhouette extraction technique. 
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Persian Abstract 

 چکیده 
و    سایهمی جدید از نظر فرکانس مد با استفاده ازبو  هعملکرد انسان یک مشکل تحقیقاتی پیشگام در بین محققان بوده است. این مقاله یک توصیف کننده ویژبه رسمیت شناختن  

سان در قالب فرکانس مودال است. این  می نشان دهنده حالت های متمایز انبوارائه کرده است. این توصیف کننده   عناصر ساده یک شبه با کمک تجزیه و تحلیل عناصر محدود

تابع ماتریس   این فرکانس های مودال  را نشان می دهد.  انسان  از حالت های عملکرد  با  خسفرکانس های مد بعد ویژگی را کاهش می دهد و طیف وسیعی  تی بدن است که 

ها در عناصر ساده نشان داده شده اند. فرکانس مودال سایه ها با استفاده از عناصر  سایهن  جابجایی همراه است. برای تجزیه و تحلیل از سایه های بدن انسان استفاده می شود. ای

داده می    RBF-SVM)به عنوان بردارهای ویژگی استفاده می شود که به طبقه بندی کننده شعاع تابع پشتیبانی ماشین بردار )  سایهساده محاسبه می شود. این فرکانس های مد  

 برای اعتباربخشی روش پیشنهادی استفاده می شوند. IXMASو  Weizmann  ،KTHش برانگیز شود. مجموعه های چال
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A B S T R A C T  

 

Diaphragms are a fundamental part of the earthquake-resistant system, and in terms of rigidity, it is 

essential to transmit dynamic loads on a base of the structure. Also, floor openings on the response of 
buildings against progressive collapse are issues that have received less attention. In this study, floor 

opening surfaces and their positions on the progressive collapse potential of steel moment-resisting frame 

(SMRF) buildings were investigated according to the alternate load path method. Moreover, to retrofit 
and rehabilitate the two-way reinforced concrete (RC)  slabs against a progressive collapse, two 

strategies, prestressed concrete slabs and installing carbon fiber reinforced polymer sheets on the surface 

of the old concrete slab, were proposed and six-story SMRF buildings were simulated using the finite 
element method. The maximum axial force around the removal column is 20% greater than the 

corresponding values on the floor opening is in the corner of the plan and the appropriate performance 

of the prestressed concrete slab leads to the load distribution in the ceiling diaphragm. 

doi: 10.5829/ije.2022.35.01a.06 

 

 
1. INTRODUCTION1 
 

Progressive collapse is a phenomenon in which one or 

several main members of a structure suddenly fail, and a 

total or a large part of it undergoes failure [1-3] . The 

mentioned initial damage in the above definition can 

occur in different members such as beams, columns, 

floors, load-bearing walls, etc. Although, the probability 

of these accidents occurring in ordinary buildings is not 

significant, this phenomenon becomes a critical and 

important issue when it may be with many humans, 

economic, and security losses.  

Airplane impact, design or construction errors, fire, 

gas explosions, accidental overload, hazardous materials, 

vehicle collisions, bomb blasts, etc., are some of the 

unusual loads that can lead to the progressive collapse of 

buildings [4-6]. Because the probability occurrence of 

these hazards is low; they are not considered in the 

structural design or indirectly investigated by the passive 

defense protection measures. Most of these loads happen 

in a short period and lead to dynamic responses [7, 8] . 

 

*Corresponding Author Email: ahmadshookoohfar@gmail.com (A. 

Shookoohfar) 

Many buildings have suffered a progressive collapse 

in recent decades. Figure 1 demonstrates a timeline of the 

most important progressive collapse events all over the 

world. Mark's Campanile collapse [9], the University of 

Aberdeen Zoology building demolition in Scotland [10], 

the partial destruction of the Ronan Point tower in 

England [11], the destruction of the U.S. Embassy in 

Beirut in Lebanon [12], L'Ambiance Plaza progressive 

collapsed in the United States [13], Murrah building 

explosion in the USA [14], demolition of Sampoong 

department store in South Korea [15], progressive 

collapse of Khobar Towers in Saudi Arabia [16], 

airstrikes on world trade center tower in the USA [17], 

demolition part of the Tropicana Parking Garage in the 

USA [18], demolition part of Saadatabad building in Iran 

[19], demolition of Margalla towers in Pakistan [20], 

demolition of Plasco building in Iran [6] and demolition 

part of Beirut buildings in Lebanon [21] are the 

progressive collapse events that can be mention. The 

above-mentioned events have resulted in deaths and 

injuries of significant number of human beings. A review 

mailto:ahmadshookoohfar@gmail.com
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of other similar accidents worldwide showed that the 

progressive collapse potential of buildings could be 

decrease by safety improvement, repairing, and 

strengthening damaged structures. The timeline of the 

most important progressive collapse events all over the 

world is shown in Figure 1. 

Numerous studies have been performed on 

progressive collapse. Each study evaluated part of this 

phenomenon. Many studies have been performed to 

investigate the contribution of structural members such 

as beams and columns in the vicinity of the removed 

column and the effect of different lateral bearing systems 

against progressive collapse [22-30]. In other studies, 

different types of progressive collapse analysis methods 

were investigated [31-38]. Several researchers 

investigated different types of beam-column connections 

on the response of concrete and steel structures against 

progressive collapse [39-43]. On the other hand, various 

studies were conducted to evaluate the vulnerability of 

masonry buildings, and the importance of rehabilitation 

of these structures was raised [44-46]. 

Ozturk et al. [47] studied the retrofit methodology by 

adopted fiber reinforced polymers (FRP) material on the 

existing building, analysis results showed that there are 

improvements in stable maximum drift due to apply of 

FRP as compared with the control building.  Ozturk. [48, 

49] studied the focuses on a displacement-based 

approach for analyzing the seismic behavior of two 

monumental buildings located in the historical 

Cappadocia region of Turkey. Modal, response spectrum, 

and dynamic analyses for different ground motions were 

applied to these building models. It is observed that slab 

discontinuities on the gallery floor constitute a major 

element in the structural damage expected for the 

building. 

Various studies were performed on the response of 

steel moment-resisting frames (SMRFs) against 

progressive collapse. The response of SMRFs against 

various scenarios of progressive collapse due to fire was 

investigated. Dynamic analysis was used for this 

purpose. A method was proposed to consider the heat 

caused by a fire in the progressive collapse process [50]. 

The progressive collapse behavior of steel frames with 

different beam-column connections was investigated. 

The results showed that welded flange plate (WFP) 

connections have higher flexural strength than bolted 

[51]. Beam-column connections with reduced cross-

section against progressive collapse were investigated. 

The results showed that in connections with reduced 

cross-sections, the diameter and distance of the web 

openings are among the important parameters that affect 

structure response against progressive collapse [52].  

Progressive collapse due to a fire in the Plasco building 

in Tehran (Iran) was investigated. The results showed 

that the building vulnerability was due to insufficient 

ductility and structural continuity, which led to the spread 

of damage to the entire structure [6]. The vulnerability of  

 

 

 
Figure 1. Timeline of the most important progressive collapse events all over the world  
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buildings with irregular voided located in seismic areas 

was investigated. The results showed that the structures 

situated in high seismic zones could pass progressive 

collapse analyses. The seismicity level of the site is more 

important than another parameter, such as the height or 

irregularity of the structure [45].  
One of the important members of the structure that 

has been less studied than other members is the effect of 

the floor contribution on the strength of the structure to 

progressive collapse. The floor system is one of the 

elements that resist progressive collapse due to removing 

the column. 

The roof system of many old steel buildings must be 

retrofit. The seismic performance of the old steel 

structures depends on the quality of the welding 

procedure and the tensile strength of the steel used. With 

proper welding quality and proper material 

specifications, there are several major disadvantages in 

older steel buildings that cause severe earthquake 

damages. The brick arch panels are generally used as 

floor systems in the old steel buildings of Iran. These 

floors were composed of steel beams and compression 

bricks. The brick arches are not well in earthquakes due 

to the lack of integration and high weight. An example of 

these buildings is shown in Figure 2. Flexural forces 

redistribution and the shear response, interaction with 

columns for increasing frame performance, and 

membrane performance are factors that can affect the 

redistribution of gravitational forces in the damaged 

buildings. Immediately after the column's destruction, 

the column bends, bending cracks, rebar yielding of the 

slab occur, and the beam forces increase [54].  These axial 

compressive forces can have a major effect on the 

flexural behavior and changes in the vertical load-bearing 

capacity of the beams. The forces created inside the roof 

diaphragm help reduce the vertical displacement of the 

top point of the removed column and thus help to 

improve the behavior of the structure against progressive 

collapse. 

In fact, today, openings are created in the building 

floors in many buildings due to architectural 

considerations. Since in the studies of progressive 

collapse, little attention has been paid to the effect of 

opening on the floors with reinforced concrete (RC) 

slabs, in the present study, this issue is investigated. On 

the other hand, the slab opening leads to a change in the 

structural response of progressive collapse. Thus, in the 

present study, by simulating the opening in RC slabs and 

changing the dimensions and position of these openings 

in SMRF buildings, the effect of size and opening 

position on the resistance of the SMRF buildings against 

progressive collapse will be investigated. 

Most modeling to progressive collapse using software 

analysis was investigated. Engineers' familiarity with this 

software doubles the need to clarify vague angles of 

modeling this phenomenon in such software. ABAQUS 

[55] software has a more prominent position among this 

software due to its suitable capabilities. However, little 

research has been done on floor modeling in this software 

in the face of progressive collapse. In most modeling, the 

effects of the floor simulation on progressive collapse 

have been ignored. In this study, the effect of definable 

characteristics of floor diaphragm in ABAQUS software 

was applied for progressive collapse analysis of SMRF 

buildings. Two strategies of retrofitting and improvement 

of floor diaphragm were proposed. 

Prestressed concrete slabs were used for 

rehabilitation, and their performance was compared with 

conventional reinforced concrete (RC) slabs. Prestressing 

is a method of reinforcing concrete or other materials 

with high-strength steel strands or rebars. Concrete slabs 

based on prestressing methods have significant 

architectural, structural, and economic advantages. Thus, 

one of the most important objectives of the present study 

is to investigate the effect of slab prestressing on the 

progressive collapse of steel buildings. Carbon Fiber 

Reinforced Polymers (CFRP) can increase the load-

bearing capacity of the structure, improve the building 

performance in bearing live loads or restore the lost 

strength of the floor and slab due to steel corrosion. The 

results of previous studies have shown that the strength 

of the floor and slab significantly improves after 

retrofitting with CFRP, and they can be easily glued over 

concrete floors and slabs due to low thickness and easy 

installation. Retrofitting of floor and slab with CFRP can 

also act as insulation and increase the structure's load- 

 

 

 
Figure 2. Demolition of the brick arch panel in a steel building to strengthen in Iran 



 

bearing capacity and achieve the desired performance in 

the structure. Strengthening the floor and slab with CFRP 

increases the shear and flexural strength, and It retrofits 

the structure against corrosion, vibration, and abrasion 

and ultimately improves the performance level of the 

structure against earthquakes [56-62]. Due to the 

mentioned advantages in the present study and several 

cases, CFRP sheets are used to increase the resistance of 

the floor slab against progressive collapse. The flowchart 

of the study process is shown in Figure 3. Details and 

variables are presented in the next section. 

 

 

2. INTRODUCING THE STUDIED BUILDINGS  
 

Variables include floor opening position (corner and 

middle of plan), floor opening dimensions (4000×10000 

and 6000×12000 mm), and floor slab condition (two-way 

RC slab, prestressed reinforced concrete slab, retrofitting 

two-way RC slab with CFRP). For this purpose, six-story 

SMRF buildings were modeled and analyzed in Figure 3. 

All modes are summarized in Table 1. All the 

buildings have the same plan, and the height of each story 

was considered 3200 mm. The building lateral load-

bearing system is an intermediate moment-resisting 

frame in both x and y directions. The plan dimensions of 

the studied buildings and the location of the openings are 

shown in Figure 4. The steel used is St37 building steel 

with 370 MPa ultimate strength and 240 MPa yielding 

strength. Etabs [63] software and load-resistance factor 

design were used for modeling and analysis. The 

importance level of buildings concerning residential use 

is medium importance. Two-way RC slabs were 

considered as floors in the initial design. The thickness of 

the concrete slab was 250 mm, and reinforcing bars with 

a diameter of 14 mm was used at intervals of 150 mm. 

The dimensions and specifications of the designed 

sections are presented in Table 2. The beam cross-

sections of the first to the third floor, fourth to the fifth 

floor, and sixth floor were considered IPE550, IPE500, 

and IPE450, respectively. Also, the cross-sections of the 

columns for the first to second levels Box400×400×30, 

for the third to fourth levels Box400× 400×20 and the 

fifth and sixth levels Box400×400×14 were considered. 

After determining the beams and columns sections, all 

the buildings were simulated in three dimensions using 

ABAQUS software. Etabs is an advanced software in 

building modeling. Still, due to some limitations, such as 

the inability to simulate concrete slab cracks and very low 

outputs, the phenomenon of progressive collapse cannot 

be simulated using this software. Nonlinear dynamic 

analysis by direct integration method was used to 

evaluate the progressive collapse. Details of finite 

element simulation are provided below. The results of 

studies on progressive collapse show that the corner 

columns removal on the ground floor leads to far more 

critical responses [64-66]. Thus, in all cases, A1 and B1 

columns on the ground floor were removed. 
 
 

3. FINITE ELEMENT SIMULATION 
The structural elements considered in this research 

include beams, columns, two-way RC slab, prestressed 

slabs, and CFRP. The beam and column sections were 

defined using the Beam element, and steel rebar was used 

wire. Also, concrete slab and CFRP sheets were defined 

using shell elements. In this study, the concrete damage 

plasticity model (CDPM) was used to define concrete. 

 

 
Figure 3. Research process 

A. Shokoohfar and P. Kaafi Siyahestalkhi / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   53-72                           56  



57              A. Shokoohfar and P. Kaafi Siyahestalkhi / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)    53-72 
 

 
TABLE 1. Introducing the investigated cases 

Columns removed at ground floor Concrete slab type Floor opening size (m) Floor opening situation Case 

A1 & B1 Two-way RC slabs 4×10 Corner 1 
A1 & B1 Two-way RC slabs 4×10 Middle 2 
A1 & B1 Two-way RC slabs 6×12 Corner 3 
A1 & B1 Two-way RC slabs 6×12 Middle 4 
A1 & B1 Prestressed RC slabs 4×10 Corner 5 
A1 & B1 Prestressed RC slabs 4×10 Middle 6 
A1 & B1 Prestressed RC slabs 6×12 Corner 7 
A1 & B1 Prestressed RC slabs 6×12 Middle 8 

A1 & B1 Retrofitting RC slabs with CFRP 4×10 Corner 9 
A1 & B1 Retrofitting RC slabs with CFRP 4×10 Middle 10 
A1 & B1 Retrofitting RC slabs with CFRP 6×12 Corner 11 
A1 & B1 Retrofitting RC slabs with CFRP 6×12 Middle 12 

 

 

TABLE 2. Column and beam sections 

Mass/meter 

(kg/m) 
Depth (mm) Width (mm) 

Web thickness 

(mm) 

Flange thickness 

(mm) 
Designation Case 

66.3 400 180 8.6 13.5 IPE400 

Beam sections 77.6 450 190 9.4 14.6 IPE450 

106 550 210 11.1 17.2 IPE550 
Mass/meter (kg/m) Width (mm) Thickness (mm) Designation 

Column sections 
200.2 450 30 Box450×450×30 
157.8 350 30 Box350×350×30 
134.2 300 30 Box300×300×30 

 

 

 
Figure 4. Typical plan layout of the model with different floor opening situation (a) Corner opening (4×10 m) (b) Middle opening 

(4×10 m) (c) Corner opening (6×12 m) (d) Middle opening (6×12 m) 
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This section considered the characteristics of damage 

index in compression (dc) and tension (dt). The 

parameters are shown in Figure 5. 

The CDPM is based on similar damaged and is 

designed for concrete under ideal loadings. The effect of 

reducing elastic hardness resulting from plastic strains 

under both tension and pressure is considered in this 

model. The development of stiffness recovery effects 

during loads is also considered. Due to the fact that in the 

concrete damaged plasticity model, the concrete 

properties are defined both under tension and pressure for 

the program, and this model can consider the effect of 

reducing concrete hardness affected by hysteresis 

loading. Therefore, the concrete damaged plasticity 

model is the most suitable option for beam modeling in 

this project. The detailed analysis of this model and its 

parameters are discussed in Equations (1-3).  
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To define the elastic behavior of rebar, it is necessary to 

define the elastic modulus and the Poisson's ratio, equal 

to 210000 MPa and 0.3, respectively. The density of steel 

was considered 7850 kg/m3. However, this behavioral 

phase is responsible for small applied loads. To 

determine the exact behavior of materials at large applied 

loads, it is necessary to define the yield and ultimate 

point. The used steel is St37 building steel. For steel 

components, the strength such as the yield point is 240 

MPa, and the strength such as the failure point is 370 

MPa. The characteristics of the materials used in the 

present study are given in Table 3. The model's damping 

coefficient was 5%—used Riley's method to define the 
 

 

 
Figure 5. CDPM parameter, (a) tension (b) compression 

 

 

damping of the structure. By extracting the alternation 

times of the structure and calculating its natural 

frequency, the mass damping coefficient (α) and the 

stiffness damping coefficient (β) according to Equation 

(4) were obtained and defined in ABAQUS software.  

(4) ξ =
𝛼

2𝜓
𝑛

+
𝛽𝜓

𝑛

2
                                                                   

Shell and Truss's elements were used for S4R and T3D2 

meshing, respectively. To determine the optimal mesh in 

modeling used the method of examining the convergence 

of the responses. According to Figure 6, the structure was 

analyzed, and to correct the mesh method, collected the 

maximum stress in beam and column in structure. The 

mesh in the present study is considered to be 80 mm. 

 

 
TABLE 3. The mechanical properties of materials (Units: Newton, Meter) 

 Plasticity parameters of concrete 
Poisson's 

ratio 

Young's 

modulus Concrete Viscosity parameter Kc Fbo/fc 
Eccentricity 

(m) 

Dilation angle 

(ψ) 

0.001 0.667 1.16 0.1 31 0.2 3×1010 

Equivalent diameter Elongation (%) 
Tension 

strength 
Yield strength Poisson's ratio Young's modulus  

 --- 30 560×106 390×106 0.3 2.1×1013 Steel 

13.35×10-3 3.5 18.11×108 16.87×108 0.3 1.8×108 Prestressed Steel 

Elongation (%) Tension strength Thickness Poisson's ratio Young's modulus 
CFRP 

1.8 4200×106 11×10-5 0.22 10075×107 
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The distribution of the loads by the prestressed cables in 

each direction depends on the support distance in different 

directions. The prestressing force of cables was obtained 

according to Equation (5): 

P= q.r (5) 

In this relation, q is the amount of external load 

perpendicular to the cable in width of one meter, and r is 

the average radius of curvature of the cable. In the case 

of using cables with the relatively low friction coefficient 

and length of 30 to 40 meters, the area of prestressed 

cable with a suitable approximation of Equation (6) is 

obtained: 

                               (6) AP = 
𝑝

0.95×0.65×𝑓𝑝𝑘
 

fpk is the amount of stress on the prestressed cable. 

According to the used cables, the limit stresses due to 

friction are obtained from Equation (7): 

Px = Pj×e - (μα+ Kx)   (7) 

where, Px =   Stress at distance x from the jacking point, 

Pj =  stress at jacking point, μ =  coefficient of angular 

friction, α =   total angle change of the strand in radians 

from the stressing point to distance x (Figure 7), K= 

Wobble coefficient of friction expressed (rad. per meter). 

The initial step is to simulate prestressed axial load 

and the initial tensile stress applied to the rebars. To 

transfer the prestressing of the rebar to the concrete slab, 

the stresses were applied in the initial step, and in the next 

steps, the applied tensile stresses cause pressure in the 

concrete slab (Figure 8). 

Dynamic Explicit analysis was used for nonlinear 

dynamic analysis, and this type of analysis makes it 

possible to define general contact conditions and apply 

large deformation theory. For this purpose, two steps are 

defined: the first step of prestressed loading and the 

second step by gravity loading in structure. Tie 

constraints were used to define interaction and contact 

between all surfaces [7, 8]. This constraint allows 

combining two surfaces whose meshes are different from 

each other and is one of the most widely used constraints 

in civil engineering. 
 

 

 
Figure 6. Mesh sensitivity analysis of the studied steel 

structures 

 
Figure 7. α parameter in prestressed cable relations 

 

 

 
Figure 8. Simulation of prestressed slab floor in SMRF 

buildings 

 

 

For gravitational loading of the structure, in addition 

to the gravitational force of the ground, a load 

combination related to progressive collapse was applied. 

In nonlinear dynamic analysis, the removal column is not 

modeled from scratch. Unlike nonlinear static analysis, 

in nonlinear dynamic analysis, the internal loads of the 

column removal site must be applied to the top of the 

removed column to be applied in one step under another 

impact load and zero the column load. To define the 

supports, the end of the columns was tied in all directions, 

and movement and rotation were prevented. To simulate 

the sudden removal of the column, columns B1 and A1 

were first removed from the model. The internal forces 

of the column were applied in the opposite direction at 

the location of the column node. According to UFC2009, 

the removal time of these forces must be less than 0.1 

vertical rotation time of the structure in the vertical 

movement mode above the column. In this study, to 

define the boundary conditions, the ends of all columns 

are defined as fixed. This support prevents movement 

and rotation. The loads applied to the structure include 

the weight of the structural components (beams, 

columns, and slabs), dead and live loads on the structure 

floor, and the progressive collapse potential was Evaluate 

by considering the alternative load path model. In this 

method, the structure is designed so that if a member is 

removed and the load transfer path is damaged, there are 
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other alternative paths for transferring the load to the 

ground. Thus, structures are designed to remove special 

columns or walls [2]. The assessment of progressive 

collapse potential was performed using the alternative 

load path method, independent of the collapse factor, and 

proposed by GSA and DOD [1]. The removal site 

columns in the studied models were removed for 

modeling in the software, and loading was done 

according to UFC regulations [1]. The applied loads were 

applied to the studied models as a combination of the 

following loads. 

- Gravity load increased was used for the floors above 

the removed columns. This combination of load should 

be affected in the form of intensified gravity load as 

follows on the openings adjacent to the removed 

elements in all floors above these elements: 

GLD = ΩLD[(0.9 or 1.2) D + (0.5L or 0.2S)]  (8) 

GLD= Gravitational intensified load for deformation-

controlled efforts in the linear static method 

D = Dead load considering the exponential load 

L = Live load 

S = Snow load 

ΩLD = increase coefficient to calculate the deformation 

control effort 

- And the gravitational load on the other surfaces of the 

roof is obtained from the following equation with the G 

load combination: 

G = [(0.9 𝑜𝑟 1.2) 𝐷 + (0.5𝐿 𝑜𝑟 0.2𝑆)]  (9) 

In this Equation (9), G is gravity load. 

 
 
4. VALIDATION 
 

Validation is done to ensure the output results of 

ABAQUS software. Because in this software, there are 

many options for modeling geometry, the interaction 

between components, loading method, etc., and changing 

each of them can vary the analysis results. Thus, by 

comparing the results of the experimental samples with 

the ABAQUS numerical models; it can be shown that the 

modeling is correct. Then, new results can be obtained by 

changing the parameters. Three parallel issues were 

investigated in the present study: progressive collapse 

due to removing the column in steel buildings, simulation 

of prestressed concrete slabs, and simulation of CFRP 

sheets installed on concrete surfaces. Thus, three 

different laboratory studies were selected and simulated 

using the used simulation method in the present study. 

 

4. 1. Investigation Accuracy of the used Method for 
Column Removal (Alternative Load Path Method)      

The accuracy of the simulation method used in column 

removal was evaluated by simulation of an experimental 

frame made in the study of Guo et al. [67]. The frame has 

one floor and four spans made in the laboratory with a 

1:3 scale. The length and height of each frame span were 

considered 2 and 1.20 meters, respectively. The steel 

beams were completely welded to the flange of the 

columns as the beam-column connections have rigid. The 

cross-section of the beams was H 200×100×5.5×8, and 

the cross-section of the columns was H 200×200×8×12. 

(Numbers after H in order are: d: total height of section; 

bf: flange width; tw: web thickness; tf: flange thickness). 

The slab's width and depth were 800 and 100 mm, 

respectively. The steel percentage of reinforcement mesh 

was considered 0.85%. Longitudinal reinforcement bars 

with a diameter of 12 mm were placed in two layers at 

equal distances along the slab width. Also, transverse 

reinforcing bars were used with 8 mm diameter in the 

steel reinforcement mesh to prevent concrete failure. To 

simulate the column removal, the middle column also has 

no support. The column's bottom was welded to a beam 

attached to the ground to create fixed support. The 

behavior of the frame and the concrete slab was evaluated 

during the test. For this purpose, a linear variable 

differential transformer (displacement sensor or LVDT) 

was placed vertically in the middle of the frame at the 

column C location. Also, four displacement sensors were 

used to measure the displacement of columns A, B, D, 

and E. A hydraulic jack with 500 kN load capacity was 

used on the top of column C for applying vertical load. 

Also, a 1000 kN load measuring device was used to 

measure the vertical load. Using this method and the 

mentioned devices, it was easily possible to investigate 

the redistribution and transmission of internal force after 

removing the frame middle column. The load was 

applied according to JGJ 101-96 [68].   

The load-deflection controlling method was used until 

the frame reached ultimate capacity. The load-deflection 

diagram of the laboratory sample, the models of Guo et 

al. [67] and the present study is shown in Figure 9. The 

maximum load and corresponding deflection in the 

laboratory study were 400 kN and 440 mm, respectively. 

The maximum load in the finite element study with 

ABAQUS software was also done by Guo et al. [67]. It 

is 450 kN, with a corresponding displacement of 

approximately 500 mm. The maximum load of the model 

simulated by the method used in the present study is 412 

kN, with a corresponding deformation of approximately 

452 mm. Thus, the maximum displacement values and 

ultimate load in the finite element modeling method used 

in this study, which was performed using ABAQUS 

software, have a relatively good accuracy compared to 

the laboratory study. 

 

4. 2. Evaluation of the used Method Accuracy in 
Simulating CFRP Sheets Installed on 
Reinforcement Concrete Slab          This section 

investigated the validation of the finite element method 

(FEM) used to simulate CFRP sheets installed on 

reinforcement concrete slab. For this purpose, a 

reinforced concrete slab made in the laboratory study 
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(a) 

 
(b) 

 
(c) 

Figure 9. Verification of progressive collapse analysis using 

APM a: Experimental specimen [88] b: FEM in this study c: 

Comparison of load-displacement diagrams 

 

 

of Flurat et al. [68] was simulated using the FEM and the 

technique used in the present study. 

In the Flurat et al. [68] study, reinforcement concrete 

slabs were tested in 3 different modes (Figure 10). 

Among these models, FS-01-FRP (slab without opening 

and retrofitted with CFRP) and RLC-02-FRP (slab with 

opening and retrofitted with CFRP), and RLC-02 (slab 

with opening and without retrofitting) were selected for 

validation.  

Two of the three selected specimens have CFRP 

sheets installed using near-surfaces mounted and 

externally bonded methods. The characteristic 

compressive strength of the concrete used in the FS-01- 

(CFRP) and RSC-01 (CFRP) modes was 65 and 62 MPa, 

respectively. The longitudinal and transverse reinforcing 

steel were ribbed rebar type. CFRP fibers with a near-

surface mounted method have an elastic modulus of 165 

GPa and a failure strain of 1.7%. Also, the thickness of 

the used CFRP sheets is 1.2 mm. Also, CFRP sheets in 

EBR method had an elastic modulus of 231 GPa and a 

rupture strain of 1.7%. Also, the thickness of the used 

CFRP sheets was 0.12 mm. The load was applied 

incrementally on the upper surface of the reinforcement 

concrete slab (center of the slab), and the corresponding 

displacement was recorded. 

Load and displacement values of finite element and 

laboratory models of FS-01-FRP slabs (slab without 

opening and retrofitted with CFRP), RLC-02-FRP 

(retrofitted slab with opening), and RLC-02 (slab with 

the opening without retrofitting) are shown in Figure 10. 

As can be seen in this diagram, the maximum load and 

displacement values obtained from the laboratory 

specimens and the finite element are close to each other; 

thus, can say that the finite element simulation method 

used in the present study can predict the behavior of 

reinforced concrete slabs reinforced with CFRP sheets 

with good accuracy.  Also, by observing the cracks in 

slab , the values of the stresses in concrete slab are 

consistent with the values of the stresses created by the 

finite element method. 

 
4. 3. Evaluating the Accuracy of the Method used 
in Simulating Prestressed Slabs             Bailey and 

Ellobody [69] laboratory study was used to validate the 

method used in simulating prestressed slabs. Four 

experiments under heat and two experiments at ambient 

temperature were performed on strips of prestressed slabs 

with similar discontinuous tendons. Two post-tensioned 

slab specimens, T1 and T2, were tested under ambient 

temperature to determine slab capacity under normal 

conditions. Four test specimens T1, T2, T3, and T4, were 

heated using a gas furnace. From these models, T1 model 

was selected for validation. Post-tensioned concrete slabs 

were designed by BS 8110-1. The tendons were made of 

a high-strength 7-strand steel rope. The slabs' length, 

width, and depth were 4300, 1600, and 160 mm, 

respectively. The span of the tested slab was 4 m. Each 

slab had three parabolic tendons with a diameter of 15.7 

mm and an area of 150 mm2, and average tensile strength 

of 1846 MPa. 

According to Figure 11a, one tendon was placed in 

the middle of the slab and the other two on both sides at 

a distance of 530 mm. The two tendon ends were located 

exactly in the center of the slab depth at the restraint site. 

The distance between the lower surface of the slab and 

the tendon center was 37 mm. Steel seats to build the 

second-degree parabolic path for the tendon were used. 

Details of the used restraints are shown in Figure 11b. 

The high compressive strength from the cable to the 

concrete at the abutment creates tensile stress around the 

restraints. Other specifications are provided by Bailey 

and Ellobody [69]. 

The accuracy of modeling depends on the input data 

completeness and their precision. The main inputs of this 

problem include the material's stress-strain curve 

characteristics. To verify the sample, T1 specimen used. 

A load-deflection diagram in the middle of the span was 

obtained and compared with laboratory results. It is 

impossible to provide a model that exactly matches the 

experiment results; thus, changing various parameters  
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c b a 

   
f e d 

Figure 10. Verification of the finite element method used in a simulation of the CFRP sheets on the surfaces of the concrete slabs 

(a) The slab specimen in the experimental study of Flurat et al.[89] (b) Geometric properties (c) load-deflection curves (d) RLC-02 

FEM in this study (e) FS-01-FRP FEM in this study (f) RLC-02-FRP FEM in this study 

 

 

such as concrete plastic properties, mesh, constraints, 

boundary conditions, etc., must achieve an acceptable 

error. Comparison between laboratory and analytical 

model curves are shown in Figure 11c. The experimental 

and the numerical achieved ultimate loads were 156.6 kN 

and 157.3 kN, respectively. The ultimate load predicted 

by the model has an error of 0.44% compared to the 

laboratory model and is acceptable with a good 

approximation. 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 11. (a) Prestressed concrete slabs made in Bailey and 

Ellobody [90] laboratory study (b) Displacement contour of 

finite element model of T1 slab in this study  (c) Comparison 

between the proposed model and laboratory results of load-

deflection at ambient temperature 

 

 

 

5. RESULTS OF COLUMN REMOVAL ANALYSIS 
 

The progressive collapse trend was investigated after 

modeling and analyzing the buildings. Since all sections 

were designed to withstand earthquakes and there are no 

earthquake-related loads in the event of progressive 

collapse, it is possible that even with the removal of some 

main load-bearing members; other columns still have 

sufficient capacity to withstand incoming loads. The 

outputs for each of the modes are provided below. 
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5. 1. Use of Two-way RC Slab as a Floor System         
According to Figure 12, in SMRF buildings with two-

way RC slab, two corner columns on the ground floor 

were removed. The axial force of column B2 in the 

buildings with a two-way RC slab floor system is shown 

in Figure 13. The reason for choosing column B2 is that 

this column is located most adjacent to the removal 

columns. After the removal process, more axial force is 

created in it compared to other columns. 
When the floor opening is located in the corner of the 

building plan, and the floor opening dimensions are 4×10 

and 6×12 square meters, the axial force of column B2 is 

equal to 2700 and 2498 kN, respectively. Then over time 

of analysis, these loads reached 2217 and 2498 kN. The 

axial forces are created in column B2 when the floor 

opening is in the middle of the building plan and 

dimensions are 4×10 and 6×12 square meters, are about 

2900 and 3450 kN, respectively, which over time of 

analysis reduces to 2489 and 2990 kN. 

According to the mentioned, it can be stated that in 

SMRF buildings with two-way RC slab floor system, 

which is exposed to the removal of corner columns, 

opening the floor in middle compared to corner, created 

more axial forces around the removal place. Thus, in a 

SMRF building with a two-way RC slab where the floor 

opening is located in the middle compared to the corner, 

depending on the floor opening dimensions, the axial  

 

forces created around the removed column are more than 

18 to 20 percent. 

On the other hand, in SMRF buildings with a two-

way RC slab floor system, increasing the floor opening 

dimensions from 4×10 to 6×12 square meters, depending 

on the floor opening location, the axial force has 

increased 12 to 19 percent. 

The vertical displacement in column removal location 

is another criterion used to investigate the buildings 

against progressive collapse. The displacement history of 

the node above the removed column (column B2) for 

states 1 to 4 is shown in Figure 14. The largest 

displacement is related to the case that in the two-way RC 

slab floor, opening with dimensions of 6×12 square 

meters is located in the middle of the plan, and its value 

is 19.3 mm. 

Also, the least displacement is related to the situation 

in the two-way RC slab floor, an opening with 

dimensions of 4×10 square meters is used in the corner 

of the plan, and its value is 13.1 mm. According to the 

obtained displacement values, the choice of floor opening 

dimensions and location has an impact on the response of 

steel structures to the removal of the columns; also, the 

floor opening position has increased the vertical 

displacement of the node above the removed column by 

about 25 to 33%, depending on the dimensions of the 

opening. 

 

 
Two-way RC slabs-Mid-6×10 Two-way RC slabs- Cor-6×12 Two-way RC slabs-Mid-4×10 Two-way RC slabs- Cor-4×10 

Figure 12. Deformed shape in buildings with Two-way RC slabs after removing columns 

 

 

 
Figure 13. The axial force of the column B2 at the ground 

floor (Two-way RC slab cases) 

 
Figure 14. Displacement of the node above the removed 

column (Column A1) for the buildings with two-way RC 

slab floor systems 
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Prestressed slabs-Mid-6×10 Prestressed slabs-Cor-6×12 Prestressed slabs-Mid-4×10 Prestressed slabs-Cor-4×10 

Figure 15. Deformed shape in buildings with Prestressed slabs after removing columns 

 

 

5. 2. Use of Prestressed Slab System as Floor            
Prestressing is necessary to create constant compressive 

stress in a concrete member. Thus, tensile stresses due to 

dead and live loads are neutralized in this member due to 

compressive stress. As a result, load-bearing capacity 

increases. Permanent compressive stress was applied to 

the concrete section by completely placing the steel in the 

concrete part, pulling and restraining it on the member on 

both sides [70-72]. According to Figure 15, two corner 

columns on the ground floor were removed in steel 

buildings with a prestressed slab as the floor system., 

selected the axial force values of column B2 and the 

vertical displacement on the removal site. 
The axial force of column B2 of SMRF buildings with 

a prestressed slab system on the floor is shown in Figure 

16. The maximum axial force of column B2 for each of 

the modes PS-slabs-Cor-4×10, PS-Mid-4×10, PS-Cor-

6×12, and PS-Mid-6×12, are 1800, 2100, 2100, and 2400 

kN, respectively  .Changing the floor opening position 

from the corner to the middle in SMRF buildings with 

prestressed concrete floor has increased the axial force 

created around the removal site by 14 to 16 percent, 

depending on the floor opening dimensions. On the other 

hand, increasing the floor opening dimensions from 4×10 

to 6×12 square meters, depending on the floor opening 

location, has increased the column adjacent axial force to 

the removal site by about 15 to 17 percent. The 

displacement history of the node above the removed 

column (column B2) for modes 5 to 8 are shown in Figure 

17. The maximum displacement is related to the situation 

that in the prestressed slab floor, an opening with 

dimensions of 6×12 square meters is installed in the 

middle of the plan, and its value is equal to 12.3 mm. 

Also, the least displacement is related to the situation that 

in the prestressed slab floor, an opening with dimensions 

of 4×10 square meters is used in the middle of the plan, 

and its value is equal to 8.1 mm. Changing the prestressed 

slab opening position from the corner to the middle has 

increased the vertical displacement of the node above the 

removed column from 10 to 30%, depending on the 

opening dimensions. Also, an 80% increase in the steel 

building floor opening surface that uses a prestressed slab 

has increased the vertical displacement depending on 

opening dimensions of the node above the column by 

about 16 to 37%. 
 

 

 
Figure 16. The axial force of the column B2 at the ground 

floor (Prestressed slab cases) 
 

 

 
Figure 17. Displacement of the node above the removed 

column (Column A1) for the buildings with prestressed slab 

floor  
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5. 3. Use of Two-way RC Slab System Retrofitted 
with CFRP Sheets             Retrofitting concrete slab with 

CFRP is done locally to increase the bearing capacity of 

the slab, increase the slab resistance to corrosion, 

decrease compressive strength of concrete, increase 

flexural strength, shear, etc. Slabs are responsible for 

withstanding vertical loads, but because they also have 

the function of the horizontal diaphragm, they must be 

connected to the structure's strong lateral members and 

have sufficient rigidity and strength. A concrete slab 

retrofitted with CFRP can increase bending capacity. 

This method can also restore the original capacity of the 

slab, which has been reduced due to steel corrosion. 

Today, fiber-reinforced polymeric materials instead of 

traditional materials and existing methods are common in 

the world. Retrofitted slab with CFRP, while having 

lightweight, has high tensile strength [73-76]. 
Following Figure 18, in steel buildings with two-

way RC slab floors retrofitted with CFRP sheets, 

removed two corner columns were on the ground floor. 

In this case, the axial force of column B2 and vertical 

displacement in the removal location were extracted. The 

axial force of column B2 in SMRF buildings with 

retrofitted two-way RC slabs (CFRP sheets) is shown in 

Figure 19. The maximum axial force of modes CFRP-

Cor-4×10, CFRP-Mid-4×10, CFRP-Cor-6×12, and 

CFRP-Mid-6×12 is 2580, 2750, 2700, and 2900 kN, 

respectively. 

In SMRF buildings with retrofitted two-way RC slab 

using CFRP, changing the floor opening position from 

the corner to the middle depending on the floor opening 

dimensions increased the axial force created around the 

removal site by 6.5 up to 7%. On the other hand, 

increasing the floor opening dimensions from 4×10 to 

6×12 square meters, depending on the floor opening 

location, has increased the axial force of the column 

adjacent to the removal site by about 4 to 7.5 percent. The 

displacement history of the node above the removal 

column (column B2) for states 9 to 12 are shown in 

Figure 20. An 80% increase in the floor opening 

dimensions located in the middle of the plan has 

increased the displacement of the removal site to the 14 

to 46%, depending on the floor opening position. In terms 

of the removal column location displacement, it is better 

to place the floor opening in the corner of the plan than  

 

 

 
Two-way RC slabs retrofitted 

with CFRP-Mid-6×10 

Two-way RC slabs retrofitted 

with CFRP-Cor-6×12 

Two-way RC slabs retrofitted 

with CFRP-Mid-4×10 

Two-way RC slabs retrofitted 

with CFRP-Cor-4×10 

Figure 18. Deformed shape in buildings with Two-way RC slabs after removing columns 

 

 

 
Figure 19. The axial force of the column B2 at the ground 

floor (two-way RC slabs retrofitted with CFRP cases) 

 
Figure 20. Displacement of the node above the removed 

column (Column A1) for the buildings with two-way RC 

slabs retrofitted with CFRP cases 
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to place it in the middle of the building plan; Because the 

displacement corresponding to the floor opening 

positions in the middle, depending on the floor opening 

dimensions, is 56 to 46 percent higher than the values 

corresponding to the floor opening position in the corner. 

 

 

6. RESULTS 

 

Progressive collapse analysis of buildings without 

considering the floor simulation can affect the 

engineering judgment about the strength of a structure 

[19]. One of the studied variable parameters is the effect 

of floor type on the SMRF buildings against column 

removal. In the present study, three types of conditions 

were for the building floor, including two-way RC slabs, 

prestressed slab, and two-way RC slab retrofitted with 

CFRP sheets, respectively. The maximum axial force 

created in the column adjacent to the removal site on the 

ground floor for the 12 modes is presented in Figure 21. 

The best performance in axial force redistribution is 

related to the buildings in which the prestressed slab is 

used as a gravity bearing system. The corresponding 

axial forces of the PS-Cor-4×10, PS-Mid-4×10, PS-Cor-

6×12, and PS-Mid-6×12 modes are 33, 35, 27, and 30% 

less than corresponding values in buildings with two-way 

RC slab, respectively. 

The low tensile strength of concrete and vulnerability 

are major problems in the concrete components. On the 

other hand, concrete is very resistant to pressure. Also, 

after bending due to the application of load, it remains 

under pressure by pre-compression of the concrete 

member, thus providing a more efficient design. 

Therefore, the present study analysis results confirm that 

prestressed concrete slabs have higher yield strength and 

over-strength due to prestressed tendons than 

conventional steel reinforcement. The basic design 

criterion of RC for both prestressed and non-prestressed 

types is to place steel reinforcement in the positions of 

the concrete that will be created by external loading. In 

prestressed concrete, high-strength steel rebar is used, 

which is pulled before applying external load. This initial 

tension of the steel rebar pre-compressed the adjacent 

concrete and created a condition in which the concrete 

can undergo more loads before cracking. In non-

prestressed slabs, there is no stress or strain in either steel 

or concrete before applying loads. It requires a relatively 

small load for creating cracks on concrete on such a floor. 

The tensile stresses created in the steel rebar of the floor 

slab are very small before cracking. 

During the failure, the moment is tolerated by 

creating high tensile stresses in the reinforcement bar and 

high compressive stresses in concrete. The action of 

prestressing creates a self-balancing stress system. These 

self-balancing stresses are high tensile stresses in 

prestressed steel that result in a tensile force P and cross-

tensions in concrete that results in a compressive force 

equal to P.  

The axial force corresponding to CFRP-Cor-4×10, 

CFRP-Mid-4 × 10, CFRP-Cor-6 × 12, and CFRP-Mid-

6×12 modes are 4, 15, 7, and 16% less than 

corresponding values in buildings with two-way RC 

slabs, respectively. The maximum vertical displacement 

of the column removal location for the 12 modes is 

shown in Figure 22.  

The displacement corresponding to the buildings, in 

which the prestressed slab is used, depending on the 

location of the floor opening and the dimensions of the 

opening, is about 27 to 39 percent less than the values 

corresponding to the buildings with two-way RC slabs. 

The use of prestressed cables on the floor effectively 

reduces the structure's potential against progressive collapse 

and can reduce the moment in the critical section and 

increase the bearing capacity. Also, the corresponding 

displacement of buildings that use reinforcement two-way 

RC slab with CFRP, depending on the floor opening 

location and the floor opening dimensions, is about 8 to 26 

percent less than the values corresponding to buildings with 

two-way RC slabs. Investigating the deformation condition 

and stress contours in the structures after removing the two  

 

 

 
Figure 21. Comparison of the maximum Axial force of 

column B2 at the ground floor 

 

 

 
Figure 22. Comparison of the maximum vertical 

displacement of the node above column A1 
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corner columns can say that the structure's deformation 

occurs locally in the same corner panel. The rest of the 

structure remains integrated and elastic. The diagrams 

related to the axial force in the columns adjacent to the 

removal corner column in the structural model found that 

the most effective after removing the corner column is on 

column B2. 

By observing the flexural condition of beams and 

connections in the damaged area for structures can be 

expressed, all beams are designed with sufficient flexural 

strength and stiffness; even after removing two key 

columns from the structure, can withstand the spread of 

collapse. However, in the case of flexural connections, it 

should be noted that connections usually have less 

rotational capacity than members of structures such as 

beams. Thus, to prevent the spread of damage in the 

structure after column removal, it is necessary to use 

bending connections with more ductility due to having 

more rotational capacity. If the vertical deformation of 

the structure increases after column removal, it can 

absorb and depreciate by enduring longer periods and 

provide more energy to the structure. 

According to the displacement diagram and the 

flexural moment near and far from the failure point in the 

corner column, using prestressed slabs and CFRP sheets 

can reduce the amount of deflection and flexural 

moment. 

Regarding the displacement of the top point of the 

removal column and flexural moment in the position near 

and far from the failure point in the corner column, using 

prestressed slabs and CFRP sheets can reduce the 

deflection and flexural moment. Because columns in 

steel-moment frames are primarily responsible for 

providing lateral stiffness, they usually have sufficient 

size and strength. Accordingly, by increasing the 

ductility due to the selection of sections based on 

compression constraints commensurate with the desired 

ductility, the column's performance against the spread of 

collapse improves. Control of member deformation 

criteria is one of the acceptance criteria that should be 

considered in evaluating the structure's behavior against 

progressive collapse. Deformation limits are applied to 

ensure a proper response to column removal. 

In the structure design, the stresses created in the 

members are compared and controlled with the allowable 

stresses. But in the design against the progressive 

collapse the deformation, is the basis for judging the 

structure acceptability based on performance levels. 

These limits are determined based on laboratory results 

or experimental evidence. Because loads from accidents 

such as explosions, design errors, execution, impact, etc., 

are unpredictable, a conservative amount is considered to 

ensure sufficient section capacity. Limitations for 

deformation are determined based on safety concepts and 

protection criteria on the building performance levels. 

One of these limitations is the rotation criterion, 

which makes the maximum deformation response a 

function of the member length and indicates the 

percentage of instability in the critical areas of the 

member. The rotation of beams and columns is calculated 

according to GSA [2] using Equations (7) and (8). The 

parameter θ is shown in Figure 23. 

𝜃 =
𝑍𝐹𝑦𝑒𝑙𝑏

6𝐸𝐼𝑏
     (7) 

𝜃 =
𝑍𝐹𝑦𝑒𝑙𝑐

6𝐸𝐼𝑐
(1 −

𝑃

𝑃𝑦𝑒
)  (8) 

where Z = Plastic section modulus, Fye = Expected yield 

strength of the material, I = moment of inertia, Lb = Beam 

length, Lc = Column length, E = Modulus of elasticity, P 

= Axial force in the member, Pye = Expected axial yield 

force of the member.  
The maximum rotation angles of the beams and 

columns for the 12 cases are shown in Figures 24 and 25. 

In these figures, the allowable rotation angle according to 

the GSA regulations is shown. According to GSA, the 

maximum rotation angle of beams and columns is 0.21 

radians. In the mentioned figures, the values of the 

maximum rotation angle with the regulations allowable 

value are also compared with each other. The maximum 

rotation angle of the beams in the cases corresponding to 

the concrete slabs is more than 0.21 radians. The 

maximum rotation angle of the beams corresponding to 

the modes S-C-4×10, S-C-6×10, S-M-4×10, and S-M-

6×12 has been 0.26, 0.3, 0.28, and 0.31 radians, 

respectively. 

 

 

 
Figure 23. Definition of chord rotation [2] 

 
 

 
Figure 24. Maximum angle rotation of the beams and their 

comparison with the allowable value of GSA regulations 
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Figure 25. Maximum angle rotation of the columns and their 

comparison with the allowable value of GSA regulations 

 

 

The use of prestressed concrete slabs has significantly 

reduced the beam's rotation angle. The rotation angles 

corresponding to the modes P-C-4×10, P-C-6×10, P-M-

4×10, and P-M-6×12 have been 0.18, 0.18, 0.15, and 0.16 

radians, respectively. This means that the maximum 

angle rotation corresponding to the retrofitted states with 

prestressed slabs, depending on the floor opening 

dimensions and position, is 31 to 48% lower than the 

values corresponding to two-way RC slabs mode. The 

cables used to prestress the concrete slabs increased the 

energy absorption behavior of the structure against 

column removal by increasing energy absorption, and the 

beams and columns around the removal site performed 

better in redistributing forces. On the other hand, the 

maximum beam rotation angles corresponding to CFRP-

C-4×10, CFRP-C-6×10, CFRP-M-4×10, and CFRP-M-

6×12 modes have been 0.19, 0.2, 0.21, and 0.21, 

respectively. The addition of CFRP sheets to the exterior 

surfaces of two-way RC slabs has reduced the maximum 

rotation angle of the beams adjacent to the removal 

location by 25 to 33%, depending on the floor opening 

position and dimensions. 

The maximum angle rotation of the columns is shown 

in Figure 25 and compares with the GSA limit. The 

maximum angle rotation of the columns corresponding to 

the modes S-C-4×10, S-C-6×10, S-M-4×10, and S-M-

6×12 has been 0.16, 0.21, 0.19, and 0.22, respectively. 

The rotational angles corresponding to the modes P-

C-4×10, P-C-6×10, P-M-4×10, and P-M-6×12 were 0.11, 

0.09, 0.06, and 0.07, respectively. This means that the 

maximum angle rotation of the columns corresponding to 

the modes of use of prestressed slabs, depending on the 

floor opening dimensions and position, is 31 to 68% less 

than the values corresponding to the conventional two-

way RC slabs mode. The compressive force applied to 

the concrete due to prestressing will neutralize the tensile 

stress due to the applied loads. The whole member will 

pressurize, and carry the compressive force by the 

concrete will be used optimally. On the other hand, due 

to the removal of tensile stress and the placement of the 

entire section in compression, the need for rebar in a 

concrete member similar to an RC member is reduced. 

Also, the member's behavior in the bent position is 

improved, and the tensile cracks are removed, and the 

deformation is reduced. As a result, the main purpose of 

prestressing a concrete member is to limit the tensile 

stresses and cracks caused by the bending moment due to 

the loads applied to that member, and this process leads 

to an improvement in the response of the structure against 

progressive failure. On the other hand, the maximum 

rotation angles of the columns corresponding to CFRP-

C-4×10, CFRP-C-6×10, CFRP-M-4×10, and CFRP-M-

6×12 have been 0.1, 0.11, 0.12, and 0.12, respectively. 

The addition of CFRP sheets to the exterior surfaces of 

two-way RC slabs has reduced the maximum rotation 

angle of adjacent columns to the removal location by 36 

to 47%, depending on the location and floor opening 

dimensions. 

 

 

7. SUMMARY AND CONCLUSIONS 
 

Due to the removal of large amounts of concrete and 

reinforcement bars, the ability of the structure to 

withstand the loads may be reduced, and there may be a 

need to provide a solution to increase the load-bearing 

capacity.  

This study investigated another method to increase 

the bearing capacity of the structure called prestressing 

and evaluated the effect of the surface and position of the 

RC floor opening on the progressive collapse potential of 

SMRF buildings. Proposed two solutions to rehabilitate 

and retrofit two-way RC slabs against progressive 

collapse. To rehabilitate, prestressed RC slabs were used, 

and to retrofit, used the method of installing CFRP sheets 

on the surface of the old concrete slab. In this section, the 

most important results are presented: 

• The use of cable systems to restore the cross-section 

to its original shape is suitable for repair and can 

reduce the flexural moment in the critical section and 

increase the bearing capacity. The displacement 

corresponding to the buildings, in which the 

prestressed slab is used, depending on the opening 

and the dimensions of the opening, is about 27% to 

39% less than the values corresponding to the 

buildings with two-way RC slabs. The use of 

prestressed cables in the roof effectively reduces the 

potential of the structure against progressive collapse. 

• In SMRF buildings with a two-way RC slab system 

that is exposed to the removal of corner columns, the 

presence of an opening in the middle of the building 

plan creates more axial forces around the removal site 

compared to the position in which the floor opening 

is in the corner of the plan. Also, the axial forces 

created around the removed column of the SMRF 

buildings with a two-way slab in which the opening 

is located in the middle of the plan, depending on the 
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opening dimensions, is about 18% to 20% more than 

the corresponding value in the presence of an opening 

in the corner. 

• In SMRF buildings with a two-way RC slab floor 

system, increasing the opening ranges from 4×10 

square meters to 6×12 square meters, depending on 

the location of the opening, has increased the axial 

force created around the removal site by about 12% 

to 19%. Changing the opening from the corner to the 

middle in SMRF buildings with prestressed concrete 

slabs has increased the axial force created around the 

removal site by 14% to 16 %, depending on the 

dimensions of the opening. On the other hand, 

increasing the dimensions of the opening from 4×10 

to 6×12 square meters, depending on the location of 

the opening, has increased the axial force of the 

column adjacent to the removal site by about 15% to 

17%. According to the obtained displacement values, 

it can be stated that the choice of dimensions and 

location of the opening has an impact on the response 

of SMRF buildings to column removal; an 80% 

increase in the floor opening surface in a steel 

structure using a two-way RC slab has increased the 

vertical displacement of the node above the column 

by about 10% to 17%, depending on the floor opening 

position. 

• Retrofitting of concrete slab with CFRP is done 

locally to increase the bearing capacity of the slab, 

increase the slab resistance to corrosion, and increase 

flexural and shear strength. Slabs are practically 

responsible for withstanding vertical loads. Because 

they also have the function of the horizontal 

diaphragm, they must be connected to the strong 

lateral members of the structure and have sufficient 

rigidity and strength. This method can also restore the 

original capacity of the slab, which has been reduced 

due to corrosion of the steel. 
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Persian Abstract 

 چکیده 
ها در برابر ساختمان   ن یسقف بر پاسخ ا  یاثر وجود بازشو  یبه آن شده است، بررس  ی کمتر  یتوجه  ،یفولاد   یهاساختمان  یروندهش یپ  ی خراب  نهیکه در زم  یاز موضوعات  یکی

  یفولاد  یهاساختمان  روندهش یپ  یخراب  لیسقف بتن مسلح بر پتانس  یبازشوو موقعیت  اثر سطح    یل یتحل  بررسی به  این مطالعه  . در  باشدی م  روندهشیپ  یاحتمال وقوع خراب

تنیده استفاده  های بتنی پیش رونده پیشنهاد شد. به منظور بهسازی از دالهای دو طرفه بتنی در برابر خرابی پیشمقاوم سازی دالبهسازی و    همچنین دو راهکار جهت  .پرداخته شد

  ABAQUSبرروی سطح دال بتنی قدیمی بکار برده شد. مدلسازی با استفاده از روش اجزاء محدود و نرم افزار    CFRP  هایشد و به منظور مقاوم سازی، روش نصب ورق

سازی اجزاء محدود آزمایشگاهی و شبیهسازی مورد استفاده با مدلسازی مطالعات آزمایشگاهی مختلف ارزیابی شد و تطابق مناسبی بین نتایج  انجام شد. صحت روش شبیه

متر مربع و موقعیت آنها در گوشه و وسط پلان در نظرگرفته شد. نتایج حاصل از تحلیل خرابی پیش رونده نشان    6×12و    4×10ابعاد بازشوهای سقف به ترتیب  مشاهده شد.  

های اطراف محوری ستوند، نیروهای شوند و بازشوها در وسط پلان سازه قرار دارنهای گوشه حذف میهای فولادی با سیستم قاب خمشی، هنگامی که ستونداد در ساختمان

ابعاد بازشو از    شیافزاباشند. همچنین  های وجود بازشو در گوشه پلان میبا حالت   درصد بیشتر از مقادیر متناظر  20تا    18محل حذف، بسته به نوع سقف در نظر گرفته شده  

درصد    19تا  12شده در اطراف محل حذف را حدوداً  جاد یا یمحور یروین ر نظر گرفته شده،و نوع سقف د بازشو یریقرارگ تی بسته به موقع  ،متر مربع 6×12متربع به  4×10

تنیده بهترین عملکرد را داشتند؛   های پیش، دالCFRPبتن مسلح پیش تنیده و دال دو طرفه بتن مسلح مقاوم سازی شده با  دال  دو طرفه بتن مسلح،  از بین دال  . داد  شیافزا

های های دو طرفه شد. در دال درصد کمتر از مقادیر متناظر با دال  35تا  27نیروهای محوری اطراف محل حذف متناظر با آنها بسته به موقعیت و ابعاد بازشو در حدود بطوریکه 

ها تحت این کابل.  شوندمی تثبیت  به تیر  مخصوص    یهاتوسط گره  دو انتها  درگیرند و  ی قرار میمعمول  یآرماتورها  یبالا بجا  یبا مقاومت کشش  یهاتاندون تنیده   بتنی پیش 

در بتن    ی در قسمت زیرین تار خنث  یزیاد  ی فشار  ینیرو  ن یبنابرا  تمایل به جمع شدن و رسیدن به حالت اولیه دارند.  ،پس از رها شدن از کشش  گیرند ومی قرار    یکشش زیاد

  ی را خنث  ی ثقل  ی از بارها  ی ناش  یاز نیروها  ی مقدار  و  د نگیریقرار م  شود،ی در بتن ایجاد م   ی ثقل  ی که به واسطه بارها  یکشش  هایدر مقابل نیرو  های فشاری این نیرو  .شودیایجاد م

   یابد.رونده کاهش میو بدین ترتیب پتانسیل سازه در برابر خرابی پیش  ندینمایم
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A B S T R A C T  

 

In this research, steel plate-fiber concrete composite jackets (SPFCJ) was used to strengthen the RC 

beams. The accuracy of the analysis method was evaluated by modeling RC beams fabricated in the 

laboratory, and a good agreement was observed. Variables in the finite element method (FEM) analysis 
include the strength class of concrete used in the main beam (15, 20, and 25 MPa), the beam length (1.4 

and 2.8 m), the type of jackets (RC jacket, SPFCJ, and CFRP sheet), and jacket thickness (40, 60 and 80 

mm). SPFCJ is effective for all three concrete grades and increased the energy absorption capacity by 
1.88, 2.07, and 2.25 times, respectively. The bearing capacity of the strengthened beam with 60 mm 

composite jackets increased by 79 and 20% more than the values corresponding to jackets with 40 and 

80 mm thickness. The jacket thickness parameter significantly influences the response of strengthened 
beams with the proposed composite jackets. Depending on the dimensions and geometric characteristics 

of the beam, the appropriate thickness for the jacket should be considered, and increasing the thickness 
can not always improve the beam bearing capacity. 

doi: 10.5829/ije.2022.35.01a.07 
 

 
1. INTRODUCTION 1 
 

Failure of reinforced concrete (RC) beams in the event of 

severe earthquakes may be due to insufficient steel 

reinforcement or non-compliance with new regulations 

[1-3]. Strengthening the beams and  historical buildings 

in seismic design for RC structures is an important issue 

[4-8].  

Researchers have considered the strengthening of RC 

beams in recent years [9-12]. Attar et al. [13] investigated 

the strengthened RC beams with self-compacting 

concrete (SCC) jackets containing fibers. The variables 

included the percentage of steel fibers (SFs), the effect of 

GFRP rebars, different ratios of longitudinal rebars, and 

the impact of shear rebars. The proposed concrete jackets 

improved the bearing capacity and the mid-span 

deflection of the beams by 44 and 25%, respectively [13]. 

Kim et al. [14] investigated the strengthened RC beams 

using modularized steel plates. The steel plates were 
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bolted to the beam surfaces. The dimensions of the plates 

were obtained using the finite element method (FEM). 

The proposed steel plates increased the bearing capacity 

by 7 times [14]. Rahimi et al. [15] investigated the effect 

of aramid fiber reinforcement polymer (AFRP) and glass 

fiber reinforcement polymer (GFRP) on the strengthened 

deep RC beams and compared their response with the 

performance of CFRP sheets. The number of FRP layers 

was 1, 2, and 3. Depending on the number of sheets, the 

addition of AFRP, CFRP, and GFRP sheets increased the 

bearing capacity by 65 to 94%, 87 to 130%, and 96 to 

133%, respectively [15]. Artiningsih et al. [16] 

strengthened RC beams using the glass fiber jacketing 

system. Two different failure levels were considered for 

the beams. Depending on the failure level, the maximum 

load increased by about 52 to 115% [16]. 

Faez et al. [11] investigated the strengthened RC 

beams using concrete jackets containing aluminum oxide 

nanoparticles and silica fume. The results showed that 
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RC jackets containing aluminum nanoparticles, 

depending on the thickness jacket, the number of rebars 

used in the jackets, and the length of the beam span, have 

increased the flexural strength by 155 to 447% [11]. 

Mohsenzadeh et al. [12] investigated the strengthened 

RC beams using SCC jacket containing glass fiber and 

fibrous silica fume gel (FSFG). Concrete jackets 

containing glass fiber and FSCG, depending on the 

amount of glass fiber, have increased the energy 

absorption capacity of the beams by about 89 to 463%.  

Concrete jackets containing FSFG and glass fiber delay 

forming the concrete's first cracks and increase the 

energy absorption capacity [12].  

On the other hand, steel fiber reinforced concrete 

(SFRC) has been considered due to many advantages 

[17-19]. According to previous studies, strengthened RC 

beams using steel plate-fiber concrete composite jackets 

(SPFCJ) were investigated in the present study. For this 

purpose, studies were performed in both laboratory and 

numerical sections. The experimental results of the 

proposed method were presented entirely by Shadmand 

et al. [20]. The results can be used in many RC buildings 

that have been damaged due to lack of adequate 

supervision, incorrect design, and executive errors. A 

new method has been introduced to strengthen RC 

beams. SFRC and steel jackets are used next to each 

other. In previous studies, the entire surrounding surfaces 

of the beams are strengthened using reinforcing 

elements; but in this research about 75% of the peripheral 

surfaces of the beams was retrofitted.  

The mechanical properties of SFRC are evaluated by 

considering two variables: the amount of SFs (0, 0.5, 1, 

1.5, and 2% of the concrete volume) and the category of 

concrete (40, 50, and 60 MPa). In the second part, the 

flexural load test of the beams was performed in the 

strengthening and without strengthening modes. The 

studied variables include the SFs (0, 1, and 2% of 

concrete volume) and the type of strengthening method 

(RC jacket, SPFCJ, CFRP sheet). In order to strengthen 

the beams with jackets, the dimensions of the beams were 

increased from the bottom and sides. At the end of 

laboratory studies, the beams' behavior was compared 

using load-displacement diagrams. After laboratory 

studies, several beams prepared in the laboratory were 

simulated using the FEM using ABAQUS software [21] . 

 

 

2. THE STUDY PROCEDURE 
 

The flowchart of the study is presented in Figure 1. As 

can be seen, the present study was conducted in three 

sections: preliminary, laboratory, and numerical studies. 

The laboratory study was performed in two separate 

sections. In the first part, the mechanical properties of 

SFRC are evaluated by considering two variables: the 

amount of SFs (0, 0.5, 1, 1.5, and 2% of concrete volume) 

and the strength category of concrete (40, 50, and 60 

MPa). The experiments are presented in Table 1. The 

failure age of the samples was considered to be 28 days. 

In the second part, the four-point flexural test of the 

beams was performed in the strengthened and non- 

strengthened modes. The studied variables include the 

amount of SFs (0, 1, and 2% of concrete volume) and the 

type of strengthening method (Table 2). Table 3 

summarized the types of modes studied in the laboratory 

strengthening section.  

Details of the proposed method are provided in the 

literature [20]. The loading device is shown in Figure 2. 

 

 

3. LABORATORY PROGRAM 
 
3. 1. Materials             The materials include coarse and 

fine aggregates, cement, water, superplasticizers, and  

 

 

 
Figure 1. Flowchart of the study process 

 

 

TABLE 1. Variables studied in laboratory study (Mechanical 

properties of SFRC) 

C40, C50, and C60 Category of concrete  

0, 0.5, 1, 1.5, and 2% volume of concrete The amount of SFs 

Description: Slump, splitting tensile strength, compressive 

strength, and flexural strength tests were conducted. 

 

 

TABLE 2. Variables studied in laboratory study (Laboratory 

strengthening) [20] 

Steel fiber (%) Strengthening method Name 

- - NR 

0 

RC jacket 

J-F0 

1 J-F1 

2 J-F2 

0 

SPFCJ 

CJ-F0 

1 CJ-F1 

2 CJ-F2 

-- CFRP CFRP 
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TABLE 3. The mixing scheme used in the study of the properties of SFRC 

SP (%) Steel fiber (%) Water (lit) Sand (kg/m3) Gravel (kg/m3) Cement (kg) Strength grade (MPa) Name 

1 0 180 801 839 400 40 C40F0 

1 0.5 180 801 839 400 40 C40F0.5 

1 1 180 801 839 400 40 C40F1 

1 1.5 180 801 839 400 40 C40F1.5 

1 2 180 801 839 400 40 C40F2 

1 0 225 710 785 500 50 C50F0 

1 0.5 225 710 785 500 50 C50F0.5 

1 1 225 710 785 500 50 C50F1 

1 1.5 225 710 785 500 50 C50F1.5 

1 2 225 710 785 500 50 C50F2 

1 0 270 672 678 600 60 C60F0 

1 0.5 270 672 678 600 60 C60F0.5 

1 1 270 672 678 600 60 C60F1 

1 1.5 270 672 678 600 60 C60F1.5 

1 2 270 672 678 600 60 C60F2 

C: Concrete grade (Strength)   F: Steel fiber   SP: Superplasticizer 

 

 

SFs. Coarse and fine aggregates grading test is 

conducted. The apparent density of the sand in saturated 

state with dry surface is 2.6 ton/m3. The apparent density 

of gravel in saturated state with dry surface is 2.65 t/m3. 

Portland cement type II was used. The density and 

specific surface area of cement were 3.16 g/cm3 and 3350 

cm2/g, respectively. The superplasticizer is liquid and its 

color is brown. Its density is 1.1 g/cm3. The steel fibers 

are simple with hooked ends. Detailed specifications of 

materials are provided in the literature [20]. 

 
3. 2. Experimental Tests        Figure 3 shows the 

experiments. The fresh concrete properties were 

evaluated using the slump test following ASTM C143 

[22]. The compressive strength test was performed 

following ASTM C39 [23]. The flexural strength of 

concrete was performed following ASTM C293 [24]. 

The splitting tensile strength test was conducted 

following ASTM C496 [25]. For this purpose, cylindrical 

specimens with dimensions of 1530 cm were prepared 

and tested. 

Geometric dimensions of the beams and steel 

reinforcement characteristics were selected based on 

laboratory facilities and studies in retrofitting the RC 

beams. The main beams' length, width, and height were 

considered as 1600, 150, and 200 mm, respectively   

(Figure 4 ( [20]. 

 
3. 3. Mixing Design          The standard mixing design 

method of ACI-211 [26] regulation is used. The mixing 

plan of concrete samples prepared in the technology 

section, main beams, and concrete jackets presented in 

Tables 3 and 4. During concreting, sand, gravel, cement, 

and water were mixed with a mixer for two minutes, and 

then the SFs, which were clean and free of any waste and 

 

 

 
(a) 

 
(b) 

Figure 2. Four-point flexural test a: Loading frame b: 

LVDT, Supports, and the loading pins of the beams [18] 
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Figure 3. Experimental tests a: Slump test (b) Cubic specimens 

(c) Mixing concrete (d) Compressive strength (e) Splitting 

tensile strength f: Flexural strength  

 

Figure 4. Geometric properties [20] 

 

 

oil, were gradually poured into the mixer. After adding 

the fibers, the mixer was allowed to run for another three 

minutes until the fibers were spread throughout the 

concrete and the mixture was completely uniform.  
 

 

TABLE 4. Mixing design used to make beams and jackets [18] 

Member Mix code 
𝑾

𝑪
 C (kg/m3) G (kg/m3) S (kg/m3) F (%) SP (%) 

Original Beam NR 0.45 350 955 885 - - 

RC Jacket 

J-F0 0.45 500 785 710 0 1 

J-F1 0.45 500 785 710 1 1 

J-F2 0.45 500 785 710 2 1 

CJ-F0 0.45 500 785 710 0 1 

CJ-F1 0.45 500 785 710 1 1 

CJ-F2 0.45 500 785 710 2 1 

W: Water     C: Cement      G: Gravel       S: Sand      F: Steel fiber   SP: Superplasticizer 

 

 

4. TEST RESULTS 
 
4. 1. Workibilty and Mechanical Properties        The 

properties of fresh concrete were investigated using the 

slump test. According to ACI 211.1-91 [26-28], the 

allowable range slump is 25 to 100 mm for reinforced 

concrete beams. The slump values for 15 typical concrete 

samples are shown in Figure 5. The slump values of all 

15 samples are within the allowable limits of the 

regulations. The increase in compressive strength under 

the influence of fibers can be explained by the fact that 

the presence of fibers delays the growth of fine cracks in 

concrete, which in turn increases the resistance and strain 

under maximum load (Table 5) [29-31]. The fibers 

prevent microcrack spread, leading to greater 

compressive strength. While at the macro scale, it 

increases energy absorption [32, 33].  

It is observed that the addition of SFs to concrete 

samples, can increase the tensile strength of concrete 

samples from 1.5 to 50.1%.   

Special attention is paid to the shape of the fibers used 

(hooked), which leads to an increase in their elongation 

resistance as a result of improving the matrix-fiber 

continuity [32-34]. Also, it is observed that the addition 

of SFs to ordinary concrete samples, depending on the 

amount of fibers and concrete category, can increase the 

flexural strength of concrete samples from 3.1 to 50.1 %. 

 
4. 2. Results of Four-point Bending Test           The 

four-point bending test and crack distribution results are 

presented in the literature [20]. The crack distribution of 

the beams is illustrated in Figure 6. Load-deflection 

curves are presented in Figure 7. Also, crack load (Pcr), 

yield load (Py), maximum load (Pu), crack deflection 

(∆cr), yield deflection (∆y) and ultimate deflection (∆u), 

ductility, stiffness, and adsorption capacity, the energy 

absorption are presented in Table 6. Each of the 

parameters is stated in Figure 8. 
 

 

 
Figure 5. Slump values of samples in different mix proportions 
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TABLE 5. The test results (Mechanical properties) 

Variation (%) Flexural 

strength (MPa) Variation (%) Splitting tensile 

strength (MPa) 

Variation 

(%) 
Compressive 

strength (MPa) Name 

- 4.21 - 3.12 - 36.9 C40F0 

3.10 4.34 5.1 3.28 0.3 37 C40F0.5 

6.90 4.5 24.7 3.89 0.5 37.1 C40F1 

28 5.39 25.3 3.91 1.4 37.4 C40F1.5 

50.10 6.32 27.6 3.98 1.9 37.6 C40F2 

- 4.81 - 3.41 - 44.1 C50F0 

6 5.1 14.4 3.9 0.3 44.2 C50F0.5 

16.80 5.62 26.3 4.30 0.9 44.5 C50F1 

23.30 5.93 40.8 4.80 2.3 45.1 C50F1.5 

47.60 7.10 49.6 5.10 2.7 45.3 C50F2 

- 5.10 - 3.85 - 52.1 C60F0 

13.90 5.81 9.9 4.23 1 52.6 C60F0.5 

15.90 5.91 19.8 4.61 2.1 53.2 C60F1 

20.60 6.15 35 5.20 3.3 53.8 C60F1.5 

45.30 6.41 50.1 5.80 3.8 54.1 C60F2 

 

 

 
NR 

 
J-F0 

 
J-F1 

 
J-F2 

 
CJ-F0 

 
CJ-F1 

 
CJ-F2 

 
CFRP 

Figure 6. Crack distribution [18] 

 

 

 

4. 3. Comparative Study with Other Studies To 

compare the performance of the method proposed in this 

section, a comparative study of this method with similar 

studies has been conducted.  

In the study of Ying et al. [35], the method of steel 

plates and rebar planting was used to strengthen RC 

beams, and the highest rate of increase in bearing 

capacity was reported to be 1.47. In the study of Abdulla 

[36], jackets containing cement mortars reinforced with 

glass fibers and carbon fibers were used to strengthen the 

beams, and the bearing capacity of the beams was 

increased by 1.33 times in the maximum case. Abdullah 

et al. [37] investigated the strengthening beams using 

CFRP rebars buried in the surface. The maximum 

increase in bearing capacity compared to the reference 

samples was 1.59 [37]. 
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(a) 

 

(b) 

Figure 7. Load-deflection a: RC jackets b: SPFCJ [18] 

 

 
TABLE 6. Crack, yield, and maximum point values 

3 Stiffness (N/mm) 
Ductility 

index 

Mid-Span deflection (mm) Load (kN) 

Code Max. 

point 

Yield 

point 

Crack 

point 

Max. 

point 

Yield 

point 

Crack 

point 

382 8228.6 2.34 11.7 5 0.5 52 34.2 4.1 NR 

916 8605.7 2.58 14.7 5.7 1 85 66.3 7.2 J-F0 

1097 922.2 2.69 17.9 6.16 1.30 93 68.9 9.3 J-F1 

1266 8948.6 2.91 15.9 5.9 1.20 91 68.7 9.0 J-F2 

1822 185085.7 2.95 22.7 7.7 1.80 96.1 87.2 11.1 CJ-F0 

3119 16457.1 3.55 31.8 8.95 2.4 119 101 12.9 CJ-F1 

2259 16525.7 3.44 26.6 7.73 2.1 98.1 89.3 13.6 CJ-F2 

1074 8537.1 2.40 17.5 7.3 0.89 90.8 62.3 5.1 CFRP 

 

 

 
Figure 8. Hypothetical load-displacement diagram 

 

 

Faez et al. [11] investigated the reinforcement of 

reinforced concrete beams using concrete jackets 

containing aluminum oxide nanoparticles. In this study, 

the highest rate of increase in bearing capacity was 2.75. 

Nanda and Bahra [38] used the method of gluing GFRP 

sheets in beam reinforcement. The results showed that 

this method could increase the bearing capacity by 1.34 

times. Yu et al. [39] investigated the strengthening of 

severely damaged concrete beams using CFRP sheets. 

They showed that installing CFRP sheets can increase the 

maximum beam load by about 2.13 times. Zhang et al. 

[40] used concrete layers to strengthening RC beams and 

showed that this method could improve the bearing 

capacity by about 2.2 times. The present study results 

also showed that using SPFCJ containing SFs can 

increase the bearing capacity of beams by about 2.28 

times.  
 

 

5. FINITE ELEMENT ANALYSIS 
 
The high cost of experimental experiments in civil 

engineering has necessitated the evaluation of software 

simulation methods. Due to the wide range of parameters 

involved in beam strengthening, decisions about design 

strategies and components are virtually impossible 

without simulation tools. In order to use the simulation 

tools correctly in the design and evaluation process, it is 

necessary to check their validity through scientific 

methods because the validity and accuracy of such 

devices are affected by various factors and require 

appropriate software depending on the type of parameters 

and data. In this research, the validity of simulation 

software (ABAQUS) has been investigated by 

experimental method. 
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This section describes the simulation method used. 

The simulated components include the main beam, the 

main beam longitudinal rebars, the transverse rebars in 

the main beam, the concrete jacket, steel reinforcement 

of the jacket steel plate for SPFCJs, the CFRP sheets and 

the distributed steel plates. The behavior of these models 

was defined in the Part section of the software. The main 

beams, concrete jacket, and load-bearing steel plates 

were determined using the solid element. Solid elements 

have a special place in terms of being the most used 

among the types of elements . 

Longitudinal rebars of the main beam, transverse 

rebars in the main beam, and steel reinforcement rebars 

of the jackets were defined using the Wire element. 

CFRP sheets and steel plates were defined for use in 

SPFCJ using the shell element. Concrete, steel, and 

CFRP sheets are among the materials defined in the 

modeling of the beams understudy in different states. The 

properties of these materials are applied in the property 

section. Poisson's coefficient of concrete was considered 

0.2. Also, the resistance classes of the main beams were 

considered C15, C20, and C25, respectively. 

Compressive and tensile strengths of the mentioned 

categories were performed by performing compressive 

and tensile strength tests. Table 7 lists the specifications 

for these concretes. 

Also, from the mixing designs considered for 

reinforced concrete with SFs, a design was selected in 

which one percent of SFs was used. This choice is 

because this mixing design had better results in 

compressive, tensile, and flexural strengths than other 

designs. The compressive strength and tensile strength of 

this design were 37.1 MPa and 3.89 MPa, respectively. 

Steel rebars are ribbed and A3. Figure 9 shows the stress-

strain diagram of the rebars. 

The concrete structure was defined using the concrete 

damage plasticity (CDP). This model can show the 

nonlinear behavior and failure characteristics of brittle 

materials such as concrete. The CDP model in ABAQUS 

software is based on the model presented by Lulliner et 

al. [41]. The main priority of the damaged concrete 

plastic model is to provide the ability to analyze 

 

 
TABLE 7. Specifications of concretes used in main beams and 

proposed jackets 

Member 
Concrete 

grade 

Steel 

fiber 

(%) 

Compressive 

strength 

(MPa) 

Spilitting 

tensile 

strength 

(MPa) 

Main 

beam 

C15 0 15.6 1.58 

C20 0 20.5 2.1 

C25 0 27.3 2.26 

RC 

jacket 
C40 1 37.1 3.89 

 
Figure 9. Stress-strain diagram of simulated rebars 

 

 

concrete structures under cyclic or dynamic loads. The 

behavior of concrete under low confinement pressure is 

generally brittle, which means that the main mechanism 

of failure is to create cracks in tension and crushing in 

pressure. If the confinement pressure is large enough to 

prevent cracks from spreading, then the brittle behavior 

of the concrete becomes ductile. This model assumes that 

the two main factors in concrete failure are cracking due 

to tension and crushing under pressure [42-44]. This 

model assumes that the strain rate is obtained from the 

sum of the elastic and plastic strain rates. In general, it 

can be said that the inelastic response of models in 

ABAQUS is divided into two separate parts: elastic 

response with reversible and inelastic with irreversible 

(permanent). This assumption is the primary basis of the 

following relation: 

 (1) 

The concrete structure was defined using the CDP 

model. This model can show the nonlinear behavior and 

failure characteristics of brittle materials such as 

concrete. The strain rate of the elastic and plastic part and 

the strain rate of the plastic part. Two stiffness variables 

control changes in the yield procedure (or failure 

procedure) 𝜀𝑡
𝑝𝑙  and 𝜀𝑐

𝑝𝑙
which depend on the failure 

mechanism under tensile and compressive loads, 

respectively.  

Figures 10 and 11 show concrete's tensile stress and 

axial response defined under the plastic damage 

parameter. It is assumed that under uniaxial stress; The 

stress-strain response of concrete is linear up to the yield 

stress phase σ0
t  (Figure 10), the flow stress occurs at the 

same time as the formation of fine cracks in concrete 

materials. After yield tension; The response to softening 

stress and the appearance of fine cracks is 

macroscopically visible and causes strain accumulation 

(permanent deformation) in concrete materials. On the 

other hand, under uniaxial pressure, it is assumed that the 

response is linear up to the initial yield stress stage 

(Figure 11). After initial yield, the strain stress response 

is typically defined by the stress hardening behavior  

plel  +=
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Figure 10. Definition of tensile properties of concrete in CDP 

model [21] 

 

 

 
Figure 11. Definition of compressive properties of concrete in 

CDP model [21] 

 

 

followed by strain-softening until the ultimate stress 

stage σcu. These hypotheses, despite their simplicity, 

cover the main capabilities of the concrete response. In 

this case, the strain stress relationship can be written 

according to the scalar variable of concrete damage as 

Equations (3) and (4) [21]: 
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In this regard, E0 is the initial elastic modulus 

(undamaged concrete) which, after multiplication in the 

damage parameters (l-dt) and (l-dc) becomes the variable 

of concrete damage. In other words, if the concrete is 

loaded in this state, it will respond with a gentler slope 

than the initial state in the strain stress curve. This is due 

to the damage done to it in the previous loading. In 

practice, the hardness of the current damaged condition 

is less than the hardness of the original undamaged state 

of the concrete sample. The value of the damage 

variables dt and dc can range from zero, which represents 

no damage; If we ignore the elastic part with linear 

curves, in this case, the plastic strain curve of plastic 

stress is obtained. This means that the values of elastic 

stress and strain must be removed from the program input 

values. It is worth mentioning that the program can find 

the yield strain by dividing the yield stress by the elastic 

modulus of concrete and, therefore, practically the elastic 

part of the strain stress curve, which is linear. It is 

necessary to define the dilation angle values, eccentricity, 

K coefficient, and Poisson's coefficient. The dilation 

angle expresses the relationship between volumetric 

strain and shear strain. The expansion angle is considered 

to be greater than the internal friction angle of the 

concrete. The eccentricity potential of plastic is a small 

positive number equal to the tensile strength ratio to 

compressive strength of concrete. K is the coefficient that 

is considered 0.667 for concrete by default. The viscosity 

parameter is a parameter that is regarded as 0.00 by 

default. Table 8 presents the values of the parameters 

required to use the "concrete with damaged plasticity" 

model. 

The thickness of CFRP fibers used is equal to 1 mm, 

and its unit mass of surface area is similar to 1536 N/m2, 

and its Poisson coefficient is equal to 0.25, and its 

modulus of elasticity is equal to 2.4105 MPa. Defining 

interactions between different members in ABAQUS 

simulation is one of the steps that must be done with great 

precision. The Embedded region was used to determine 

the interaction between steel rebars and concrete. Using 

the interaction module and clicking on constraint, the 

constraints were selected, and first, the buried area 

(reinforcements) was established, then the concrete area 

was selected for the host . 

Definition of interaction between RC jackets and 

main beam, Definition of interaction between composite 

steel jackets and main beam, the interaction between steel 

plates and concrete jacket, and interaction between FRP 

and the main beam was done using tie element. The 

advantage of using the tie constraint is that it facilitates 
 

 

TABLE 8. Specifications of concrete materials introduced to 

the software [45] 

 Parameter 

°36 Dilation angle 

0.1 Eccentricity parameter 

0.667 K 

0 Viscosity 

0.2 Poisson coefficient 
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the meshwork, and two pieces can have completely 

different mesh. At the point of contact, the two pieces 

should have the same mesh; depending on the complexity 

of the model, geometry may be a little difficult. 

At ABAQUS, there are two different types of 

meshing methodologies called top-down and bottom-up. 

Of course, sometimes, the two meshing methodologies 

refer to automatic meshing and manual meshing, 

respectively, which refers to using and implementing 

each of these methods. Four different meshing techniques 

can be used Structured, sweep, accessible and Bottom-

up. The first three techniques use the top-down 

methodology, and the last technique uses the bottom-up 

method to generate the mesh. It should be noted that not 

every piece of geometry can be meshed using any of the 

above methods. This parameter is entirely qualitative and 

is limited only to compare the degree of simplicity in 

meshing two different pieces. The Meshability of a piece 

can always be increased by partitioning it into a mesh 

module and dividing it into simpler sections, reducing the 

complexity. The structured sweep technique was used. In 

this case, there is the most control over the elements. 

Figure 12 shows the types of simple patterns for meshing 

more complex parts. 

The basis of the solution in finite element software is 

the meshing and division of the main model into a limited 

number (limited means a definite number and does not 

imply the limit on the number) of smaller components. 

But the main question is: how many of these small 

members are needed to have a reliable solution? This 

question does not have a unique answer, but a criterion 

must be set to reach a reasonable response in choosing 

the number of elements. One of the most important 

parameters in solving finite elements is discussing the 

time and cost of solving. This parameter directly depends 

on the number of elements created. If 100 elements are 

selected for networking a problem, it will take less time 

to solve the same problem than solving the same problem 

with 200 elements. The number of elements and the 

elements' geometry and appearance are effective 

parameters in the discussion of convergence. First, a 

reasonable number of elements must be used. One of the 

essential points in determining the initial number of 

elements is the discussion of geometry and meshing 

order. 

The optimal mesh size in the studied beams was 

calculated using the trial and error method. Based on this, 

the mesh dimensions considered to be 35 mm. Figure 12 

shows an example of modeling. 

 

 

6. VALIDATION 
 
One of the essential parts of software simulations is to 

check the accuracy of the simulation method used. 

Validation is the process of evaluating a simulation  
 

 
Figure 12. A picture of the meshing of several models 

 

 
method to check whether the software used is properly 

accurate or not. In the present study, four beams prepared 

in the laboratory were simulated using the modeling 

method. Their responses were compared with each other 

in the form of load-displacement diagrams. The names 

and specifications of the selected beams are presented in 

Table 9. Among the beams prepared in the laboratory, 

beams named NR, J-F1, CJ-F1, and CFRP were 

simulated. The NR beam is the same as the control beam 

or non-strengthened beam. CJ-F1 is a beam whose 

peripheral surfaces are reinforced with SPFCJ containing 

1% SFs.  

Figures 13a to 13c show the crack distribution and 

load-displacement diagrams of the finite element model 

and the laboratory sample of the NR beam. Crack, yield 

and maximum loads, and energy absorption capacity of 

the NR beam finite element model are 3.8, 34.9, and 44.3 

kN and 378 kJ, respectively. Crack loads, yield, and 

maximum laboratory samples of NR beam were 4.1, 

34.2, and 48.5 kN and 382 kJ, respectively. 

 

 
TABLE 9. The variables studied in the present study 

Fibers used in 

the jacket (%) 
Strengthening method Beam name 

- Control beam (C20) NR 

1 RC Jacket J-F1 

1 
Steel Plate-Fiber Concrete 

Composite Jackets 
CJ-F1 

- CFRP CFRP 
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(a) 

 
(b) 

 
(c) 

Figure 13. (a) Crack distribution in NR beam laboratory 

samples (b) Crack distribution in the finite element model of 

NR beam (c) Comparison of load-deflection diagrams of NR 

beam  

 

 

Figures 14a to 14c show the crack distribution and 

load-displacement diagrams of the finite element model 

and the laboratory sample of the J-F1 beam. Crack, yield, 

maximum loads, and energy absorption capacity of the J-

F1 finite element model are 9.6, 72.6 and 87.8 kN, and 

1319 kJ. Crack loads, yield, and maximum laboratory 

sample of J-F1 beam are 9.3, 68.9, and 93 kN, and 1097 

kJ, respectively. 

Figures 15a to 15c show the crack distribution and 

load-displacement diagrams of the finite element model 

and the laboratory specimen of the CJ-F1 beam. Crack, 

yield and maximum loads, and energy absorption 

capacity of the CJ-F1 finite element beam model are 13.1, 

99, and 121 kN and 2983 kJ, respectively. Crack loads, 

yield, and maximum laboratory samples of CJ-F1 beam 

are 12.9, 101, and 119 kN and 3119 kJ, respectively. 

 
 

 

(a) 

 

(b) 

 

(c) 

Figure 14. (a) Crack distribution in J-F1beam laboratory 

samples b: Crack distribution in the finite element model of 

NR beam c: Comparison of load-deflection diagrams of J-F1 

beam  

 

 

Figures 16a to 16c show crack distribution and load-

displacement diagrams of the finite element model and 

the laboratory sample of CFRP beams. Crack, yield and 

maximum loads, and energy absorption capacity of the 

CFRP finite element model are 5.4, 68.4, and 92.6 kN 

and 1145 kJ, respectively. Crack, yield, and maximum 

laboratory loads of CFRP beam are 5.1, 62.3, and 90.8 

kN and 1074 kJ, respectively. 

Table 10 shows the percentage of load differences 

related to laboratory samples and finite element models. 

In the NR beam, the difference of crack load is about 

7.9%, the difference of yield load is about 2%, and the 

maximum load difference is about 8.6%.  
 

 

 

(a) 

 

(b) 

 

(c) 

Figure 15. a: Crack distribution in CJ-F1beam laboratory 

samples b: Crack distribution in the finite element model of 

CJ-F1beam c: Comparison of load-deflection diagrams of 

CJ-F1 beam  
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(a) 

 
(b) 

 

(c) 

Figure 16. (a) Crack distribution in CFRP beam laboratory 

samples (b) Crack distribution in the finite element model 

of CFRP beam (c) Comparison of load-deflection diagrams 

of CFRP beam  

 

In the J-F1 beam, the difference between crack load 

is about 1.3 percent, yield load difference is about 5.1 

percent, and maximum load difference is about 5.9 

percent. In the CJ-F1 beam, the difference between crack 

load is about 1.5 percent, yield load difference is about 2 

percent, and maximum load difference is about 1.7 

percent. In CFRP beam, the difference of crack load is 

about 5.6%, the difference of yield load is about 8.9%, 

and the maximum load difference is about 1.9%. 

According to the obtained values, it can be stated that the 

method used in simulating reinforced beams with 

concrete jacket, SPFCJ, and CFRP techniques has good 

accuracy, and this method can have an acceptable 

prediction.  

 

 

7. FEA RESULTS  
 
After examining the accuracy of the simulation method 

used, the results of FEA are presented in this section. For 

this purpose, first, the variable parameters are introduced, 

and then the outputs of the FEA of the models are shown 

for each of the states. Finally, the effect of each of the 

variable parameters on the behavior of the beams is 

evaluated. As observed in the laboratory strengthening 

section, variables such as the type of jacket (RC jacket, 

SPFCJ, CFRP) and the amount of SFs used in the jacket 

 
TABLE 10. Percentage difference between laboratory samples and finite element models 

Maximum load (kN) Yield load (kN) Crack load (kN) 
Name 

Variation (%) FEM EXP Variation (%) FEM EXP. Variation (%) FEM EXP. 

8.6 47.9 52 2 34.9 34.2 7.9 3.8 4.1 NR 

5.9 87.8 93 5.1 72.6 68.9 3.1 9.6 9.3 J-F1 

1.7 121 119 2 99 101 1.5 13.1 12.9 CJ-F1 

1.9 92.6 90.8 8.9 68.4 62.3 5.6 5.4 5.1 CFRP 

 

 

(0, 1, and 2% by volume of concrete). Variable 

parameters in FEA include the strength class of concrete 

used in the main beam (C15, C20, and C25), the length 

of the beams (1.4 and 2.8 m), the type of jacket (RC 

jacket, SPFCJ, CFRP), and jacket thickness (40, 60 and 

80 mm). The main beam's compressive strength is 

considered as a variable because in many RC buildings, 

the compressive strength of the concrete is not following 

the designer's purpose (compressive strength 

characteristic of concrete during design) is significantly 

different. Therefore, according to the tests provided by 

reputable concrete laboratories, three common concrete 

grades in the finite element section were considered for 

beams. The efficiency of the strengthening method in 

beams with different compressive strengths can be 

measured. Also, beam span length was evaluated as one 

of the variables in FEA. For this purpose, the span length 

was doubled so that the performance of the proposed 

reinforcement methods in longer beams could be 

evaluated. The thickness of the proposed concrete jackets 

is also one of the parameters that can affect the results. 

For this purpose, three thicknesses of 40, 60, and 80 mm 

were considered for the cover. Thus, at first, the thickness 

of the jackets was considered to be 40 mm for the initial 

24 cases, and then the optimal condition was selected, 

and the thickness of the jacket was increased by 1.5 and 

2 times. The thickness of the steel sheet used in SPFCJs, 

the thickness of CFRP sheets, the geometrical and 

mechanical characteristics of longitudinal and transverse 

steel beams of the main beams, the geometrical and 

mechanical characteristics of the veneer rebar network, 

the geometric cross-section of the main beams and the 
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abutment conditions are fixed in all cases. Table 11 

introduces the desired parameters. In this table, the letter 

C indicates the category of concrete used, and the number 

after it shows the concrete strength of the main beam in 

megapascals. The letter L also shows the length of the 

beam span, and the number after it indicates the length of 

the beam in megapascals. Also, each of the terms CJ, J, 

and FRP refer to reinforced beams with concrete-steel 

composite jackets, concrete jackets, and FRP. Figure 17 

presents the geometric characteristics of the beams 

understudy in the finite element study.  

 

 
TABLE 11. Introduces the studied parameters in FEA 

No. Name 

Main beam 

concrete 

category (MPa) 

Beam 

span 

(mm) 

Jacket 

thickness 

(mm) 

Jacket 

type 

1 C15-L1.4 15 

1400 

40 

----- 

2 C20-L1.4 20 

3 C25-L1.4 25 

4 C15-L2.8 15 

2800 5 C20-L2.8 20 

6 C25-L2.8 25 

7 C15-L1.4-CJ 15 

1400 

SPFCJ 

8 C20-L1.4-CJ 20 

9 C25-L1.4-CJ 25 

10 C15-L2.8-CJ 15 

2800 11 C20-L2.8-CJ 20 

12 C25-L2.8-CJ 25 

13 C15-L1.4-J 15 

1400 

RC 

Jacket 

14 C20-L1.4-J 20 

15 C25-L1.4-J 25 

16 C15-L2.8-J 15 

2800 17 C20-L2.8-J 20 

18 C25-L2.8-J 25 

19 
C15-L1.4-

CFRP 
15 

1400 

FRP 

20 
C20-L1.4- 

CFRP 
20 

21 
C25-L1.4- 

CFRP 
25 

22 
C15-L2.8- 

CFRP 
15 

2800 23 
C20-L2.8- 

CFRP 
20 

24 
C25-L2.8- 

CFRP 
25 

25 Optimal mode with 60 mm jacket thickness 

26 Optimal mode with 80 mm jacket thickness 

The load was applied in four points similar to the 

laboratory conditions, and the displacement 

corresponding to the middle of the span was measured. 

Figure 18 illustrates how the load is applied to the beams. 

The details of the beam were presented in the literature 

[20].  

The results of the FEA of beams are presented in four 

different groups (Figures 19-22). In the first group, 

outputs related to control beams (without strengthening), 

in the second group, outputs related to beams 

strengthened with RC jackets, in the third group, outputs 

related to beams strengthened with SPFCJ, the fourth 

group, outputs related to beams strengthened with CFRP 

sheets are presented. Figure 8 provides a hypothetical 

load-displacement diagram to introduce the points 

corresponding to crack, yield, and the maximum bearing 

load of the beam. 

 

 

 
(a) 

 
(b) 

Figure 17. Geometric characteristics of finite element model of 

concrete beams understudy (a) 1.4-meter beam (b) 2.8-meter 

beam 

 

 

 
Figure 18. Loading 

 

 

 
Figure 19. Load-mid span deflection curves of control beams 

(without reinforcement)  
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Figure 20. Load-mid span deflection curves of strengthened 

beams with SPFCJ  

 

 

 
Figure 21. Load-mid span deflection curves of strengthened 

beams with RC jacket  

 

 

 
Figure 22. Load-mid span deflection curves of strengthened 

beams with CFRP sheets  

 

 

7. 1. Energy Absorption Capacity           In Figures 23 

and 24, the energy absorption capacity of beams with a 

span length of 1.40 m and 2.8 m are compared with each 

other. The addition of SPFCJ containing SFs to the beams 

is effective for all three categories of concrete used. It has 

increased the energy absorption capacity by 5.83, 5.83, 

and 5.63 times, respectively. Also, the addition of RC 

jackets with SFs to the beams is effective for all three 

categories of concrete used. It has increased the energy 

absorption capacity by 1.87, 2.7, and 2.25 times, 

respectively. The performance of CFRP sheets was 

almost similar to that of RC jackets. The addition of 

CFRP sheets of C15, C20, and C25 beams increased the 

energy absorption capacity by 2.19, 1.87, and 2.12 times 

compared to the control sample, respectively.  

In Figures 25 and 26, the energy absorption capacity 

of beams with a span length of 1.4 m and 2.80 m are 

compared with each other. The addition of SPFCJ to 

beams with a span length of 2.8 m is effective for all three 

categories of concrete used. It has increased the energy 

absorption capacity by 9.72, 11.03, and 9.16 times, 

respectively. Also, the addition of RC jackets with SFs to 

the beams is effective for all three categories of concrete 

used. It has increased the energy absorption capacity by 

1.82, 1.91, and 1.8 times, respectively. The addition of 

CFRP sheets of C15, C20, and C25 grade beams 

increased the energy absorption capacity by 1.71, 1.93, 

and 2.02 times compared to the control sample, 

respectively . 

Strength classes of C20 and C25 are classes that are 

used in many common construction projects, and class 

C15 is a class that represents the strength of a weak beam. 

According to Figures 23 to 26, it can be stated that in all 

three strengthened methods used, the change in the 

concrete category of the main beam did not significantly 

change the performance of the methods. 

 

 

 
Figure 23. Comparison of energy absorption capacity of beams 

with a span length of 1.4 m 

 

 

 
Figure 24. Increase in energy absorption capacity of RC beams 

compared to non-strengthened beams (control) with a span 

length of 1.4 m 
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TABLE 12. FEA results 

Ductility 

(μ) 
Energy 

absorption (kJ) 
Deflection Load 

Name 
Max. (kN) Yield (kN) Crack (kN) Max. (kN) Yield (kN) Crack (kN) 

2.6 450 12.5 4.8 0.5 48 33.4 3.9 C15-L1.4 

2.63 499 12.9 4.9 0.6 61 35.6 4.5 C20-L1.4 

2.24 540 13 5.8 1.4 65 39.1 4.9 C25-L1.4 

2.68 358 21.5 8 1.5 24 17 3.4 C15-L2.8 

2.5 395 21.3 8.5 1.6 26 18 3.8 C20-L2.8 

2.15 505 21.5 10 1.7 30 24 4.1 C25-L2.8 

3.33 2624 30.3 9.1 2.5 116 98 8.5 C15-L1.4-CJ 

3.29 2909 31.6 9.6 2.7 121 104 10.8 C20-L1.4-CJ 

3.26 3041 32.6 10 2.9 127 110 11.1 C25-L1.4-CJ 

4.75 3480 42.3 8.9 2.2 97 86 8.1 C15-L2.8-CJ 

4.89 4357 44.5 9.1 2.3 114 91 8.9 C20-L2.8-CJ 

4.77 4624 45.8 9.6 2.4 119 96 10.3 C25-L2.8-CJ 

2.36 848 16.3 5.9 1.1 88 67.5 8.9 C15-L1.4-J 

2.41 1032 17.5 6.25 1.4 95 69.3 9.1 C20-L1.4-J 

2.38 1214 19 7 1.6 110 70.6 10.3 C25-L1.4-J 

2.95 653 18 4.5 0.8 48 40.6 7.9 C15-L2.8-J 

3.02 754 19 5 0.9 55 45.9 8.3 C20-L2.8-J 

3.28 910 22 5.3 1 63 58.3 8.9 C25-L2.8-J 

2.50 987 15 6 0.7 88 59 4 C15-L1.4-FRP 

2.29 932 16 7 0.8 99.3 61 5 C20-L1.4-FRP 

2.18 1143 18.5 8.5 0.9 95 63.3 6.3 C25-L1.4-FRP 

2.76 612 16.3 5.9 0.5 51 39 3.5 C15-L2.8-FRP 

3.45 763 16.9 4.9 0.5 63 45 4.5 C20-L2.8-FRP 

3.86 1018 18.9 4.9 0.6 71 51 4.9 C25-L2.8-FRP 

 

 

 
Figure 25. Comparison of energy absorption capacity of beams 

with span length of 2.8 m 

 

 

Figure 27 compares the values of percentage increase in 

energy absorption capacity of RC beams compared to 

control beams. According to this diagram, the proposed  
 

 
Figure 26. Values of percentage increase in energy absorption 

capacity of RC beams compared to non-reinforced beams 

(control) with a span length of 2.8 meters 
 

 

method has been more effective in longer beams; the 

SPFCJ in beams with a span length of 2.8 meters has 
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increased the energy absorption capacity depending on 

the strength class of the main beam from 9 to 11 times. 

However, in beams with a span length of 1.4 m, the use 

of the proposed composite jackets has increased the 

energy absorption capacity by about 5 to 6 times . 

The performance of RC jackets containing SFs and 

the CFRP method on increasing the bearing capacity of 

beams for both considered span lengths are almost 

similar. Depending on the length of the spans and the 

concrete category of the main beam, the energy 

absorption capacity is in between 1.8 to 2.5 times. 

 

7. 2. Comparison of Crack Load Values          The 

crack load in the studied beams is presented in Figure 28. 

SPFCJ in all cases has increased the crack resistance of 

the beams. The crack load of the strengthened beams with 

the proposed jackets has increased by 2.2 to 2.5 times 

depending on the strength class of the main beam and the 

span length. The CFRP method had less effect on 

increasing the crack load than the other two methods such 

that using this method, the load on the beams increased 

by only about 10 to 20%. 

 

7. 3. Comparison of Yield Load        The point of the 

load-displacement curve at which the curve fails locally 

is considered as the yield point. Accordingly, the yield 

load of the 24 finite element models simulated is 

presented in Figure 28. The addition of SPFCJ jackets 

containing SFs increased the yield load of beams with 

strength classes C15, C20, and C25 and a span of 1.4 m 

by 2.9, 2.9, and 2.8 times, respectively. The SPFCJ 

increased the yield load of beams with strength classes 

C15, C20, and C25 and with a span of 2.8 meters by 1.5, 

1.5, and 4 times, respectively . 

The effectiveness of reinforced concrete jacket 

methods containing SFs and CFRP sheets had less effect 

on improving the yield load of beams compared to the 

proposed method. The use of concrete jackets containing 

SFs increased the yield load of beams with resistance 

classes C15, C20, and C25 and with a span of 1.4 meters 

by 2, 1.9, and 1.8 times, respectively. The RC jackets 

 

 

 
Figure 27. Comparison of the energy absorption capacity 

increase compared to non-strengthened beams (control) to 

investigate the effect of change along the span 

 
Figure 28. Load values corresponding to the first crack in the 

beams and their increase ratios compared to the control samples 

 

 

containing SFs increased the yield load of beams with 

resistance classes C15, C20, and C25 and with a span of 

2.8 meters by 2.4, 2.6, and 2.4 times, respectively. 

 

7. 4. Comparison of Bearing Capacity of Beams 
(Maximum Load)          The maximum load that the 

beam can withstand is called the bearing capacity or 

maximum load. The load capacity of beams with a span 

length of 1.4 m, which strengthened using SPFCJ, in 

which concrete with grades C15, C20, and C25 have been 

used, increased by 2.4, 2, and 2 times, respectively. 

Bearing capacity of beams with a span length of 2.8 m, 

which have been strengthened using SPFCJ in which 

concrete with grades C15, C20, and C25 have been used, 

increased by 4, 4.4, and 4 times, respectively (Figure 30). 

From these values, it can be concluded that the proposed 

method has a good performance for the three strength 

classes. Also, the effectiveness of SPFCJ is more 

effective in beams with longer span lengths. 

RC jackets containing SFs increased the maximum 

load of beams with strength classes C15, C20, and C25 

and with a span of 1.4 meters by 1.8, 1.6, and 1.7 times, 

 

 

 
Figure 29. The yield values of the beams and their increase 

ratios in comparison with the control samples 
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Figure 30. Maximum beam load values and their increase ratios 

compared to control specimens  

 

 

respectively. RC jackets containing SFs caused the 

maximum load of beams with strength class C15, C20, 

and C25 and with a span of 2.8 meters to increase by 2, 

1.2, and 1.2 times, respectively. The use of CFRP sheets 

increased the maximum load of beams with strength 

classes C15, C20, and C25 and with a span of 1.4 meters 

by 1.8, 1.6, and 1.5 times, respectively. The use of CFRP 

sheets increased the maximum load of beams with 

strength classes C15, C20, and C25 and with a span of 

2.8 meters by 2.1, 2.1, and 2.4 times, respectively. 

 

7. 5. Ductility          Figure 31 compares the ductility 

coefficient of the studied beams. SPFCJ has increased the 

ductility of the specimens. SPFCJ makes the beams to 

withstand larger forces with more ductility. These jackets 

perform better than concrete fibers strengthened with SFs 

and CFRP sheets. The ductility of strengthened beams 

with SPFCJ increases by 22 to 96%, depending on the 

category of concrete used and span length. 

 

7. 6. Investigation of the Effect of Change in the 
Thickness of the Proposed Concrete Jackets              

The thickness of the proposed jackets containing SFs is 

one of the parameters whose amount can affect the 

response of the beam. This section examines this 

parameter. The C25-L1.4-CJ beam performed better than  

 

 

 
Figure 31. Comparison of ductility coefficients of beams in 

different states 

other modes of energy absorption capacity, bearing 

capacity, crack and yield loads and ductility. The 

thickness of the cover of this beam was 40 mm. The 

mentioned beam was simulated again with two different 

jacket thicknesses (60 and 80 mm), and the results of its 

analysis were presented in Figures 32 and 33 . 

In the beam that was strengthened using the C25-

L1.4-CJ-t60 jacket, the crack, yield, and maximum beam 

loads were 46, 196, and 228 kN, respectively. Also, the 

corresponding displacements with crack and yield loads 

were equal to 0.3 and 6.47 mm, respectively. The 

ultimate displacement of this beam was 32 mm. 

According to Figure 33 in the beam that was 

strengthened using the C25-L1.4-CJ-t80 jacket, the crack 

loads, yield, and maximum loads were 32, 147, and 190 

kN, respectively. Also, the corresponding displacements 

to crack and yield loads were equal to 0.49 and 5.8 mm, 

respectively. 

Figure 34 and Table 13 compare the load-deflection 

curves of strengthened beams with SPFCJ to investigate 

changes in the thickness of the jacket. Among the three 

thicknesses considered for jackets, 60 mm thick has the 

best performance in terms of energy absorption capacity 

compared to the other two thicknesses. Energy 

absorption capacity corresponding to the C25-L1.4-CJ-

t60 mode is approximately two times that of the C25-

L1.4-CJ-t40 mode and 18% higher than the C25-L1.4-

CJ-t80 mode. In terms of load-bearing capacity or 

maximum load-bearing capacity, jackets with a thickness 

of 60 mm had a relatively better performance; So that the 

bearing capacity of the strengthened beam with 60 mm 

composite jacket has been increased by 79 and 20% more 

than the values corresponding to 40 and 80 mm jackets. 

 

 

 
(a) 

 
(b) 

Figure 32. Results of analysis of C25-L1.4-CJ beam with 60 

mm jacket thickness a: Crack distribution and deformable shape 

b: Load-deflection curve 
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(a) 

 
(b) 

Figure 33. Results of C25-L1.4-CJ beam analysis with 80 mm 

jacket thickness (a) Crack distribution and modified shape (b) 

load-displacement curve 

 
Figure 34. Comparison of load-deflection curves of 

strengthened beams with SPFCJ to investigate changes in jacket 

thickness 

 

 
TABLE 13. Comparison of strengthened beams to investigate the effect of change in the thickness of the proposed composite jacket 

Energy 

absorption (J) Ductility 
Deflection (mm) Load (kN) 

Name 
Max. Yield Crack Max. Yield Crack 

3041 3.26 32.6 10 2.9 127 110 11.1 C25-L1.4-CJ-t40 

6597 4.94 32 6.47 0.3 228 196 46 C25-L1.4-CJ-t60 

5585 5.84 33.9 5.8 0.49 190 147 32 C25-L1.4-CJ-t80 
 

 

It can be said that the jacket thickness parameter has a 

significant role in the response of strengthened beams 

with the proposed composite jackets, and depending on 

the dimensions and geometric characteristics of the 

beam, a suitable thickness should be considered for the 

jacket.  

 

 

8. CONCLUSIONS 
 

In this study, the strengthening of RC beams using 

SPFCJ jackets was investigated. For this purpose, the 

effect of parameters such as compressive strength of the 

main concrete beam jacket thickness and span length 

using FEA, was evaluated. The accuracy of the FEA 

method was evaluated by modeling a number of 

laboratory beams prepared by Shadmand et al. [20], and 

it was shown that the method used can provide an 

accurate prediction of the beam response. This section 

summarizes some of the most important results: 

- The ductility of strengthened beams with SPFCJ 

jackets containing SFs has increased from 26 to 52%, 

depending on the amount of fibers compared to the 

control sample. As the concrete jacket contains fibers, 

the beams can withstand more forces with more 

ductility.  

- Strength classes C20 and C25 are classes that are used 

in many common construction projects, and class C15 

is a class that represents the resistance of a weak 

beam. In all three reinforcement methods used, the 

change in the concrete category of the main beam did 

not significantly change the performance of the 

proposed method.  

- The proposed method has been more effective in 

longer beams. The SPFCJ in beams with a span length 

of 2.8 meters has increased the energy absorption 

capacity depending on the strength class of the main 

beam from 9 to 11 times. In beams with a span length 

of 1.4 m, the proposed composite jackets have 

increased the energy absorption capacity by about 5 

to 6 times. 

- SPFCJ in all cases has increased the crack resistance 

of the beams; So that the crack load of the reinforced 

beams with the proposed jackets has increased 2.2 to 

2.5 times depending on the resistance class of the 

main beam and the span length. The CFRP method 

had less effect on increasing the crack load than the 

other two methods. Using this method, the load on the 

beams increased by only about 10 to 20% . 

- The bearing capacity of beams with a span length of 

2.8 m, which have been strengthened using SPFCJ 

with grades C15, C20, and C25, increased 4, 4.4, and 
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4 times, respectively. From these values, it can be 

concluded that the proposed method has a good 

performance for the three strength. Also, the 

effectiveness of SPFCJ is more effective in beams 

with longer span lengths . 

The strengthened beams with SPFCJ can depend on 

several factors. Therefore, to develop the present study, 

the following suggestions are presented: 

- Investigating the effect of changing the percentage of 

steel reinforcement used in the main beams on the 

present study results. 

- Investigating the use of other fibers such as basalt and 

polypropylene in RC jackets to strengthen concrete 

beams. 

- Combined use of nanoparticles and types of fibers 

such as basalt, glass, and polypropylene in RC jackets 

to strengthen these beams. 

- Investigation of strengthening of RC beams with 

composite jackets strengthened with SFs against 

cyclic loading. 
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Persian Abstract 

 چکیده 
بتنی مسلح به الیاف فولادی با استفاده از تحلیل اجزاء محدود ارزیابی شده است.   – های کامپوزیتی فولادی در مطالعه حاضر رفتار تیرهای بتنی مسلح مقاوم سازی شده با ژاکت 

اجزاء   لیدر تحل ریمتغ  یپارامترها همچنین صحت روش تحلیل با مدلسازی تعدادی تیر بتن مسلح که در آزمایشگاه ساخته شد، ارزیابی گردید و تطابق مناسبی مشاهده گردید.

  ی مسلح، روکش بتن  ی متر(، نوع روکش )روکش بتن 2.8و  1.4) رها ی(، طول دهانه تمگاپاسکال 25و  20، 15)  یاصل ر یبتن مورد استفاده در ت ی ومتشامل رده مقا ب یمحدود به ترت

مقاومت   نکهیا  لی. دلباشندی ( ممتریلیم  80و    60،  40( و ضخامت روکش )CFRPورق    ،یفولاد   افیال  یحاو  بتنی  –  یفولاد  تی روکش کامپوز  ،یفولاد  افیال  یمسلح حاو

بتن مورد نظر مطابق با اهداف طراح )مقاومت    یبتن مسلح، مقاومت فشار  یهااز ساختمان  ی اریدر نظر گرفته شده است آن است که در بس  ریبه عنوان متغ   یاصل  ر یت  یفشار

های بتنی مسلح به الیاف فولادی به تیرها تحلیل اجزاء محدود نشان داد که افزودن روکش. نتایج  دارد  یو تفاوت قابل توجه  باشد ی( نمیمشخصه بتن در هنگام طراح  یفشار

برابر افزایش دهد. از بین سه ضخامت در نظر گرفته شده برای   2.25و  2.07،  1.88باشد و توانسته ظرفیت جذب انرژی را به ترتیب  برای هر سه رده بتن مصرفی موثر می

میلیمتری    60میلیمتر عملکرد نسبتاً بهتری داشتند؛ بطوریکه ظرفیت باربری تیر مقاوم سازی شده با روکش کامپوزیتی    60های با ضخامت  بری روکشها، از جنبه ظرفیت بارروکش

با روکش   20و    79به مقدار   متناظر  از مقادیر  بیشتر  پاسخ    80و    40های  درصد  بر  پارامتر ضخامت روکش نقش قابل توجهی  با  میلیمتری شده است.  تیرهای مقاوم سازی 

تواند بایست، ضخامت مناسبی را برای روکش در نظر گرفت و افزایش ضخامت همواره نمیهای کامپوزیتی پیشنهادی دارد و بسته به ابعاد و مشحصات هندسی تیر میروکش

     منجر به بهبود پاسخ تیر شود.
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A B S T R A C T  
 

 

Industry 4.0 focuses on the deployment of artificial intelligence in various fields for automation of 
variety of industrial applications like aerospace, defence, material manufacturing, etc. Application of 

these principles to active thermography, facilitates automatic defect detection without human 

intervention and helps in automation in assessing the integrity and product quality. This paper employs 
artificial neural network (ANN) based classification post-processing modality for exploring subsurface 

anomalies with improved resolution and enhanced detectability. A modified bi-phase seven-bit barker 

coded thermal wave imaging is used to simulate the specimens. Experimentation has been carried over 
carbon fiber reinforced plastic (CFRP) and glass fiber reinforced plastic (GFRP) specimens using 

artificially made flat bottom holes of various sizes and depths. A phase based theoretical model also 

developed for quantitative assessment of depth of the anomaly and experimentally cross verified with a 
maximum depth error of 3%. Additionally, subsurface anomalies are compared based on probability of 

detection (POD) and signal to noise ratio (SNR). ANN provides better visualization of defects with 

96% probability of detection even for small aspect ratio in contrast to conventional post processing 
modalities.  

doi: 10.5829/ije.2022.35.01a.08 
 

 
1. INTRODUCTION1 
 

There is a growing demand for applications in load-

bearing structures such as transportation instruments, 

aerospace equipment, wind turbines, and medical 

devices. Therefore, to minimize the essential security 

concerns and maintenance cost, a robust and consistent 

non-destructive testing (NDT) is necessary for testing of 

composite materials [1]. In general, NDT consists of 

various non-invasive inspection techniques [2-3] to 

assess the material properties and structural 

characteristics of the components, or entire processing 

units. The demand for material defect detection 

increases various challenges in NDT [4-6]. Compared to 

traditional NDT methods, infrared thermography is a 

new NDT technology that has evolved rapidly in the 

recent years. 

Active infrared thermography grabs the attention as 
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a reason of fast, complete field, non-invasive and non-

contact defect detection characteristics. Several 

categories of active infrared thermography, based on the 

input stimulus are pulse thermography (PT), pulse 

phased thermography (PPT), lock-in thermography 

(LT), and Non-Stationary Thermal Wave Imaging 

(NSTWI). Pulse thermography uses an external heat 

stimulus of high power for a small duration to energize 

the test specimen [7]. The requirement in extreme 

power and effects associated to non-uniform are 

significant limitations for the case of pulse 

thermography. Subsequently, to surmount constraints of 

pulse thermography with a continuous sinusoidal input 

stimulus of low power, the lock-in thermography is 

introduced. In pulse phased thermography phase based 

analysis is performed to explore the subsurface details. 

The investigation is similar to pulse thermography, in 

pulse phased thermography a phase-based analysis is 

performed as like lock-in thermography [8-9]. Since the 

sinusoidal stimulus consists of mono frequency, it can 

probe into a particular depth only. However, in realistic 
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scenario anomalies may occur at different locations. To 

test the realistic scenarios, it is required to perform 

repetitive experiments with altered frequencies which is 

a major constraint for its applicability [10].  Moreover, 

the requirement of high power is the major drawback of 

pulse phased thermography [11]. 

However, to examine an object in single 

experimentation for a small duration of time, non-

stationary thermal wave imaging is used [12]. Linear 

frequency modulated thermography uses frequency 

modulated chirp stimulus of low power through lower 

frequency band towards the test of entire sample during 

a particular investigation. Since the low frequency 

probes deep into the object, it explores the subsurface 

characteristics [13]. Later, quadratic frequency 

modulated thermography uses quadratic chirp. The 

quadratic chirp signal probes more deeply into the 

object than its linear counterpart, and it gives the 

visualization, in-depth details with better contrast [14].  

In recent years, an evolving non-stationary thermal 

wave imaging system with its unique depth resolution 

and defect detection characteristics is Barker coded 

thermal wave imaging (BCTWI). The present work uses 

BCTWI followed by artificial neural network (ANN) 

based on post-processing technique to explore the 

subsurface details. Employing various signal processing 

algorithms, the processing of recorded thermal response 

is handled to obtain the qualitative and quantitative 

subsurface details. The obtained results are compared 

with the metrics via full width at half maxima (FWHM), 

probability of detection (POD), and signal to noise ratio 

(SNR).  

Barker coded thermal wave imaging system is 

implemented in this work to facilitate high depth 

resolution and sensitivity, by suppressing the limited 

resolution and by increasing the depth probing 

capabilities. It was found that detection performance 

and depth resolution can be enhanced by decrease in the 

size of side lobes than main lobe due to concentration of 

greater energy. This can be achieved through the system 

of barker coded thermal wave imaging. In brief, for 

detecting the defects and estimating its relative sizes, 

the neural network basis classification framework was 

implemented. Furthermore, by the way of backscatter 

signals from the concept of BCTWI the quantitative 

depth estimation has been carried out. ANN based 

analysis is ensured to have experimentally enhanced 

reliability, defect detection of artificially created bottom 

holes in the materials of GFRP and CFRP, quantitative 

estimation of depths using BCTWI.  

Organization of manuscript is as follows: section I 

introduces thermography with the necessity for barker 

coded thermal wave imaging and section 2 provides 

theory of barker coded thermal wave imaging technique 

followed by experimentation and processing techniques 

in section 3. Later, section 4 discusses a brief note about 

the results. 

 

 

2. CONCEPT OF THERMAL BARKER CODED 
THERMAL WAVES 
 
A model associated with thermal wave propagation 

based on heat equations involves the backscatter of the 

waves for evaluating the subsurface anomalies and 

validation as well. In BCTWI a code-based stimulus is 

emitted near to test object surface that relatively 

provokes thermal waves close to the surface 

propagating into the interiors of the object [15, 16]. 

Resulting thermal waves that are propagated signifies 

towards the back as of the boundary leading to 

temperature rise above object surface. Also, the 

response of temperature is quantified in resolving a 1D 

heat equation assuming coordinate system to be 

rectangular and is shown in Equation (1).  

 (1) 

Here diffusion coefficient is symbolized as ‘α’, T (x, t) 

denotes instant temperature at a given time instance ‘t’ 

with equivalent value of depth as ‘x’, coded flux having 

peak power is signified as Q0. With the consideration of 

delayed step responses in combination, the excited 

stimulation is given as in Equation (2).  

 
(2) 

where ni=0,1,2,3 and ai =0,3,5,6                                        

Under the adiabatic boundary condition, the equation 

for heat diffusion is solved, i.e., exchange of heat flux 

by backward portion stands at insignificant rate, as 

followed in Equation (3). 

 (3) 

The test object surface is stimulated using BCTWI. 

Over the surface sample, the obtained incident energy 

will be attenuated in a thin layer, further a related heat 

flux is produced on the sample upper surface as in 

Equation (4). 

 (4) 

where ‘k’ indicates thermal conductivity of material, 

presumed not a dependable quantity of temperature and 

finite thickness of the sample is denoted with ‘L’. By 
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solving Equation (1) with the above conditions, the 

specimen’s thermal response is obtained in the 

Laplacian domain is shown by Equation (5). 

 (5) 

The corresponding radiation of the received thermal 

response with the help of an IR sensor with a sampling 

rate of ‘fs’ is captured.  Further, it can be determined by 

using the following equations. 

 

 
where ‘µr’ is infrared absorption coefficient and 

 

 

(6) 

Put  and extract the phase component in 

Equation (6), 

 
(7) 

 

From Equation (7), the extracted phase proportionally 

changes with respect to depth associated with defect, 

which is further applied to estimate the depth of defects. 

 

 

3. EXPERIMENTATION AND PROCESSING 
 

The active thermal wave imaging scheme illustration is 

depicted through Figure 1. In present experimental 

setup, the sample is kept opposite to a pair of halogen 

lights, which are of 1KW power each. The sample is 

stimulated by an optical stimulus with a sweep 

frequency rate of 0.01-0.1Hz for duration of 100 s with 

25Hz frame rate. However, Infrared (IR) camera is 

positioned at one meter opposite to test sample, to 

record the reflected thermal response. The halogen 

lamps were placed to facilitate a uniform illumination. 

The 7-bit barker-coded optical stimulus is enacted 

uniformly on the surface of test sample, then its 

corresponding temperature contrast over the test sample 

will be captured by IR camera [15]. Initially, the 

captured thermal response is processed by using a 

suitable linear fitting procedure to remove the static 

response and to retain the dynamic part of the response. 

The dynamic part of captured thermal response will 

undergo further post processing using suitable signal 

processing techniques and ANN based algorithm to 

analyze the subsurface features.  

 

3. 1. Pre-processing       To minimize the non-

uniformity in the emission, the radiation issues and to 

visualize the subsurface anomalies accurately, signal 

processing algorithms are employed over the dynamic 

part of the recorded response. With the help of 

appropriate linear fitting technique on the recorded 

infrared data, the dynamic part is retained by eradicating 

of static part from the response. 
 

3. 2. Post-processing 

3. 2. 1. FFT Phase         For separation of frequency, the 

FFT phase employs a fast Fourier transform (FFT). In 

the current investigation, over the thermal profile at 

each pixel value the FFT is employed [17]. At each 

frequency component the phase values are determined, 

thereby assigning corresponding phase values of 

frequency components to the respective pixel positions 

in a systematic manner for developing the phase grams. 

Moreover, the phase image constructed exhibits contrast 

phase because of the phase delay associated from 

anomalies of thermal waves at various depths [18]. 

Accordingly, the frequency consistent to the phase 

image demonstrating the determination of defects as 

stated in Equation (8). 

 (8) 

where Fs is rate of capture or sampling frequency, n is 

 

 

 
Figure 1. Pictorial Representation of the active thermal 

wave imaging scheme 
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quantity of the phase image, and N is quantity of the 

samples in thermal profile. 

 

3. 2. 2. Hilbert Phase           In this method a time 

domain phase is used to discriminate the defective 

locations from its counter parts. In the first stage, 

Hilbert transform based pulse compression is performed 

by using Equation (9). In the next stage, the ordinary 

pulse compression value is determined using Equation 

(10). Further, the time-domain phase of a particular 

pixel is obtained by using Equation (11) [19]. 

 (9) 

Furthermore, in the next phase procedure, the normal 

cross-correlation can be performed among the thermal 

profile as reference and temporal for individual pixels as 

shown in Equation (10). 

 (10) 

Finally, the time domain phase will be obtained using 

 
(11) 

by re-arranging the outcome phase values into 

corresponding positions, the time-domain phase images 

are obtained. 

 

3. 2. 3. Pulse Compression             As per the 

methodology, the attenuation and delay possessed 

through correlated thermal waves are used to 

discriminate the defective locations from its 

counterparts [20]. Initially during the period of stage 1, 

a thermal profile as a reference point is carefully chosen 

as of the exact location of the region that is non-

defective. Later, with the help of reference point the 

interrelationship for the two points said to be the cross-

correlation is conducted, which results a correlation 

coefficient sequence between 0 to 1 using Equation 

(12). These obtained normalized correlation coefficients 

are rearranged into their corresponding pixel locations 

to form correlation images for that delayed instant. The 

correlation contrast in constructed images is helpful to 

visualize the defects. This coefficient contrast obtained 

can be utilized for subsurface feature extraction [21]. 

 
(12) 

Figure 2 shows the block diagram representation of 

various signal processing methods [21]. Figures 2a and 

2b show the processing approaches steps for obtaining 

the frequency domain-based results whereas Figure 2c 

shows the processing steps to obtain time-domain phase 

results. 

 
Figure 2. Block diagram representation of various singnal 

processing approaches 

 
 
3. 2. 4. Artificial Neural Network                   Based on 

the research undertaken in the area of Inverse Heat 

Transfer Problem (IHTP), this study aims for 

quantitative and qualitative detection of defects through 

ANN based model, which is further validated 

experimentally [22]. 
The Artificial Neural Networks (ANN) have been 

widely used to classify the information regarding 

subsurface characteristics qualitatively and 

quantitatively. This contribution focuses on qualitatively 

assessing the subsurface anomalies using classification-

based modality using ANN and quantitatively 

visualizing the depth of anomalies using phase-based 

depth assessment using BCTWI. Generally, ANNs 

comprise of units that are interconnected which are 

termed as artificial neurons as depicted in Figure 3. 

Input layer (Input) is considered as temporal thermal 

profile information and associated parameters (neurons) 

offer over the output (output layer), correspondingly the 

other neurons from the view are hidden (hidden layers). 

Based on the interconnection between neurons, the 

network membership function is determined, in which 

the connections are not simple, merely particular non-

linear functions [23-25]. The network utilizes multilayer 

perceptron NN using 250 input nodes. The network 

employs successive hidden layers which has nodes 

about 50 and 25, respectively. These nodes were used 

for training and analysis partitioning as two targets 

carrying single output node which is signified as 

targeted areas of defective and non-defective regions. 

For detection and quantification assessment, a tan- 

sigmoid activation function is utilized in combination 

with the back propagation neural network (BPNN). 

Through the classification based supervised learning, 

the detection and quantification of irregularity 

characteristics including depth and location is conducted 

in the range of two successive actions. The temporal 
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sequence of the thermograms is first recorded, later 

training vectors are formed correspondingly to the data 

acquisition. In a sequence, input count is equivalent to 

the thermogram count using which training vectors are 

formed. After the adjustment of weights through back 

propagation, the outputs offered are defected and non-

defected region. 

 
3. 2. 4. 1. Clasiification Mode for Anomaly 
Detection           To model and detect the features of 

subsurface of inverse thermography problem, the 

classification employs the phases of training and testing 

phase. The temporal thermal response of defect spots 

resembles the unique characteristics of subsurface 

anomalies in the terms of delay and attenuation, but 

non-defective points retain similar properties that 

employs in classifying defect points for particular 

methodology. In the phase of training, the removal of 

mean thermal profile at some defect-free spots (100 

intended for the case) were down sampled further 

utilized for network training. In which the network has 

achieved 100 times targeting "0" over such period of 

150 s with the system configuration of Intel 7 processor 

with specifications of 16 GB RAM, 512 GB SSD. 
For recognition, the data provided during the test 

phase should be classified into defective and non-

defective points. Each down converted pixel in the case 

of temporal thermal can be given as input i.e., input 

layer, then propagates additional to the hidden layer 

besides eventually stretched to the output layer, which 

produces whichever a defective or a non-defective class. 

It uses a backpropagation algorithm to set weights and 

generate binary values based on the state of the output. 

The Backpropagation (BP) algorithm uses the method 

of gradient descent to seek the minimum of the error 

function by optimal weight nodes [17]. Consider a 

Neural Network (NN) with k inputs and l outputs, in 

which, 𝑤𝑖𝑗 is the weight associated with the 

interconnection between the   node of one layer and the 

node of the next layer. Besides, are denoted by the input 

and target of the dataset respectively; is the outputs of 

neural networks with the inputs. The minimized error 

function of the network is described as Equation (13). 

2
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The BPNN aims to look for a local point that represents 

a minimum of the error function. The initial weights are 

selected stochastically by the BP algorithm. In the next 

stage, to correct initial weight, using an iterative process 

of gradient descent, the error function computes 

repeatedly [23] using Equation (14). 
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Each weight is updated with the following Equation 

(15). 
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The weight’s updating of BPNN can be obtained by 

using Equation (16). 
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where, 𝛾 is the constant or learning rate of NN, and 𝜉(𝑡) 
is a stochastic term. Defective areas can be 

characterized with "1" and non-defective areas can be 

characterized by "0". Consequently, with the detection 

outcome, all pixels exist under thermogram can be 

further categorized as non-defective or defective areas 

of the test sample [22-23]. 

 

3. 2. 4. 2. Estimation of Depth           In order to 

estimate and visualize the depths quantitatively, Fast 

Fourier transform is applied over each and every 

thermal profile pertaining to each pixel location in view 

and corresponding phase images were developed. Chirp 

z transform is applied over selected range of frequencies 

[26] about the frequency corresponding to the best 

phase image possessing all the subsurface details. 

Further, this phase value is converted to the 

corresponding depth value using Equation (7) and phase 

value of each pixel in view is represented with this 

corresponding value quantitatively in Figure 10; thus, 

the subsurface features will be represented in terms of 

their corresponding depths for ease of further analysis. 
 

 

 
Figure 3. Block diagram of neural network used for 

classification of defects 
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4. RESULTS AND DISCUSSIONS 
 

With the two samples of Glass fiber reinforced plastic 

(GFRP) and Carbon fiber reinforced plastic (CFRP), the 

experimentation has been undertaken to assess the 

proposed approach. The GFRP sample consists of 10 

Teflon patches with different size variations at two 

different depth value. Whereas the CFRP sample 

comprises of 12 artificially made flat bottom holes with 

size variations at variety of depth rates as depicted in 

Figure 4.  

By means of 7-bit barker coded optical stimulus, the 

sample to be tested has been energized for a time period 

of 100s.  The pair of halogen lamps, which are of 1 kW 

power each one is focused on the test sample. With the 

help of camera that is maintained at 1m distance to the 

test sample holding specifics of FLIR SC 655A IR with 

spectral range of 7.5-14µm and 25 fps, the temporal 

thermal response has been captured from the surface 

region of test sample. Figure 5 depicts the set up for 

experimentation for active infrared thermography. 

 

 

 
Figure 4. Experimental a. GFRP and b. CFRP specimen & 

Layout of c. GFRP and d. CFRP specimen 

 

 

 
Figure 5. Active infrared tehrmography experimental setup 

To obtain subsurface features using a suitable post-

processing method, the mean from thermal profiles is 

removed to extract the dynamic response of each pixel. 

In comparison with conventional methods for 

processing such as PC, FFT phase, Hilbert phase and 

ANN based method is also implemented against 

detrended (detached mean) contour profile for 

extracting the details of subsurface. Figure 6 represents 

the processed results to visualize the subsurface details 

by using different post processing methods and 

proposed ANN method for experimental specimen of 

GFRP. Figure 7 illustrates the subsurface details of 

CFRP sample by means of different post processing 

methods and proposed ANN methodology.  

Figures 6d and 7d show the artificial neural 

network-based classification modality exhibits all the 

defects with good contrast and better visualization. 

Among several processing approaches, the artificial 

neural network offers superior detectability with good 

contrast. 

Eventually, the detectability of several processing 

methods can be measured by the help of signal to noise 

ratios (SNR). The calculation of SNR of individual 

pixel is done by means Equation (17) for which the 

mean of the defective and non-defective area along with 

standard deviation of the non-defective region are 

 

 

 
Figure 6. Outputs of a. FFT Phase b. Hilbert phase c. Pulse 

compression d. Aritificial neural networks for GFRP sample 

 

 

 
Figure 7. Outputs of a. FFT Phase b. Hilbert phase c. Pulse 

compression d. Aritificial neural networks for GFRP sample 
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calculated [27]. The SNR’s of CFRP and GFRP samples 

for various processing methods and proposed ANN 

method is represented in Figures 8 and 9, respectively. 

It is clear from the Figures 8 and 9; the artificial neural 

network-based methodology provides us better results 

compared to that of other processing methodologies. 

 
(17) 

 

4. 1. Analysis for Quantitative Depth             FFT is 

applied over thermal profile and corresponding phase 

images were generated among them phase gram at 

0.01hz is presenting all the subsurface details hence, the 

frequency band 0.005-0.015hz is zoomed with 8192 

samples and observing corresponding phase values the 

phase gram at 0.01056hz is presented the defects very 

clearly. Hence corresponding phase values of the 

defects were taken for quantification leading to the 

depth estimation as shown in Figure10 of CFRP. 
  

4. 2. Defect Sizing         The full width at half maxima 

(FWHM) method has utilized for calculation of defect 

sizing [27]. The sizing of defects at different depths of 

the GFRP sample for different processing methods has 

been computed, and the obtained values are shown in 

Table 1. The size estimated from the artificial neural 

network nearly resembles that of the actual defect size. 
 

 

 
Figure 8. SNR for processed results of GFRP data 

 

 

 
Figure 9. SNR for processed results of CFRP data 

4. 3. Probability of Detection (POD)        As per the 

industrial requirements processing method mush 

possess the high reliability in terms of defect detection 

even for small aspect ratios, reliability of the proposed 

modality is evaluated through POD [27-28]. 
Figure 11 depicts about the estimate of POD as well 

as aspect ratio of a variety of post-processing techniques 

such as artificial neural networks (ANN), pulse 

compression (PC), Hilbert phase (HP), and phase 

analysis (FFT). From the above figure, the ANN has the 

highest Probability of detection even for small aspect 

ratios as compared to the other post-processing 

methodologies. 
 

 

TABLE 1. Comparison of processed data for full width half 

maxima 

Sample Defect 
Actual 

Size (mm) 

FFT 

Phase 
HP PC ANN 

GFRP 

a 15 14.11 14.22 14.32 15.12 

b 10 9.21 9.13 9.7 10.12 

c 7 6.12 7.62 6.48 7.01 

d 5 4.63 4.31 4.82 5.11 

e 3 2.68 2.64 2.83 3.03 

 
 

 
Figure 10. Defects involved for CFRP samples in respective 

to depth verses phase constrast 

 

 

 
Figure 11. Curve of POD for various post-processing methods 

mean of defective area-mean of non defective area
SNR(dB)=

standard deviation of non defective area
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5. CONCLUSION 
 

To detect and differentiate subsurface anomalies in the 

experimentation of GFRP and CFRP specimens, the 

artificial neural network-based classification technique 

is employed using BCTWI. By exerting the 

experimental validation, the capability of the proposed 

ANN-based approach has been demonstrated. A phase 

based theoretical model was developed with a 

maximum depth error of 3%. The obtained results 

evident for the estimation of sizing by applying full 

width at half maxima with an average error percentage 

of 4.2 including the reliability at the combined analysis 

of POD based assessment. SNR is also considered to 

further validate the potentiality of detecting the defects. 

Based on the above validation parameters the analysis 

dependent on ANN technique holds by experimentation 

is achieved with enhanced reliability, detection of depth 

and evaluation of the subsurface anomalies 

quantitatively by employing BCTWI. 
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Persian Abstract 

 چکیده 
برای اتوماسیون انواع کاربردهای صنعتی مانند هوافضا ، دفاع ، تولید مواد و غیره تمرکز دارد. کاربرد این اصول در بر استقرار هوش مصنوعی در زمینه های مختلف    4.0صنعت  

این مقاله از روش طبقه ترموگرافی فعال ، تشخیص خودکار نقص را بدون دخالت انسان تسهیل می کند و در ارزیابی. یکپارچگی و کیفیت اتوماسیون کمک می کند محصول  

برای بررسی ناهنجاری های زیر سطحی با وضوح بهتر و قابلیت تشخیص بیشتر استفاده می کند. برای شبیه سازی نمونه ها از یک   ANN)ندی مبتنی بر شبکه عصبی مصنوعی )ب

و پلاستیک تقویت   (CFRP)یت شده با الیاف کربن  تصویربرداری موج حرارتی هفت مرحله ای اصلاح شده با پارکر استفاده می شود. آزمایش بر روی نمونه های پلاستیکی تقو

عمق   با استفاده از سوراخ های ته صاف مصنوعی در اندازه ها و اعماق مختلف انجام شده است. یک مدل نظری مبتنی بر فاز نیز برای ارزیابی کمی (GFRP)شده با الیاف شیشه 

و   (POD)تأیید شده است. علاوه بر این ، ناهنجاری های زیر سطحی بر اساس احتمال تشخیص    cross  3ناهنجاری توسعه یافته و به صورت تجربی با حداکثر خطای عمق  

احتمال تشخیص حتی در نسبت ابعاد کوچک در مقایسه با روشهای معمول پردازش   ٪96تجسم بهتری از نقایص با    ANNمقایسه می شوند.    SNR)نسبت سیگنال به نویز )

 پست فراهم می کند.
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A B S T R A C T  
 

 

The beam-column connection plays an important role in the building structure, especially when the load 
is cyclic. The main problem that must be solved is the beam and column connection panels. The purpose 

of this study was to analyze the characteristics of the hysteresis loop of the displacement load relationship 

with the control displacement of the precast beam-column connection due to cyclic loading. The research 
method used is the experimental method with a measurable object design test and a special testing 

method. The results of this study indicate that normal concrete has a compressive strength of 26.43 MPa, 

while grouted concrete has a compressive strength of 36.97 MPa. The findings of this study also show 
that the bond stress grouted concrete increases by 102.4% from normal concrete for D13 diameter screw 

reinforcement, while for D16 diameter, the adhesive stress increases by 51.63%. The findings of this 

study also show that in the ultimate condition, the load obtained in the tensile load is 13.58 kN with a 
displacement of 87.58 mm, while the compressive load is 12.62 kN with a displacement of 88.30 mm. 

This study concludes that the behavior of precast beam-column joints with dowels is stronger in resisting 

cyclic loads.  

doi: 10.5829/ije.2022.35.01a.09 
 

 

NOMENCLATURE 
BR  v  U Horizontal components of velocity (m/s) 

cC  Cunningham correction factor V Vertical components of velocity (m/s) 

k
c

 
Discrete lattice velocity in direction (k) Ui, Uj Random numbers between 0 and 1 

sc
 

Speed of sound in Lattice scale Greek Symbols 

pd  Particle diameter (µm)   Density (kg/m3) 

f
eq

k  
Equilibrium distribution function   Lattice relaxation time 

g  Gravity (m/s2) 
2( )

18

p p

c
p

c d



=

 
Particle relaxation time (s) 

∅𝑦 =𝛥𝑦  Displacement at melting L (test object height) t  Lattice time step 

∅𝑢 =𝛥𝑢 Ultimate current shift L (test object height)   Kinematic viscosity (m2/s) 

Pu Beban ultimate   Gas mean free path (µm)
 

Py Tegangan leleh baja Subscripts  

∅𝑦 Perpindahan t p  Particle 

/p gS  =  Particle Specific density g  Gas 

 
1. INTRODUCTION1 
 
Structural design is very important to pay attention to the 

column beam connection elements as the main point to 

withstand cyclic loads. Cyclic loads can be caused by 

earthquakes. The part of the building structure that is 

 

*Corresponding Author Email: tumengkolherman@yahoo.co.id (H. A. 

Tumengkol) 

susceptible to cyclic loading is at the connection of the 

beam and column panels [1]. This is due to the specific 

nature of the radiated energy and the occurrence of very 

large shear forces, especially at the beam-column 

connection. These shear forces can frustrate the joint 

panel core either because the shear capacity is exceeded 
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or because the reinforcement bonds in the joint are 

damaged. 

The beam-column connection is a vital component in 

a building structure. This section is very important 

because it has a major role in transferring the forces in 

one element to other elements in the structure [2-3]. Due 

to the influence of lateral forces such as cyclic loads, 

these beam-column joints experience greater shear and 

horizontal forces than adjacent beam and column 

elements  [4-6]. The flow of force through the beam-

column joint can be disrupted if this connection is not 

able to provide adequate shear strength. If the shear 

capacity at this interface is insufficient, cracks can occur, 

and eventually, structural failure occurs.  

The connection of precast concrete beam-columns is 

one solution to anticipate the failure of the building 

structure. Precast concrete is a component or structural 

element that is not cast at the place where the element is 

installed, but is cast in a place where the casting process 

and maintenance are carried out properly according to 

existing methods  [7-8]. Precast concrete has many 

advantages compared to conventional concrete, including 

being able to speed up project execution time  [5]. The 

many advantages of precast concrete make its use 

increased in recent years. 

Hysteresis characteristics of load-displacement 

relationship loop with control displacement of precast 

beam-column joints due to cyclic loading  [9-11]. The 

problem that arises is the difficulty of mapping the load-

displacement characteristics of the beam of building 

precast column beams due to cyclic loading  [12-14]. 

Precast beam-column joints, which are specific to the 

area of connection of precast parts. The construction will 

then be given a cyclic loading. The purpose of this study 

was to analyze the hysteresis characteristics of the load-

displacement relationship with the controlled 

displacement of the precast beam-column connection due 

to cyclic loading. This study is intended to examine the 

behavior of beam-column joints for each model made. 

The results of this study can be a recommendation or 

input to construction implements regarding the behavior 

and concept of connection planning in precast concrete. 

 

 

2. SPECIMENS AND TESTING METHOD 
 
2. 1. Test Object Design              For the beam-column 

connection specimen, there are 3 models, namely 

monolith beam and column, grout connection with 2 pegs 

and grout connection with 4 pegs. (Figures 1, 2 and 3). 

For columns measuring 30 cm x 30 cm with a length 

(ln) of 295 cm. As for the beam measuring 20 cm x 30 

cm with a length of 145 cm. 

The test was carried out at the Structure and Materials 

Laboratory, Faculty of Engineering, Hasanuddin 

University. Cyclic testing equipment used with an 
 

 
Figure 1. Monolith column beam test object (BN) 

 

 

 
Figure 2. Test object for connection of 2 pegs(BG-1) 

 

 
Figure 3. Test object 4 stake connection (BG-2) 
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actuator capable of 1500 kN with a maximum 

displacement of ± 20 cm. 

The setup for testing the BN, BG-1, and BG-2 

specimens is shown in Figure 4. 

In addition, at the bottom, a plate with a thickness of 

2 cm is installed and mounted on a strong floor with a 

thickness of 1.5 m through a rod measuring 1.5” (38 mm). 

 

2. 2. Testing Method 
1. Strain Gauge in Reinforcement and Concrete 

For the strain gauge installed on steel reinforcement to 

determine whether the reinforcement has experienced 

yielding and on the concrete to determine whether the 

concrete has reached its ultimate condition. 

For strain gauge reinforcement type FLK-6-11-5L 

installed on horizontal reinforcement and transverse 

reinforcement (see Figure 5). 

2. LVDT 

To measure the displacement of the beam-column 

joint test object, a linear variable displacement transducer 

(LVDT) was installed. 
 

 

Equipment setup BN 

  
BG-1 BG-2 

  
Figure 4. Cyclic testing equipment setup 

 

 
Strain Gauge Installation 

Photos 
Monolithic Concrete (BN) 

  
B 2 Post Precast Concrete 

Joints (BG-1) 

4 Stake Precast Joint 

Concrete (BG-2) 

  
Figure 5. Strain gauge on steel 
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There are 6 LVDTs installed with capacities of 100 

mm and 50 mm. For LVDT with a capacity of 100 mm, 

it is installed to measure the horizontal displacement at 

the top of the column and the center of the column, while 

LVDT with a capacity of 50 mm is installed at the bottom 

of the column and in the middle of the beam span (see 

Figure 6.) 

 
2. 3. Cyclic Testing Procedure            For testing with 

cyclic loads refer to SNI 7834:2013 regarding test 

methods and criteria for acceptance of precast reinforced 

concrete moment-bearing frame structures for buildings 

referring to ACI 374.1-05 concerning Acceptance 

Criteria for Moment Frames based on Structural Testing. 
The conditions are explained as follows: 

1. The specimen shall be loaded by a sequence of 

displacement control cycles that represent the 

expected displacement between floors at the joint 

during an earthquake; 

2. Three full cycles must be applied to each deviation 

ratio; 

3. The initial deviation ratio must be within the range of 

the linear elastic behavior of the specimen. The next 

deviation ratio must be not less than 5/4 times and not 

more than 3/2 times the previous deviation ratio. 

4. The test must be continued by increasing the 

deviation ratio gradually to the minimum deviation 

ratio value is 0.035. (See Figure 7). 
 

 

3. RESULT AND DISSCUSION 
 
3. 1. Hysteretic Behavior of Beam-column Joints 
3. 1. 1. Load–Displacement Relationship        This 

section discusses the load-displacement relationship 

 
 

 
Figure 6. LVDT on test pieces and installation photos 

 

 

 
Figure 7. Loading program according to SNI 7834:2012 

due to cyclic loading for specimens for monolith beam-

column joints, precast beam-column joints of 2 and 4 

posts. Table 1 summarizes the value of displacement 

loads for the three types of beam-column connections. 

Monolith (BN) Beam-Column Joint Test Objects 

Figure 8 Shows the results of cyclic testing for 

monolithic beam-column (BN) connections. In the 

ultimate condition, the load obtained in the tensile load is 

13.58 kN with a displacement of 87.58 mm. Meanwhile, 

when the compressive load is 12.62 kN with a 

displacement of 88.30 mm. The load that occurs at the 

first yield is 11 kN with a displacement of 37.44 mm. For 

the first crack, the load is 3.5 kN and the displacement is 

7.08 mm. 

Precast Beam-Column Joint Test Objects 2 Posts (BG-1) 

Figure 9 Shows the load and displacement 

relationship for the BG-1 test specimen due to cyclic 

loading. In the first crack condition, the load is 3.90 kN 

with a deviation of 9.15 mm. While for the first yield 

condition, the load value is 12.89 kN with a deviation of 
42.66 mm. In the ultimate condition at the time of tensile 

load, the load value is 18.54 kN with a deviation of 94.42 

mm. At the time of compressive load, the value of the 

load is 14.01 kN with a deviation of 96.88 mm. 
Precast Beam-Column Joint Test Objects 4 Posts (BG-2) 

The load obtained at the ultimate tensile load is 20.80 

kN and the displacement is 96.80 mm. Meanwhile, when  

 

 
TABLE 1. Load–displacement of BN, BG1, and BG2 test 

specimens 

Test 

Object 

First 

crack 
First Yield Ultimate 

Pcr ∆cr Py ∆y 
Press Pull 

Pu
+ ∆u

+ Pu
- ∆u

- 

(kN) (mm) (kN) (mm) (kN) (mm) (kN) (mm) 

BN 3.5 7.08 11.00 37.44 12.62 88.30 13.58 87.58 

BG-1 3.90 9.15 12.89 42.66 14.01 96.88 18.54 94.42 

BG-2 4.30 9.91 13.11 47 16.41 98.90 20.80 96.80 

 

 

 
Figure 8. The load-displacement relationship due to cyclic 

loads on the BN test object 
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Figure 9. Relationship of load – displacement due to cyclic 

load on the test object BG-1 

 
 
the ultimate compressive load is 16.41 kN with a 

displacement of 98.90 mm. The load at the first yield is 

13.11 kN with a displacement of 47 mm. For the first 

crack, the load is 4.30 kN and the displacement is 9.91 

mm (see Figure 10). 

Load Capacity of Monolith Beam-Column Joints and 

Precast Beam-Column Joints with Pegs 

From Table 1, it can be concluded that the load 

capacity at the time of the first crack for precast beam-

column joints is greater than the load capacity of 

monolith beam-column joints. The load capacity of 

precast 4-post beam-column joints is greater than the load 

capacity of 2-post precast joints. 

The same applies to load capacity at the time of the 

first yield. For the load capacity of the precast beam-

column connection of 4 pegs more than the precast beam-

column connection of 2 pegs and monolith. Figure 10 and 

Table 2 show the ultimate load capacity for monolithic 

and precast beam-column connections using dowels. 

In the ultimate condition, the load capacity of precast 

beam-column joints with dowels is more than the load 

capacity of monolith beam-column connections. At the 

compression load, the load capacity of the precast beam-

column connection with 2 posts increased by 13.9% and 

for the precast beam-column connection with 4 posts 

increased by 30% compared to the load capacity of the  

 
 

 
Figure 10. Load-displacement relationship due to cyclic 

load on the BG-2 test object 

 
Figure 11. Ultimate load of SBK BN, BG-1, and BG-2 

specimens 

 
 

TABLE 2. The increase in the Pu value of precast SBK against 

monolithic SBK 

Load BG – 1 BG – 2 

Pressure 13.9 % 30 % 

Pull 36,5 % 53,2 % 

 
 
monolith beam-column connection. At the tensile load, 

the load capacity for the precast beam-column 

connection with 2 posts increased by 36.5% and for the 

precast beam-column connection with 4 posts, it 

increased by 53.2% compared to the load capacity of the 

monolith beam-column connection. 

In general, the increase in load capacity at the precast 

beam-column connection is due to the area being grouted 

with a strength of 36.97 Mpa, which is greater than the 

compressive strength of the concrete used in these 

elements. The greatest strength in the area causes the 

connection to become stiffer so that the load capacity 

increases [15-18]. 

 
3. 2. Crack Pattern                Figures 12(a), 13(a), and 

14(a) are images of the initial crack pattern at a drift of 

0.5% for monolithic connections and precast 2 (two) and 

4 (four) posts. More cracks occurred in monolith joints 

compared to BG-2 precast (4 pegs) and BG-1 precast (2 

pegs) joints. For cracks as a whole occur in the beam area. 

Figures 5(b), 6(b), and 7(b) are images of the fracture 

pattern of monolith joints and precast joints at a drift of 

0.75%. For cracks that occur more tightly in the beam 

area for monolithic connections (BN) when compared to 

2-post precast connections (BG-1) and 4-post precast 

connections (BG-2). In the column, especially the lower 

column, the cracks that occur are more for the BG-1 and 

BG-2 precast joints when compared to the monolith (BN) 

connection [19-22]. 
Figures 12€, 13€, and 14€ are crack patterns for 

monolithic and precast beam-column joints at 1% drift. 

In this condition, the crack pattern is almost the same as 

13.58

18.54

20.80

12.62
14.01

16.41

BN BG-1 BG-2

L
o

ad
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K
N

)
 

Pull Pressure 
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Figure 12. Pattern of monolithic beam-column (BN) joint 

cracks 

 
 

 
Figure 13. Crack pattern of 2-post precast beam-column 

connection (BG-1) 

 
 
the crack pattern that occurs at a drift of 0.75% with an 

increase in the number of cracks. 

Figures 10(d), 11(d), and 12(d) show the crack 

patterns for beam-column joints at 1.4% drift. Cracks are 

more common in the beam area for monolithic beam-

column (BN) connections and precast beam-column 

joints BG-1 and BG-2. 

In the column, cracks have started to increase but 

only occur at the bottom of the column. Especially in the 

monolith beam-column connection, cracks have occurred 

at the beam-column meeting area. 

 

 
Figure 14. Crack pattern of 4-post precast beam-column 

connection (BG-2) 

 
 

Figures 12€, 13€, and 13€ show the crack pattern for 

beam-column joints with a drift of 1.75%. The crack 

pattern was almost the same with a 1.4% drift and an 

increasing number of cracks. In this condition, cracks 

have occurred in the area where the beam-column meets 

for the precast connection of 2 pegs (BG-1) and 4 posts 

(BG-2). 

Figures 12(f), 13(f), and 14(f) are crack pattern 

images for joints at 2.2% drift. The crack pattern model 

is the same as the crack pattern at 1.75% drift with more 

cracks. 

 
3. 3. Ductility of Beam-column Joints              This 

section discusses the behavior of beam-column joints in 

relation to ductility. Ductility is related to the 

displacement that occurs in the ultimate condition, 

namely the condition when the structure collapses and the 

displacement that occurs in the first yield condition of the 

reinforcement. 
The displacement at the ultimate condition and 

yielding condition in the reinforcement is obtained from 

the load hysteretic curve – displacement when given a 

cyclic load [23]. Parameters related to ductility are 

displacements, especially in the first yield condition of 

the reinforcement (y) and in the ultimate condition, 

namely structural failure (u). To calculate displacement 

ductility, displacement parameters are used, while 

curvature ductility uses curvature value parameters or 

cross-sectional curvature and load values due to cyclic 

loads.  

 
3. 4. Displacement Ductility            Table 3 shows the 

displacement values at the first yield condition of the 
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reinforcement and at the ultimate condition. The values 

of y and u can be seen in the Backbone curve. 
In yield conditions, the displacements that occur at 

the monolithic beam-column connection (BN), the 

precast 2-pin beam-column connection (BG-1), and the 

4-post precast beam-column connection (BG-2) are 

37.44 mm, 42.66 mm, and 47 mm, respectively. The 

ductility value is calculated based on the ratio of the 

displacement value in the ultimate condition to the yield 

condition. From Table 3, the ductility values for the BN, 

BG-1, and BG-2 specimens are obtained, 2.34, 2.21 and 

2.06, respectively. 

From Figure 15, it can be seen that the ductility value 

of the BN test object is 2.34, while the BG-1 test object 

is 2.21 and the BG-2 test object is 2.06. Based on this 

value, it can be concluded that the monolithic beam-

column connection (BN) has a higher ductility value than 

the precast beam-column connection using dowels (BG-

1 and BG-2). 

For the ductility value of the precast beam-column 

connection of 2 pegs, it is 0.94 times the ductility value 

of the monolith beam-column connection or reduced by 

5.56%. Meanwhile, in the precast beam-column 

connection with 4 pegs, the ductility value is 0.88 times 

or reduced by 12%. For the precast beam-column 

connection with 2 pegs, the ductility value is greater than 

the precast beam-column connection with 4 posts. 

The ductility of precast beam-column joints using 

dowels is smaller than the ductility of monolithic beam-

column joints due to the presence of grouting in the beam 

connection area which makes the cross-section stiffer due 

to the greater compressive strength of the concrete in that 

area [24-25]. 

 
 

TABLE 3. Displacement in yield and ultimate conditions 

SBK Test 

Object 

First Yield Ultimate 
Ductility 

y (mm) u (mm) 

BN 37.44 87.58 2.34 

BG-1 42.66 94.42 2.21 

BG-2 47 96.80 2.06 

 
 

 
Figure 15. Ductility values for BN, BG-1, BG-2. Specimens 

3. 1. 2. Classification of Ductility of Beam-column 
Joints             Table 4 shows the classification of ductility 

according to ASCE 41-17. 
ASCE 41-17 divides ductility according to 3 

categories, namely low ductility, moderate ductility, and 

high ductility. For low ductility, it has a value of less than 

2, while medium ductility has a value between 2 to 4. For 

high ductility, it has a value of more than 4 [26-27]. 

From Table 4, for monolithic beam-column 

connection (BN) and precast beam-column connection 

(BG-1 and BG-2), the ductility values are 2.34, 2.21, and 

2.06, respectively. Based on these values, it can be 

concluded that the specimens for monolithic and precast 

beam-column joints are categorized as structural 

elements with moderate ductility values. 

 
3. 5. Curvature            The curvature ductility is 

calculated based on the load and displacement 

relationship (drift). Generally, the load is normalized to 

the load at yielding conditions, while the displacement 

can be converted to the value of curvature (curvature), 

drift (in units of %), or chord rotation (rotation). 
Normalized load and curvature values for BN, BG-1, 

and BG-2 specimens are presented in Table 5. 

Note: 

*   ∅𝑦 =
𝛥𝑦 (𝐷𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 𝑎𝑡 𝑚𝑒𝑙𝑡𝑖𝑛𝑔)

𝐿 ( 𝑡𝑒𝑠𝑡 𝑜𝑏𝑗𝑒𝑐𝑡 ℎ𝑒𝑖𝑔ℎ𝑡)
 

** ∅𝑢 =
𝛥𝑢 (𝑈𝑙𝑡𝑖𝑚𝑎𝑡𝑒 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑠ℎ𝑖𝑓𝑡)

𝐿 ( 𝑡𝑒𝑠𝑡 𝑜𝑏𝑗𝑒𝑐𝑡 ℎ𝑒𝑖𝑔ℎ𝑡)
 

For BN specimens, the curvature value of the melting 

condition is 0.013 and in the ultimate condition is 0.031. 

In the BG-1 test object, the curvature value is0.015 for 

 
 
TABLE 4. Classification of test object ductility according to 

ASCE 41-17 

Test Object Ductility Category ASCE 41-17 

BN 2.34 
Moderate 

ductility < 2, low ductility 

2 to 4, moderate 

ductilty 

> 4, high ductility 

BG-1 2.21 
Moderate 

ductilty 

BG-2 2.06 
Moderate 

ductility 

 
 
TABLE 5. Load and curvature for BN, BG-1, BG-2 . specimens 

SBK 

Test 

Object 

Py 

(kN) 

Pu 

(kN) 
PU/Py 

y 

(mm) 
y

* u 

(mm) 
u

** 

BN 11.00 13.58 1.23 37.44 0.013 87.58 0.031 

BG-1 12.89 18.54 1.43 42.66 0.015 94.42 0.033 

BG-2 13.11 20.80 1.59 47 0.016 96.80 0.034 

2

2

D
u

ct
il

it
y

 

2.34

2.21

2.06

BN BG-1 BG-2
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the melting condition and 0.033 for the ultimate 

condition. While in BG-2, the curvature value of the 

melting condition is 0.016 and in the ultimate condition 

is 0.034. 

Figure 16, shows the curvature ductility for the 

specimens BN, BG-1, BG-2. 

In the melting condition, the curvature ductility for 

the specimens BN, BG-1, and BG-2 were 0.013, 0.015, 

and 0.016, respectively. From this value, it can be seen 

that the curvature ductility value for precast beam-

column joints using dowels is more than the curvature 

ductility value for monolith beam-column connections or 

an increase of 15.38% (BG-1 against BN) and 20% (BG-

2). Against BN). 

Based on ASCE 41-17 (Tables 10-11), the required 

ductility value under life safety (LS) conditions is 0.01. 

The curvature ductility values for the specimens BN, BG-

1, and BG-2 are more than the values required in ASCE 

41-17. This means that beam-column connections, both 

monolithic and precast using dowels, have good 

performance in carrying earthquake loads under 

moderate seismic conditions (medium earthquakes). 

In the collapse prevention (CP) condition, the 

curvature ductility value required in ASCE 41-17 is 

0.015, while the curvature ductility value for BN, BG-1, 

and BG-2 is more than the required value. It can be 

concluded that beam-column connections, both 

monolithic and precast, have excellent performance in 

carrying earthquake loads under severe seismic 

conditions (strong earthquakes). 

From the results of the discussion in the previous 

section, it can be explained that the empirical findings are 

as follows: 

Precast beam-column joints with dowels have a 

greater load capacity than monolithic beam-column 

joints. For precast SBK 2 pegs increased 11.01% - 

36.52% and SBK 4 pegs increased 30.03% - 53.2% due 

to compressive and tensile loads. 

The ductility value for monolithic SBK is greater than 

that of precast SBK with pegs, but the curvature ductility 

of precast SBK is still higher than normal SBK. SBK 

monolith and precast have good performance at moderate 

and strong earthquake levels, according to ASCE 41-17. 

 
 

 
Figure 16. Bending ductility of BN, BG-1, BG-2 

The stiffness degradation for precast SBK with 2 pins 

(5.23%) and 4 posts (4.90%) is smaller than monolith 

SBK (5.36%), stating that precast SBK with pegs is 

stiffer compared to SBK monolith. 

Precast beam-column joints using dowels have a 

higher energy dissipation value than monolith beam-

column joints, an increase of 3.42% for SBK 2 pegs and 

7.97% for SBK 4 pegs. 

For the connection of precast concrete column beams 

with dowels, it has good performance in terms of 

strength, ductility, stiffness, and energy dissipation. The 

connection of precast concrete column beams using 2 

pegs is good enough to be applied at work, this is also to 

facilitate implementation in the field. 

 
 
4. CONCLUSION 
 

This study concludes that the hysteresis characteristics of 

the load-displacement relationship with displacement 

control of precast beam-column joints are very good for 

cyclic loads. The fact that the results of laboratory tests 

have shown that the capacity of monolithic beam-column 

(BN) connections is at a compressive load of 12.62 kN, 

while the load for 2 precast SBK increases by 11.01%-

36.52% to a load value of 18.54 kN with a deviation. of 

94.42 mm, and for 4 post precast, SBK increased by 

30.03% - 53.2% of ultimate tensile load is 20.80 kN and 

the displacement is 96.80 mm compared to the load 

capacity of SBK monolith. This study concludes that by 

using 2 and 4 pins in the beam-column connection, the 

results are better. This study also concluded that the 

ductility value of SBK precast 2 pegs was 2.21 smaller 

than the actual SBK monolith ductility value of 2.34 or 

decreased by 5.56%. Meanwhile, in precast SBK 4 pegs 

the ductility value was 2.06 or decreased by 8.55%. Thus, 

this study concludes that the use of posts with 2 and 4 

posts can reduce the ductility value. 
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Persian Abstract 

 چکیده 
های اتصال تیر و ستون است. اتصال تیر و ستون نقش مهمی در ساختار ساختمان ایفا می کند ، به ویژه هنگامی که بار چرخه ای است. مشکل اصلی که باید حل شود ، پانل  

پیش ساخته به دلیل بارگذاری چرخه ای بود. روش   هدف از این مطالعه تجزیه و تحلیل ویژگی های حلقه پسماند رابطه بار جابجایی با جابجایی کنترل اتصال تیر و ستون

معمولی دارای مقاومت فشاری   تحقیق مورد استفاده روش آزمایشی با آزمون طراحی شیء قابل اندازه گیری و روش آزمایش ویژه است. نتایج این مطالعه نشان می دهد که بتن

مگاپاسکال است. یافته های این مطالعه همچنین نشان می دهد که بتن دوغاب تنش پیوند    36.97فشاری  مگاپاسکال است ، در حالی که بتن دوغابدار دارای مقاومت    26.43

درصد افزایش می یابد. یافته های   51.63، تنش چسبندگی به میزان   D16افزایش می یابد ، در حالی که برای قطر  D13درصد از بتن معمولی برای تقویت پیچ با قطر   102.4

 62/12میلی متر است ، در حالی که بار فشاری  87/58کیلو نیوتن با جابجایی  58/138نین نشان می دهد که در شرایط نهایی ، بار به دست آمده در بار کششی این مطالعه همچ

در مقاومت در برابر بارهای چرخه ای قوی تر    میلی متر است. این مطالعه نتیجه می گیرد که رفتار اتصالات تیر و ستون پیش ساخته با رولپلاک  30/88کیلو نیوتن با جابجایی  

 است.
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A B S T R A C T  
 

 

Solar thermal systems for heating have a high level of reliability. The usage of parabolic trough 
collectors (PTC) for domestic applications is still quite limited; furthermore, commercial utilization of 

nanofluids in these applications is rare. The influence of MWCNT nanofluid as a heat transfer fluid on 

the efficiency of a locally developed parabolic trough collector was experimentally examined. The 
effect of surfactant on nanofluid stability was also investigated, and it was revealed that nanoparticles 

could be evenly suspended in base fluid for at least 10 days and less than one month using Triton X-

100. Experiments were also conducted to determine the optimal quantity of Triton X-100 surfactant; it 
is possible to make nanoparticles stable for 28 days in base fluid with the ratio of Triton X-100 to 

MWCNT as 0.5:1. At 2.0, 3.0, and 4.0 L/min flow rates, MWCNT/H2O is used at three-particle 

concentrations of 0.1, 0.2, and 0.3% by weight. The experiment is carried out under outdoor operating 
conditions. With 3 L/min at 0.2 wt.%, MWCNT nanofluid achieves a maximum thermal efficiency that 

is 22% greater than the water. The findings provide important information about the commercialization 

of a locally developed PTC. 

doi: 10.5829/ije.2022.35.01a.10 
 

 
1. INTRODUCTION1 
 

Researchers have been emphasized using sustainable 

and renewable energy these days. Over the past few 

years, renewable energy has been widely used, 

including wind energy, hydrogen energy, and solar 

energy. Solar energy is the most favorable type of 

renewable source of energy that can, directly and 

indirectly, be transformed into various forms of energy. 

One of the strongest sources of renewable energy with 

limited environmental effects is solar energy. A well-

established technology is the solar parabolic trough 

collector and it has been proposed for several 

applications, such as power generation and water 

heating, but the performance of these collectors is 

restricted by the working fluid's absorption properties. 

This technology has recently been combined with the 

evolving nanofluids and liquid-nanoparticle suspension 

technologies to create a new class of solar collectors 
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based on nanofluids. The performance increase was 

seen in the use of nanofluids as the absorption media in 

solar thermal collectors. In India, over 90% of the 

country during the summer season a large amount of 

solar radiation is received in the order of 3.0–6.5 (10.8–

23.4 MJ/m2-day) kWh/m2-day [1]. Rehan et al. [2]  

assessed  the maximum efficiencies for Al2O3 and Fe2O3 

nano-fluids at 2 L/min and found 13 and 11% 

increment, respectively compared to water under the 

same operating conditions. In improving the 

performance of PTC compared to Fe2O3 for domestic 

applications, Al2O3 nanofluids seemed more favorable. 

Chaudhari et al. [3] found that solar thermal efficiency 

can be increased by approximately 7% by Al2O3 

nanofluid and the heat transfer coefficient can be 

increased by 32 %. Sunil et al. [4] investigated SiO2-

H2O-based nanofluid is comparatively more efficient at 

higher volume flow rates and concentrations. Ebrazeh et 

al. [5] has examined that due to its high energy content, 

the use of nanofluids increases thermal efficiency. In a 

wide range of studies, Al2O3 nanoparticle has been used 

because of its lower price. Also, the collector’s thermal 
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efficiency can be improved by raising the working fluid 

inlet temperature. Among all forms of nanofluids, the 

use of MWCNTs has the best thermal performance. 

Verma et al. [6] assessed multiwalled carbon 

nanotube/water and reported the highest increase in a 

collector's energy efficiency, which is 23.47%, followed 

by 16.97, 12.64, 8.28, 5.09, and 4.08%, respectively for 

graphene/water, Copper oxide/water, aluminium 

oxide/water, titanium oxide /water, and silicon 

oxide/water compare to water as the base fluid. The 

percentage decrease in the area observed in various 

nanofluids was given as 19.01% as the optimum in 

MWCNTs/water followed by 14.66, 10.66, 8.78, 4.83 

and 3.99%, respectively in graphene, copper, 

aluminium, titanium, and silicon oxide-based 

nanofluids. Verma et al. [7]  evaluated the use of MgO 

nanofluid improves the solar collector efficiency by 

9.34% for 0.75% of particle volume fraction and 

volume flow rate at 1.5 L/min compared to water as 

working fluid. Yousefi et al. [8] found a large 

improvement in efficiency due to increasing the weight 

fraction from 0.2 to 0.4%. Using the surfactant also 

results in an improvement in efficiency. The optimum 

sonication time was selected to be 30 min. Rastogi et al. 

[9] proved that Triton X-100 was the best dispersing 

agent for suspending MWCNTs as a non-ionic 

surfactant. Maximum dispersion was given by the 

Triton X-100 among many surfactants like Tween 80, 

Tween 20, and sodium dodecyl sulfate (SDS). The 

optimum amount of surfactant required in the case of 

Triton X-100 is also lower than that of other surfactants. 

The optimal ratio of Triton X-100-to-CNT was selected 

to be 1:350. Mishra et al. [10] scrutinized MWCNT 

nanofluid 0.02 wt% with 160 L/h showed better results 

for overall thermal efficiency and the use of surfactant 

Triton X-100 with MWCNT nanofluid was also used to 

increase the amount of base fluid heat absorption power. 

Bernard et al. [11] studied that with a mass flow rate of 

0.0069 kg/s, 0.0138 kg/s, and 0.0207 kg/s, the heat 

energy obtained by the MWCNT fluid has increased by 

5.2 %, 7.3 %, and 7.2 % compared to water. Hachicha et 

al. [12] evaluated MWCNT nanoparticles in water 

results in a 12, 16, and 21% raised in Nusselt number 

for nanoparticle concentrations of 0.05, 0.1, and 0.3%. 

The use of low concentrations of nanofluid could 

improve thermo-hydraulic performance at flow rates 

below 0.2 L/s, Khanafer et al. [13] surveyed available 

studies in the literature of solar systems and concluded 

an increase in thermal conductivity of nanofluid is an 

important factor for improving the efficiency of 

nanofluid. Higher volume fractions of nanoparticles do 

not increase performance regularly. Due to the addition 

of nanoparticles, the rise in nanofluid viscosity is a 

major drawback since it is associated with increasing 

pumping capacity. Thus, the use of low viscosity and 

high thermal conductivity nanofluids is favorable. 

Borode et al. [14] described carbon nanomaterials as the 

most promising for the preparation of nanofluids and the 

application of heat transfer. This research result showed 

that carbon-based nanofluids increased the collector 

performance of flat-plate, evacuated-tube, parabolic 

trough, and hybrid photovoltaic thermal solar collectors 

by up to 95.12, 93.43, 74.7, and 97.3%, respectively, 

with a low concentration of about 0.3 vol.%. Bindu et 

al. [21] proved improvement in thermophysical 

characteristics and thermal conductivity of the HTF by 

nanoparticles such as CuO, Ag, TiO2, Al2O3, SiO2, 

MWCNT, CNT, and mixture of the particles forming 

hybrid nanofluid. The use of nanofluid in PTC improves 

the system's thermal efficiency. Hussein et al. [15] 

explained the challenges and difficulties that arise 

during nanofluid preparation and in an application, (i) A 

long time is required for the nanofluid to be stable with 

base fluids. (ii) The toxicity of the nanofluid is high, so 

it needs to be taken care of during its preparation. (iii)  

Preparation and testing of the nanofluid are extremely 

expensive. (iv) The high viscosity of the nanofluid 

contributes to an increase in the pressure drops and also 

increases the necessary pumping power. (v) The 

presence of nanoparticles in the nanofluid can lead to 

long-term solar collector corrosion and erosion. Olia et 

al. [16] examined the use of copper nanoparticles led to 

improve thermal efficiency in metallic nanofluids, 

followed by CuO, TiO2, and Al2O3, among all the 

nanoparticles examined, the MWCNT nanoparticle can 

lead to the highest increase in thermal efficiency for 

non-metallic nanofluids. Mirabootalebi et al. [20] 

altering the effective variables, such as increasing 

milling time, selecting the suitable temperature, utilizing 

different sizes of balls, and using a special vial, can 

increase the quality and quantity of MWCNTs. Three 

essential components of the experiments conducted and 

described in this article are innovative. (1) With 

thorough research of such systems, rare relevant 

literature or experimental data is found for climatic 

conditions of underdeveloped countries, particularly in 

South Asia, such as India. Furthermore, different types 

of nanoparticles are utilized in different climates; 

however, the experimental examination of industrial-

grade MWCNT-H2O is only found in a numerical 

study. Furthermore, the vast bulk of nano-fluids 

research is focused on high-temperature applications, 

particularly for power production, whereas the current 

effort is mostly focused on low-temperature domestic 

uses. As a result, the provided findings provide a 

valuable dataset for the future feasibility of independent 

PTC applications in off-grid settings. (2) The developed 

system reported here made use of comprehensive local 

fabrication capabilities and materials that were readily 

available locally. The performance rating of entirely 

local PTC under various atmospheric and operating 

conditions, as well as nanoparticle amounts, adds great 
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value to these findings, particularly for regional growth. 

(3) The complete replacement of the PTC's expensive 

conventional receiver tube with a two-sided open 

evacuated tube. Finally, parametric variations in 

nanoparticle weight fractions and flow rates are 

investigated and reported hereunder local climatic 

conditions. The provided findings provide insight into 

the performance of the linear PTC system in terms of 

product commercialization in similar climatic locations. 

 

 

2. EXPERIMENTAL SETUP AND PROCEDURE 
 
2. 1. Material        The nanoparticles employed in the 

experimental study were MWCNT of industrial grade. 

The Nanoparticles with 99% purity were purchased 

from ‘‘adnano Technologies India’’. To disperse 

MWCNT nanopowder, laboratory-grade Triton X-100 

was utilized as a surfactant. The properties of the 

nanoparticles used are listed in Table 1, for the 

manufacture of water-based nanofluids; distilled water 

was employed as the based fluid. Figure 1 shows the 

TEM images of industrial-grade MWCNT. 

 
2. 2. Requirement of Surfactant      Based on the 

collected data and the comprehensive survey carried 

out, Triton X-100 is the best dispersing agent for 

suspending MWCNT as a non-ionic surfactant. The 

Triton X-100 is confirmed among different surfactants 

since the optimum amount of Triton X-100 surfactant 

 

 

 
Figure 1. TEM micrograph image of MWCNT nanoparticles 

at 300 nm [17] 

 

 
TABLE 1. Properties of Nanoparticles[17] 

Multi-Walled Carbon Nanotubes Description 

Purity ~99 % 

Outer Diameter 10-30 nm 

Inner Diameter 5-10 nm 

Length >10 μm 

Surface Area 110 - 350 m2/g 

CNT content ~95-99 % 

Bulk Density 0.14 g/cm3 

Color Black Powder 

required is also lower than that of other surfactants [9]. 

It is also used to increase the amount of base fluid heat 

absorption power; Triton X-100 is a colorless viscous 

fluid. Beaker A represents the Nanofluid without 

surfactant and Beaker B represents the Nanofluid with 

surfactant. To avoid agglomeration of nanoparticles 

magnetic stirrer and sonication were done for 2 and 3 h, 

respectively with both samples. 

The above Figure 2A depicts that agglomeration of 

nanoparticles in nanofluid without surfactant would start 

after 1h and afterward sedimentation of nanoparticles 

will be observed. Figures 2B, 2C, 2D and 2E show 

process of agglomeration is quite significant after 2, 3, 

and 4h. Complete sedimentation can be observed after 

5h in Figure 2E. 

 

 

 
Figure 2A. Condition of 

Nanofluids after 1h. of 

preparation 

 
Figure 2B. Condition of 

Nanofluids after 2h of 

preparation 

  
Figure 2C. Condition of 

Nanofluids after 3h of 

preparation 

Figure 2D. Condition of 

Nanofluids after 4h of 

preparation 

 
Figure 2E. Condition of Nanofluids after 5h of preparation 
 
 

 

While in the case of nanofluid with the surfactant, 

nanoparticles can be evenly suspended in base fluid for 

at least 10 days and less than 1 month for Triton. 

 

2. 3. Required Optimum Quantity of Surfactant       
Based on the extensive literature survey one question 

need to be addressed, what should be the optimal 

quantity of surfactant in the particular experimentation. 

There are different ratios of Triton X-100: MWCNT 

available in the literature. As far as present research is 

concern following ratios of Triton X-100: MWCNT 

have been selected (i) 0.1:1 (ii) 0.25:1 (iii) 0.5:1 [18]. 
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Figure 3. Surfactant: MWCNT ratio, (A) 0.1:1 (B) 0.25:1 (C) 

0.5:1 

 

 

Pilot experimentation was carried out to check the 

period of stability of nanoparticles in the base fluid. In 

Figure 3 beakers A, B and C represent the different 

nanofluids with Triton X-100: MWCNT followed by 

0.1:1, 0.25:1, and 0.5:1 ratio. A continuous observation 

was done for 1 month to observe the sedimentation time 

taken by the different nanofluid. After 11 days 

agglomeration was started in nanofluid having 

surfactant: MWCNT ratio 0.1:1, which can be identified 

from Beaker A. In the case of Beaker B agglomeration 

time was 18 days and Beaker C shows maximum 

stability time for nanoparticles in base fluid as 28 days. 

To conclude this pilot experiment, one conclusion can 

be made that Triton X-100 with 0.5 % of MWCNT by 

weight gives quite enough stability in suspension for a 

considerable time. 

 

2. 4. Nanofluids Preparation Method           
MWCNT water-based nanofluids i.e. MWCNT/H2O is 

used at three particles concentrations of 0.10, 0.20, and 

0.30 % by weight at 2.0, 3.0 and 4.0 L/min flow rates. 

To make stable nanofluids, a weighted amount of 

nanoparticles was first dispersed in a base fluid 

containing a surfactant. Then, using a 40 kHz ultrasonic 

vibrator, sonication was used to obtain homogenized 

dispersed nanofluids, as shown in Figure 4. To avoid 

agglomeration, researchers employed a two-step 

approach of sonication and magnetic stirrer to prepare 

MWCNT/H2O nanofluids [18]. In this experiment, 

distilled water was mixed with a weighted amount of 

MWCNT nanopowder and the surfactant Triton X-100. 

To avoid nanoparticle aggregation, a magnetic stirrer 

was employed to disperse nanoparticles in distilled 

water for 2 hours, as illustrated in Figure 5. And then 

 

 

  

Figure 4. Ultrasonic vibrator Figure 5. Magnetic stirrer 

with a hot plate 

sonication for 3 hours was done to stabilize the 

nanofluids. 

 

2. 5. Experimental Line Layout        Under actual 

conditions in Surat, Gujarat, India (21°10'45.8"N, 

72°48'47.6"E), the thermal performance of a parabolic 

trough collector with water and MWCNT/H2O was 

compared. The nanofluids were formed utilizing a two-

step method in distilled water with the inclusion of 

Triton X-100 as a surfactant, as well as a sonicator at 

various nanoparticle mass fractions. In addition to the 

effects of three different concentrations; 0.1, 0.2 and 0.3 

%, by weight, three flow rates; 2, 3 and 4 L/min were 

also studied. In March near to equinox i.e. 8th to 19th 

March, experiments were conducted daily from 10:30 

a.m. to 2:00 p.m. The experimental setup is depicted in 

Figure 6. The nanofluid would be re-circulated at any 

point during the close cycle. The supply pump draws the 

working fluid from a single nanofluid storage tank and 

sends it to the parabolic trough receiver. A mechanical 

stirrer is offered for optimal fluid mixing and equal 

temperature distribution. The rotameter's control knob 

can be used to change the working fluid mass flow rate. 

In addition to controlling the working fluid's mass flow 

rate, a by-pass arrangement valve is also given. Two 

temperature sensors are positioned at the intake and 

outlet sections of the working fluid, respectively, to 

measure the inlet and outlet temperatures. 

Two different sensors will monitor the skin 

temperature of the receiving tube and the skin 

temperature of the reflecting sheet, while one individual 

sensor will measure the ambient temperature. All of 

these temperature sensors are calibrated with PT-100 

kinds before being linked to a computer for analysis. 
 
 

3. DESIGN OF PTC SYSTEM  
 

Parabolic profile curves, MS pipe struts, and a two-

sided evacuated tube with supporting coupling are all 
 

 

 
Figure 6. Schematic line layout of the PTC test setup 
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part of the experimental setup. When incident radiation 

strikes the PTC's aperture, it forms an angle with the 

PTC's central plane. The rim angle determines the 

curvature of a parabola. Equation (1) is the general 

equation of a parabola in a coordinate system [19]. 

where f = parabola focal distance (m).Wa = parabolic 

aperture. 

2
4y fx=  

                                           (1) 

The collector concentration ratio C, which is defined as 

the ratio of the aperture area 
apA to the receiver area 

rA

and is represented by Equation (2), is another significant 

parameter in PTC. D = Diameter required to intercept 

the entire solar image. 

Wa
C

D
=

  

                               (2) 

Equation (3) can be used to calculate the parabolic 

aperture, where r = Rim angle (o) 

4 tan
2

r
W fa


=

 
    

                          (3) 

The acrylic material required for parabolic surface 

construction is determined by the amount of the rim 

angle. Equation 4 can be used to compute the length of a 

reflective surface curve[19]. 

sec tan ln sec tan

2 2 2 2 2

H p r r r r
S

   
= + +

         
         

         
 (4) 

H p =  Latus rectum of the parabola (m) = 1. In the case 

of 90o rim angle, it is equal to aperture.  1.147 mS = , Now 

the total reflective sheet area required for fabrication is, 
2

 2.0 m .A = Table 2 provides a summary of PTC’s 

important characteristics. 

The current research work is depicted in Figure 7. 

 

3. 1. Thermal Analysis         Equation (5) indicates the 

available sun irradiation (Qs) at the aperture can be used 

to compute the input energy [2]. Where Gb = Direct 

solar irradiation (W/m2). m = Mass flow rate (kg/s), Cp= 

Specific heat (Kj/Kg oC), Ti = Inlet water temperature 

(oC), To= Outlet water temperature (oC). 

Q A Gs ap b
=   (5) 

The amount of useful heat gained by the collector's 

working fluid is determined by Equation (6) [2]. 

( )Q mc T Tu p o i= −   (6) 

Equation (7) is used to compute the collector's 

experimental thermal efficiency. 

TABLE 2. The summary of the PTC key features. 

PTC key feature 

Collector dimensions  1.00 m ×1.70 m 

C  5.5 

[m]Wa  1 

[m]H p  1 

[m]f  0.250 

[mm]D  58 

[deg]r  90° 

2
[m ]Aap  1.70 

 

 

 
Figure 7. Experimental setup of PTC with two-sided open 

evacuated tube receiver 

 

 

( )mc T Tp o i
t

A Gap b


−

=

 

(7) 

 
3. 2. The Volume Fraction of Nanoparticles in the 
Base Fluid          The current study's analysis is based 

on different amounts of nanoparticles presented as a 

percentage by weight fraction, which can be converted 

to volume fraction using the Equation (8) [2] 

relationship, as shown in Table 3. 

100

 

 

WMWCNT

MWCNT

WW Base fluidMWCNT

MWCNT Base fluid




 

 =

+

 
 
 

  
  

   

 
(8) 

 

 

4. RESULTS AND DISCUSSION 
 

The thermal efficiency of PTC using water and water-

based MWCNT nanofluids was experimentally studied 

under the actual outdoor operating parameters. The 
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TABLE 3. Volume fractions of nanoparticles 

Sr. 

No. 

Mass fraction 

of 

Nanoparticles 

by weight (%) 

Density of 

nanoparticles 

ρMWCNT 

(kg/m3) 

Mass of 

Base fluid 

Wbase fluid 

(kg) 

Density of 

Base fluid 

ρbase fluid 

(kg/m3) 

Volume 

Fraction 

(%) 

1 0.1 140 0.998 999.972 0.007 

2 0.2 140 0.998 999.972 0.014 

3 0.3 140 0.998 999.972 0.021 

 

 

influence of varied mass flow rates on the thermal 

efficiency of water and water-based MWCNT 

nanofluids with different concentrations by weight is 

shown. Figure 8 shows the variation in thermal 

efficiency at 2 L/min distilled water and compared with 

the nanofluid having different fractions i.e. 0.1, 0.2, and 

0.3% by weight of MWCNT. The maximum efficiency 

achieves by the water is 33.43%. With the same flow 

rate and at 0.1, 0.2, and 0.3 wt.% obtained maximum 

efficiencies are 37.81, 39.65, and 38.48%, respectively. 

It should be mentioned that the thermal efficiency of 

MWCNT nanofluids is at 0.20 wt.% is higher than 

water and other nanofluids of various fractions at the 

same flow rate. Figure 8A depicts the change in thermal 

efficiency at 3 L/min distilled water when compared to 

nanofluids containing various fractions of MWCNT, 

viz. 0.1, 0.2, and 0.3 wt.%. The water achieves an 

efficiency of 37.09%. The efficiencies were obtained 

with the same flow rate and at 0.1, 0.2, and 0.3 wt.% are 

37.81, 39.65, and 38.48%, respectively. It's worth noting 

that at 0.20 wt.%, MWCNT nanofluids have greater 

thermal efficiency than water and the nanofluids of 

various fractions at the same flow rate. Thermal 

efficiency at 4 L/min of distilled water and the different 

fraction of nanoparticles are shown in Figure 8B. The 

35.61, 41.04, 42.93, and 41.56% are the maximum 

efficiencies achieved by the distilled water, 0.1, 0.2 and 

0.3 wt %, respectively. It can be noted that again 0.20 

wt %, MWCNT nanofluids have better thermal 

efficiency than water and other nanofluids at the tested 

flow rate.  
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Figure 8. Variation of efficiency with distilled water and 

different weight concentration at 2 L/min 
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Figure 8A. Variation of efficiency with distilled water and 

different weight concentration at 3 L/min 
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Figure 8B. Variation of efficiency with distilled water and 

different weight concentration at 4 L/min 
 

 

It was observed that maximum efficiency conditions 

occur near solar noontime. Figure 9 shows the 

percentage gain in thermal efficiency at 2 L/min. The 

maximum gain was observed at 0.2 wt.% followed by a 

19 % increment compared to base fluid efficiency, and 

the all-over average gain was 14.0%. In the case of 0.1 

wt.% fraction average and maximum improvement were 

8 and 13% respectively. 11 and 15 % were the values of 

average and maximum efficiency gain with 0.3 wt. %. 

Figure 9A depicts the percentage gain in thermal 

efficiency at 3.0 L/min with different concentrations of 

Nanoparticles. The highest gain was observed at 0.2 

wt.% as 22% and average improvement was 19%. This 

was the highest efficiency achieved during the complete 

experimentation. 14 and 19% were the averages and 

maximum efficiency increment noted at 0.1 wt.%. The 

maximum gain was 20% and the average gain was 16% 

at 0.3 wt.%. The percentage gain in thermal efficiency 

at 4.0 L/min with different concentrations of 

Nanoparticles was shown in Figure 9B. The 

performance of fraction 0.2 wt.% was highest at 21% 

and the average value of efficiency gain was 13%. The 

maximum and average gains of efficiencies were 15 and 

11% at 0.1 wt.% respectively. The performance at 0.3 

wt.% is worthy as compared to 0.1 wt.% but it is less 

than 0.2 wt. %.17 and 12% are the values of maximum 
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Figure 9. Percentage gain in efficiency w.r.t distilled water at 

2 L/min 
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Figure 9A. Percentage gain in efficiency w.r.t distilled water 

at 3 L/min. 

 

 

and average efficiency gain respectively. Variation in 

the efficiency of PTC using MWCNT/H2O with 0.1 wt. 

% at different flow rates are plotted in Figure 10. It can 

be observed that nanofluids with 3 L/min and 0.1 wt. % 

sustain its maximum value during the whole 

experimentation period. The maximum efficiency was 

44.22% observed with 3 L/min at 12.45 pm. The 

efficiency of PTC utilizing water-based MWCNT with 

0.2 concentrations by weight at varied flow rates is 

depicted in Figure 10A. When comparing the efficiency 

of MWCNT/H2O nanofluids with 3 L/min and 0.2 wt.% 

to other flow rates at the same concentration, it is worth 

noting that the efficiency of MWCNT/H2O nanofluids 

with 3 L/min and 0.2 wt.% is the highest at 45.25%. 

Figure 10B shows the efficiency of PTC using water-

based MWCNT with 0.3 wt.% at various flow rates. 

When comparing the efficiency of MWCNT/H2O 

nanofluids with 3 L/min and 0.3 wt.% to other flow 

rates at the same concentration, the efficiency of 

nanofluids with 3 L/min and 0.3 wt.% comes highest as 

44.62%. The highest thermal efficiency for PTC was 

achieved at a 3 L/min flow rate with 0.2 wt.% across the 

whole experiment. Figure 11 shows the average values 

of direct normal irradiation on that particular day. Direct 

solar radiations were recorded using a handy 

Solarimeter (MECO-936) with 20 reading storing 

facilities. 

The variations in ambient temperature and wind 

speed of the environment data for 3 L/min with 0.2 wt. 

% during the test day is given in Figure 12. Data were 

measured and recorded by using PT-100 type 

thermometer and digital AVM-03 anemometer, 

respectively. 
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Figure 9B. Percentage gain in efficiency w.r.t distilled water 

at 4 L/min 
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Figure 10. Variation in efficiency with 0.1 wt.% with 

different flow rates (L/min) 
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Figure 10A. Variation in efficiency with 0.2 wt.% with 

different flow rates (L/min) 
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Figure 10B. Variation in efficiency with 0.3 wt.% with 

different flow rates (L/min) 
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Figure 11. The average value of Gb for 3 L/min with 0.2 wt.% 
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Figure 12. The ambient temperature and wind speed for 3 

L/min with 0.2 wt.% 

 
 

5. CONCLUSION 
 

(i) In the present work, the impact of surfactant on 

nanofluid stability was experimentally studied and 

found that for Triton X-100, nanoparticles can be 

evenly suspended in base fluid for at least 10 days 

and less than one month. Surfactant is the safest and 

most environmentally friendly way to obtain 

nanofluid stability. 

(ii) The optimal quantity of Triton X-100 surfactant was 

also evaluated experimentally, there were three 

ratios of Triton X-100: MWCNT selected i.e. (i) 

0.1:1 (ii) 0.25:1 and (iii) 0.5:1. Based on the stability 

of the nanoparticles in nanofluid 0.5:1 has been 

selected, it can make nanoparticles stable for 28 days 

in the base fluid. 
(iii) The effect of mass flow rate and particle weight 

fraction on the PTC's efficiency is investigated in 

this study. The results show that using MWCNT 

nanofluid as a working fluid boosts solar collector 

efficiency. The optical and heat transfer properties 

of HTF are improved by suspending nanoparticles in 

a base fluid with a higher relative surface area. 
(iv) The maximum thermal efficiency achieved by 

MWCNT nanofluid with 3 L/min at 0.2 wt. % is 22 

% higher than the base fluid. 

(v) The higher concentration of nanoparticles in the base 

fluid may lead to deterioration of thermal properties 

and a rise in viscosity value, which would increase 

the power consumption of the working fluid supply 

pump.  

(vi) Demonstrating that the use of nanofluids makes a 

solar collector system more compact and efficient at 

converting available solar energy into various forms 

of energy for beneficial use. Making a solar collector 

more compact and using MWCNT/H2O nanofluid 

instead of traditional fluid water can make it more 

cost-effective.  

(vii) There are still several stumbling barriers that need to 

be removed before commercializing the applications 

of nanofluid, i.e. Cost of mass production, 

instability, agglomeration, increased pump power, 

and corrosion.  
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Persian Abstract 

 چکیده 
از کولکتورهای سهمی   استفاده  بالایی هستند.  اطمینان  برای کاربردهای داخلی هنوز کاملاً محدود است.    (PTC)سیستم های حرارتی خورشیدی برای گرمایش دارای قابلیت 

انتقال حرارت بر بازده یک کولکتور سهموی محلی توسعه   به عنوان یک سیال  MWCNTعلاوه بر این ، استفاده تجاری از نانوسیالات در این برنامه ها نادر است. تاثیر نانوسیال  

ات را می توان با استفاده از تریتون  یافته به صورت تجربی مورد بررسی قرار گرفت. تأثیر سورفاکتانت بر پایداری نانوسیالات نیز مورد بررسی قرار گرفت و مشخص شد که نانوذر

X-100    ه  10به مدت به طور  ماه  از یک  کمتر  تریتون  روز و  بهینه سورفکتانت  مقدار  تعیین  برای  نیز  آزمایشاتی  کرد.  معلق  پایه  مایع  در  توان   X-100مگن  انجام شد. می 

  O2MWCNT/Hلیتر در دقیقه ،    4.0و    3.0،    2.0پایدار کرد. در سرعت جریان    MWCNT 0.5: 1به    Triton X-100روز در سیال پایه با نسبت    28نانوذرات را به مدت  

 0.2لیتر در دقیقه در    3درصد وزنی استفاده می شود. این آزمایش در شرایط عملیاتی در فضای باز انجام می شود. با    0.3درصد و    0.2درصد ،    0.1لظت های ذره ای  در سه غ

توسعه یافته   PTCی در مورد تجاری سازی  درصد بیشتر از آب است. یافته ها اطلاعات مهم  22حداکثر بازده حرارتی را بدست می آورد که    MWCNT، نانوسیال    ٪وزنی.  
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A B S T R A C T  
 

 

In this paper, we will be interested in studying a system consisting of a wind turbine operating at 
variable wind speed, and a two-feed asynchronous machine (DFIG) connected to the grid by the stator 

and fed by a transducer at the side of the rotor. The conductors are separately controlled for active and 

reactive power flow between the stator (DFIG) and the grid. The proposed controllers generate 
reference voltages for the rotor to ensure that the active and reactive power reaches the required 

reference values, to ensure effective tracking of the optimum operating point and obtaining the 

maximum electrical power output. Dynamic analysis of the system is performed under the variable 
wind speed. This analysis is based on active and reactive energy control. The new work in this paper is 

to introduce theories of genetic algorithms into the control strategy used in the switching chain of wind 

turbines, to improve performance and efficiency. Simulation results applied to genetic algorithms give 
greater efficiency, impressive results, and stability to wind turbine systems compared to classic PI 

regulators. Then, artificial intelligent controls, such as genetic algorithms control, are applied. Results 

obtained, in Matlab/Simulink environment, show the efficiency of this proposed unit.   

 doi: 10.5829/ije.2022.35.01a.11 
 

 

NOMENCLATURE 

θsl 
Angle between the phase axis of the first stator winding and 
the rotor axis (rad)  

Caer-
estimated 

Estimated aerodynamic torque (N.m) 

θs 
Angle between the axis of the first phase of the stator 

winding and the d axis (rad)  
Qs-ref The reactive power at the reference stator (VAR)  

θr 
Angle between the axis of the first phase of the rotor and the 

d axis (rad)  
Ps-ref The active power at the reference stator (W)  

ws Electric stator pulse (rad/s)  Qs-meas The reactive power at the measured stator (VAR)  

Caer Wind turbine aerodynamic torque (N.m)  Ps-meas The active power at the measured stator (W)  

Cp Wind turbine power coefficient  Cem-ref Electromagnetic torque reference (N.m)  

Ωturbine_estimated Estimated mechanical speed of the turbine (rad/s)  Vestimated Estimated wind speed (m/s)  

B(BITA) Turbine blade pitch angle (rad)  λ Relative wind speed (m/s)  

g Slip  S Area swept by the wind turbine rotor (m2)  

Ωmec Mechanical speed (rad/s)  PL Active line power (W)  

R Turbine radius (m)  QL Line reactive power (VAR)  

Vdc DC bus voltage (V)  Tt The turbine torque (N.m) 

λopt Optimal speed ratio (m/s) fr Rotor feed frequency (Hz) 

G Multiplier gain  Greek Symbols 

wr Electric rotor pulsation (rad/s)  
 Air density at 15 ° C (kg/m3)  

Ird , Irq Rotor current along the d axis, q (A)  Abbreviations 

 stator flux (Wb)  MPPT Maximum Power Point Tracking 

Ps Active stator power (W)  DFIG Doubly-fed induction generator 

Qs Reactive stator power (VAR)  PWM Acronyme Pulse with modulation 

Sr Apparent rotor power (VA)  RSC Rotor side converter  

*Corresponding Author Email: abdelhafid-guediri@univ-eloued.dz (A. 

Guediri) 
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Cem Electromagnetic torque (N.m)  LSC Line side converter 

Ss Apparent stator power (VA)  PI Proportional Integral 

wt Turbine speed (rad/s) ref Index indicating the reference (the setpoint)  

Pr Active rotor power (W)  DC/AC Direct Current/Alternative Current 

Qr Reactive rotor power (VAR)  THD Total Harmonic Distortion 

Vs Stator voltage vector (V)  GA Genetic algorithm 

 
1. INTRODUCTION 
 

Wind energy is one of the most promising sources of 

renewable energies in the world, and this is mainly due 

to the reduction of environmental pollution resulting 

from classical power plants, as well as the dependence 

on fossil fuels with limited reserves [1]. Electric power 

generated from wind power plants is the fastest 

developing and most promising renewable energy 

source. The environmental degradation of air is one of 

the major problems that prompted authorities around the 

world to take a set of measures to reduce emissions of 

pollutants. To adapt to these new restrictions, 

environmentally friendly energy such as wind energy 

has been promoted, as many wind plants have been 

established in the world and are the only inexpensive 

and  capable of mass production.                  

The optimization procedure is a technique of great 

importance for dealing with decision-making problems. 

It has grown significantly with the great development of 

computer systems technologies in terms of processing 

capacity and speed [2]. In fact, optimization seeks to 

improve performance by approaching one (or more) 

ideal point among many possible points or solutions 

based on criteria dictated by the specifications of the 

systems considered. It is one of the most important 

branches of modern applied mathematics, and a lot of 

practical and theoretical research has been devoted to it. 

Parvane et al. [3] investigated on theory includes the 

quantitative study of optimzation methods by genetic 

algorithm. The solution to an optimization problem 

involves exploring the search space in order to 

maximize (or reduce) a particular function. The relative 

complexities (in size or structure) of the search space 

and functionality to be optimized lead to the use of 

radically different accuracy methods [4]. Optimization 

methods can be categorized in different ways; 

Deterministic and non-deterministic methods (also 

called stochastic or stochastic research methods), the 

choice of this or that method depends on the system to 

be studied and its complexity [5]. Deterministic 

methods are characterized by their simplicity and speed. 

They used in the case when the system to be improved 

has a simple structure. But the main drawback of these 

methods is that this simplicity decreases as the number 

of variables to be optimized increases and the system 

becomes complex.  

Under these conditions, the solution can converge 

towards local solutions [6]. While stochastic methods 

are more efficient and effective methods, they use 

stochastic processes based on stochastic exploration of 

the space of possible solutions [7]. Among the latter, we 

found the genetic algorithm, which represents a rather 

rich and interesting family of stochastic optimization 

algorithms. It was inspired by the concepts of evolution 

and natural selection. Thanks to probabilistic research 

based on the mechanism of natural selection and 

genetics, genetic algorithms are highly effective and 

powerful in a general set of problems. The genetic 

algorithm maintains a set of encoded solutions, and 

guides this set towards the optimal solution [8]. In fact, 

to find an optimal solution to a problem in a complex 

space, it is necessary to find a compromise between two 

goals: exploring better solutions and powerful 

exploitation of the search space. Analytical studies have 

shown that genetic algorithms optimally manage this 

trade-off [9]. This article aims to present the theoretical 

foundations of genetic algorithms. Next, we will discuss 

their request to improve the parameters of the two 

regulators that were previously used for DFIG speed 

modulation.                                                                        

The main contribution of this paper has been 

summarized as follows:  

• Study of a system consisting of a variable wind 

speed wind turbine and an asynchronous du-al-feed 

machine (DFIG) connected to the grid by a stator 

and fed by a transducer. 

• The response of the system was verified by 

applying the proposed regulator in terms of its 

effectiveness towards the active and reactive power. 

• Improvement in the results obtained through 

previous published works, in terms of response 

time, accuracy, low error, and stability. 
 

 
2. MAXIMIZATION OF POWER WITHOUT SPEED 
CONTROL  
 

The control model is based on the assumption that the 

wind speed is slightly different at a steady state. In this 

case, we get [10]: 

 
(1) 

With: 

 
(2) 

where 𝑤t represents the rotational speed of the wind 

turbine. Figure 1 Shows a typical relationship between 
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Time(s) 

Time(s) 

the power coefficient Cp and the tip-speed ratio. It 

should be noted that there is a value of λ to ensure a 

maximum of Cp. Thus, it can be stated that, for a 

specified wind velocity, there is a turbine rotational 

speed value that allows capturing the maximum 

mechanical power attainable from the wind, and this is, 

precisely, the turbine speed to be followed [11]. 

We set the speed ratio to the value  which 

corresponds to the maximum power factor  and 

by adding the above equations, we will obtain the 

reference torque that is directly proportional to the 

square of the generator speed [12]. 

 
(3) 

Figure 2 represents the diagram and the model of 

maximization of the power extracted without speed 

control. 

By neglecting losses of electrical origin, the 

electrical power becomes equal to the electromagnetic 

power defined by  This power (reference 

power) will be counted negatively because it is opposed 

to the aerodynamic power to respect the receiver 

convention of the assembly [13]. When these two 

powers are equal, the wind turbine rotates at a constant 

speed. 

 

 

 
Figure 1. Typical power coefficient versus tip-speed-ratio 

curve 
 

 

 
Figure 2. Power maximization block diagram extracted    

without speed control 
 

 

 
 

Figure 3. Mechanical speed (tr/min) 

 

 

 
 

Figure 4. Electric power (N.m) 

 
 

3. ACTIVE AND REACTIVE POWER CONTROL OF 
DFIG 
 

The active and reactive power at grid terminals or the 

voltage is controlled by the reactive current flowing in 

the rotor converter.  When the wind turbine is operated 

in vary regulation mode the reactive power at grid 

terminals is kept constant by a vary regulator. The 

output of the voltage regulator or varied regulator is the 

referenced-axis current that must be injected into the 

rotor by the rotor converter. The same current regulator 

as for the power control is used to regulate the actual 

direct rotor current of positive-sequence current to its 

reference value [14]. 

 

 

 
Figure 5. Powers exchange between DFIG, Converters and 

grid 
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The rotor side converter ensures a decoupled active 

and reactive stator power control, Ps and Qs, according 

to the reference torque delivered by the Maximum 

Power Point Tracking control (MPPT). The grid side 

converter controls the power flow exchange with the 

grid via the rotor, by maintaining the DC bus at a 

constant voltage level and by imposing the reactive 

power [15]. The active and reactive power control 

equations are given below [16]: 

 
(4) 

The active and reactive forces are shown using the 

following equations [17]:  

 

(5) 

 

 

4. ARITHMETIC CROSSING (BARYCENTRIC) 
 

This technique was developed by "Michalewicz". For 

this type of crossing, we choose exchange positions 

randomly, then arithmetic means weighted by a 

coefficient a. When this operation is applied to two 

parents 𝐶1 (𝑖) and 𝐶2 (𝑖), two children (offspring) 𝐸1 (𝑖) 
and 𝐸2 (𝑖) are generated, such as [18]: 

 
(6) 

In the case of a uniform arithmetic crossing, the value of 

a is a constant chosen by the user, on the other hand, if 

the value of a is generated randomly in the interval of [-

0.5; 1.5], then we are in the case of a non-uniform 

arithmetic crossing. The following figure illustrates an 

example of the application of this type of crossing [19]: 

According to this figure, the two new third genes were 

born by: 

 
(7) 

 

 

 
Figure 6. The arithmetic crossover 

5. UNIFORM MUTATION 
 

For each gene that mutates, we take two numbers 𝜏 and 

𝑟. The first can take the values +1 for a positive change 

and -1 for a negative change. The second is a generated 

number randomly in the interval [0 1]. It determines the 

magnitude of the change. In these conditions, the gene 

𝐶𝑖 ′ which replaces the mutated gene 𝐶𝑖 is calculated 

from one of the two following relationships [20]: 

 

(8) 

here 𝐶𝑚𝑎𝑥, 𝐶𝑚𝑖𝑛 denote the lower and higher limits of the 

price of the parameter 𝐶𝑖, respectively; and 𝐺𝐹≤𝐺𝑇 

represents the era for which the amplitude of the 

mutation cancels out. 

 

 

 

6. OPTIMIZATION PROCEDURE FOR THE TWO 
REGULATORS 
 
The optimization method is a hybrid algorithm that 

consists of a genetic set of rules blended with a local 

search method (Gradient or Simplex) and which acts at 

the parameters of the regulator [21]. The following 

Figure illustrates the diagram of this method. 

The procedure for optimizing regulator parameters 

summarized by using the following steps [22]: 

• An initial offspring was born randomly. 

•  Evaluate this offspring. 

• Apply genetic operators (selection, crossing, 

mutation). 

• Evaluate the sort of the new offspring created 

through genetic operators. 

• Repeat the process for a given variety of offsprings. 

• Choose the best character from the new offspring. 

• Use a nearby seek approach (gradient or simplex) to 

finalize the optimization operation achieved by 

using the genetic algorithm. 

 

 

 

 
Figure 7. Principle of optimization using a genetic gradient or 

simplex algorithm 
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7. OPTIMIZATION OF THE CLASSIC PI 
REGULATOR 
 
The optimization of this regulator is executed with the 

aid of a hybrid genetic set of the simplex rules by using 

the method of ″Gatool″ window which has been evolved 

by Matlab. Here are the parameters of the algorithm 

used [23]: 

• Size of the offspring T = 20 

• Selection using roulette. 

• Multiple crossing with a chance 𝑝𝑐 = 0.8. 

• Uniform mutation with opportunity 𝑝𝑚 = 0.01. 

• Number of offspring N = 49. 

• Hybridization technique: simplex. 

 

 

8. SIMULATION RESULTS 
 
To be able to show the usefulness of the optimization of 

classical PI gains through the genetic algorithm mixed 

with the simplex method, we executed out the same 

simulation steps supplied in this paper. From the 

simulation results obtained, we can observe the 

improvement in dynamic overall performance. The 

consequences of the simulation mentioned in the genetic 

algorithm manipulating the wind electric machine 

depend mainly on DFIG to supply the grid with 

electricity in Figure 8; where we observed a marked 

improvement on the dynamic level compared to the PI 

regulators: 

Figure 9 represents the evolution of the continuous 

vector voltage, which shows the following:  

• The DC bus voltage reaches the set point, which is 

514.6 V in a shorter response time, with no 

overshoot.   

• The shape of the DC vector voltage is smoother, 

which has the advantage of changing the wind 

speed.  

 

 

 
Figure 8. Global block diagram of the command of the 

genetic algorithm based on DFIG 
 

 
Figure 9. DC bus voltage (V) 

 

 

For the robustness tests of the control by genetic 

algorithm regulator, we studied the influence of the 

variation of the rotor resistance, own inductance and 

mutual on the performance of the control. The 

simulation results of our wind power system (Turbine + 

DFIG) controlled by genetic algorithm regulator. 

The starting is no-load then a reference active power 

is applied: 

• Between t = 0.2s and t = 0.6 s negative scale 

(Pref = -20000W). 

• Between t = 0.6s and t = 1s (Pref = - 10000W); 

Reactive power: between t = 0 s and t = 1 s step (Qref = 

0 var). 

The figures below show the performance of the 

reactive and active stator power PI- genetic algorithm 

control applied to the DFIG.  

Figures10 and 11 illustrate the responses of the 

system with the genetic algorithm controller. In general, 

it can be seen that the power steps are followed by the 

generator for both active and reactive power. However, 

we observe that the effect of the coupling appears on 

one of the two powers when changing the setpoint of the 

other power.  

We can demonstrate the performance of these 

regulator in both transient and steady state using the 

following criteria: 

• Maximum error (overshoot). 

• The recovery or stabilization time (the response 

time).  

• The residual error (the static error). 

The forward and quadratic components of the rotor 

current are shown in Figure 12 illustrate the control 

error of ird and irq. From these curves, we see that: - PI 

regulator maintain rotor currents at their respective 

references imposed by stator voltage regulation; - a 

reduction in the load induces a reduction in the rotor 

current; - the error in checking ird and irq is practically 

zero. The result obtained are illustrated in Figure 13 

shows that the electromagnetic coulpe perfectly 

followed its benchmark with good dynamic 

performance, less oscillation and overshoot. 
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Moreover, the result  in Figures 14 and15 illustrate 

the simulation results of the stator currents along the d 

and q axis and the three-phase stator currents generated 

by al DFIG are proportional to the active power 

supplied. The waveform of the current is almost 

sinusoidal for both stator current, which means good 

quality of power supplied to the grid. Figures 16 and 17 

illustrate the simulation results of the stator current 

voltages at the terminals of the DFIG and the control 

voltages of the rotor, the latter were obtained by a 

voltage inverter controlled by the genetic algorithm and 

which uses MLI technique. This approach shows the 

waveform of the stator voltage and current. We can 

notice that the stator voltage is equal to that of the grid, 

while the waveform of the current is related to that of 

the active power and the reactive power.  

The genetic algorithm regulator do not generate any 

overshoot, particularly at transient. For the other  

 
 

 
Figure 10. Active power stator (W) 

 

 

 
Figure 11. Reactive power stator (VAR) 

 

 

 
Figure 12. Direct currents and rotor quadrature(A) 

 
Figure 13. Electromagnetic torque (N.m) 

 

 

 
Figure 14. Direct currents and stator quadrature(A) 

 

 

 
Figure 15. Rotary three-phase current (A) 

 

 

 
Figure 16. The stator current and voltage (V) 

 
 

performances, they are almost similar to that of the PI 

regulator.    

The regulation by genetic algorithm control shows 

excellence through the effective rejection of the effects 

of the disturbances from which the authorities trace their 

references completely.         
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Figure 17. The stator current (A) 

 

 

9. COMPARE SEARCH RESULTS WITH 
GRAPHICALLY RELEVANT REFERENCES 
 

In order to measure the performance of the synthesized 

genetic algorithm controller and compare them with 

those of the conventional regulator, evaluation criteria 

must be defined . These criteria must take into account 

both the maximum amplitude of the regulator error and 

the time required for the system to return to the setpoint 

after a disturbance or to reach a new reference.  

Tuning by genetic algorithm may override tuning by 

(PI) with respect to the quality of the dynamic response 

of the system. Indeed, the latter further reduces the 

response time by producing a limited overshoot 

accompanied by weak oscillations around the setpoint in 

steady state, the precision is not as good as that of a 

regulator (PI) where the integral action eliminates the 

static error, this then suggests the combination of the 

two types of regulators .  

• A genetic algorithm regulator: for the transient 

regime.  

• A regulator (PI): for the steady state.  

The major drawback of genetic algorithms 

regulators is the matching of gains ensuring system 

stability. In addition, the order is calculated only from 

the two values: the error and the variation of the error.  

The genetic algorithm applied in this article has been 

proven to be very effective compared to the results 

published in Indonesia Journal of Electrical Engineering 

and Computer Science under the title Optimization of PI 

Controller Using Genetic Algorithm for Wind Turbine 

Application as well as in the International Journal of       

System Assurance engineering and Management under 

the title of fuzzy modeling and control of a wind power 

system based on a dual-feed asynchronous machine to 

supply power to the electric grid. The following points 

are stated as:                                                                           

• Response time 

• Precision 

• The error 

• Quality 

• Stability 

• Exceeding 

• Total Harmonic Distortion (THD) 

• Sinusoidal. 
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Figure 18. Active power stator (W) 
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Figure 19. Reactive power stator (VAR) 
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Figure 20. Direct currents and rotor quadrature(A) 
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Figure 21. Direct currents and stator quadrature(A) 
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10. CONCLUSION 
 

In this paper, we proposed a fuzzy logic controller and 

an active and reactive gene algorithm connected to a 

stator network (DFIG). Genetic algorithm efficacy 

tested under different operating conditions, 

demonstrating optimization and efficiency in terms of 

duns against changing rotor resistance, insensitivity to 

torque disturbance, re-reducing response time, accuracy, 

speed or overtaking, large overrun reduction at start-up, 

and avoiding peak activity power, reduced power 

ripples and improved THD, as well as faster dynamics 

with little stability error in all dynamic operating 

conditions. The simulation results showed good control 

behavior oriented towards better performance of the 

proposed controller. 

 
 
11. APPENDIX 
 

TABLE 1. Parameters of 1.5 MW DFIG 

Symbol Parameters Value 

R                   Blade radius 35.25m 

N                Number of blades 3 

G                    Gearbox ratio 90 

J                 Moment of inertia 1000 Kg.m2 

fv        Viscous friction coefficient 0.0024 N.m.s-1 

V                   Nominal wind speed 16 m/s 

Vd                  Cut-in wind speed 4 m/s 

Vm                 Cut-out wind speed 25 m/s 

 

 
TABLE 2. Parameters of Turbine 

Symbol Parameters Value 

Pn Rated Power 1.5 MW 

Vs Stator Voltage 300 V 

Fs Stator Frequency 50 Hz 

Rs Stator Resistance 0.012 Ω 

Ls           Stator Leackage Inductance 0.0205H 

Rr                   Rotor Resistance 0.021Ω 

Lr           Rotor Leakage Inductance 0.0204H 

M                 Mutual Inductance 0.0169H 

P                    Pairs of poles number 2 

J                     Rotor inertia 1000 Kg.m2 
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Persian Abstract 

 چکیده 
علاقه مند خواهیم بود که توسط استاتور به   (DFIG) متشکل از یک توربین بادی با سرعت متغیر باد و یک ماشین ناهمزمان دو تغذیه  به مطالعه یک سیستمدر این مقاله ، ما  

و شبکه کنترل می شوند.  (DFIG) تاتوریان قدرت فعال و راکتیو بین اسبدل در کنار آن تغذیه می شود. روتور هادی ها به طور جداگانه برای جرشبکه متصل شده و توسط یک م

رسد ، برای اطمینان از   د نیاز میورکنترل کننده های پیشنهادی ولتاژهای مرجع را برای روتور ایجاد می کنند تا اطمینان حاصل شود که قدرت فعال و راکتیو به مقادیر مرجع م

ل دینامیکی سیستم تحت سرعت متغیر باد انجام می شود. این تجزیه و تحلیل بر اساس کنترل  لکتریکی. تحلیردیابی موثر نقطه بهینه عملکرد و دستیابی به حداکثر توان خروجی ا

الگوریتم های ژنتیک در استراتژی کنترل مورد استفاده در زنجیره سوئیچ توربین های بادی ، برای  انرژی فعال و واکنش پذیر است. کار جدید در این مقاله معرفی نظریه های  

، کارآیی ، نتایج چشمگیر و پایداری  PI است. نتایج شبیه سازی اعمال شده بر روی الگوریتم های ژنتیک در مقایسه با تنظیم کننده های کلاسیک  مناسب  اییعملکرد و کار  بهبود

را    سیستم های بادی  الگوریتم های ژنتیک ،  نشان  توربین  مانند کنترل   ، ، در محیطاعمال می شوندمی دهد. سپس ، کنترل های مصنوعی هوشمند  نتایج به دست آمده  به   . 

Matlab/Simulink  رد.اراندمان موثر د ژنتیکی الگوریتم ، نشان می دهد که 

https://doi.org/10.1007/s42835-020-00440-7
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A B S T R A C T  
 

 

Human activity recognition has been a popular research topic in recent years. The rapid development of 
deep learning techniques has greatly helped researchers to achieve success in this field. But the 

researchers usually over look the distribution of features in the coordinate space despite its significant 

effect on the convergence status of network and classification of activities. This paper proposes a 
combined method based on fuzzy centralized coordinate learning (FCCL) and a hybrid loss function to 

overcome the explained constraint. The FCCL induces features to be dispersedly spanned across all 

quadrants of the coordinate space. For this reason, the angle between the feature vectors of the activity 
classes increases significantly. Furthermore, a hybrid loss function is presented to increase the 

discriminative power of the proposed method. Our experiments were carried out on the opportunity and 

the PAMAP2 datasets. The proposed method has been compared with six machine learning and three 
deep learning methods for activity recognition. Experimental results showed that the proposed method 

outperformed all of the comparative methods due to identifying discriminative features. The proposed 

method successfully enhanced the average accuracy by 17.01% and 3.96% on the PAMAP2 and 
opportunity datasets, respectively, compared to the deep learning methods. 

doi: 10.5829/ije.2022.35.01a.12 
 

 

NOMENCLATURE 

𝑃𝑘 predicted posterior probability(k-th class) 𝑆𝑜(𝑥1. 𝑥2) cosine similarity of the two feature vectors 

𝜇𝑢 mean of 𝑢 𝜃𝑦𝑖.𝑖 intersection angle between 
𝑤

||𝑤||
  and  𝜗(𝑥) 

𝜎𝑢
2 variance of 𝑢 𝛽 Balance parameter 

Γ( ) gamma function τ adaptive parameter 

𝐷 degree of freedom 𝐿𝑠𝑜𝑓𝑡𝑚𝑎𝑥 Soft-Max loss function 

𝛾1 , 𝛾2  fuzzy decay factors 𝐿𝑆𝐴𝐴𝑀 Simple adaptive angular margine loss function 

𝑜𝑏 mean vector produced by the current mini batch ∆𝑂 difference between the old mean vector and 𝑜𝑏 

𝜎𝑏 standard deviation vector produced by the current mini batch ∆σ 
difference between the old standard deviation vector 

and 𝜎𝑏 

 
1. INTRODUCTION1 
 
Human activity recognition (HAR) is a field of study to 

identify and analyze the activities performed by a person 

(or persons). Today, the HAR methods are widely used 

in various areas, including the healthcare [1-2], smart 

cities [3], and affordable mobile devices [4]. Machine 

learning algorithms and deep learning methods are the 

most common and popular methods widely used in HAR. 

 

* Corresponding Author Institutional Email: m_tabari@baboliau.ac.ir 

(M. Yadollahzadeh Tabari) 

HAR still faces two issues: 1) How to extract 

discriminative features from raw data, and 2) How to 

apply discriminative loss functions in feature 

classification. 

The top well-known methods in the machine learning 

algorithms include the k-Nearest Neighbor (k-NN) 

algorithm [5], Artificial Neural Networks (ANN), 

Support Vector Machine (SVM) [6], the Random Forest 

(RF) [7], Decision Tree (DT), and Naive Bayes (NB) [8]. 
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Bustoni et al. [9] compared the recognition performance 

of SVM, k-NN, and Random Forest machine learning 

algorithms on HAR. Their results showed that the highest 

accuracy and recall were achieved by the SVM method 

with Support Vector Classifier (SVC) and Radial Basis 

Function (RBF) kernels, which are 87 and 85%, 

respectively. The drawback of these methods is that they 

use hand-crafted features that rely heavily on human 

experience or knowledge. 

In contrast to machine learning algorithms with 

shallow statistical features, deep learning methods 

include high-level and meaningful features and have 

achieved good performance in HAR [10-14]. Various 

deep learning-based techniques, such as AutoEncoders 

(AEs), convolutional neural networks (CNNs), recurrent 

neural networks (RNNs), have successfully been used in 

HAR [1, 11-12]. Panwar et al. [15] designed a CNN 

model to recognize three fundamental movements of the 

human forearm using a single wrist-worn accelerometer 

sensor. Their results showed that the CNN model 

outperformed SVM and K-means because it 

automatically extracts the high-level features. The 

limitation of the CNN model is that it ignores the 

temporal dependencies within the data [11, 16].  

In recent articles, researchers have extensively 

employed hybrid networks that benefit from the 

advantages of different networks [1]. Javier et al. [17] 

proposed a hybrid method for HAR based on 

convolutional and Long Short-Term Memory recurrent 

(LSTM) networks called Deep ConvLSTM. The Deep 

ConvLSTM method consists of convolutional, recurrent, 

and Soft-Max layers. This method achieved an F1-score 

69% performance using only signals obtained from 

accelerometers on the OPPORTUNITY dataset. This 

value was improved by 20% using signals acquired from 

accelerometers, gyroscopes, and magnetic sensors. The 

low efficiency of this method is due to the Soft-Max Loss 

which cannot obtain discriminative features for activity 

recognition [18]. In litertaure [19], a hybrid method, 

called CNN-LSTM-ELM, was proposed, which used 

ELM in the last layer for classification purposes. This 

method achieved an F1-score of 90.8% on the 

OPPORTUNITY dataset. The limitation of this method 

is the high sensitivity to hidden nodes [20]. 

Recently, the combination of the margin-based loss 

with deep learning methods has led to acquiring 

discriminative features and successful results in face 

recognition [21-22]. Zhang et al. [23] proposed a new 

learning method called centralized coordinate learning 

(CCL) to identify differential features in facial 

recognition. They conducted experiments on six datasets: 

LFW [24], CACD [25], SLLFW [26], CALFW [27], 

YouTube Face [28], and MegaFace [29]. The accuracy 

level reached 99.4%  accuracy on the LFW dataset.  

A combined method is presented in this paper to solve 

the limits mentioned in the recent HAR methods. This 

combined method is based on fuzzy centralized 

coordinate learning (FCCL) and a hybrid loss function. 

The proposed FCCL method dispersedly spans the 

features in the coordinate space to increase the angle 

between different activity classes. The hybrid loss 

function classifies the obtained discriminative features 

with high accuracy, and its contributions are as follows: 

1. we present the FCCL to learn the discriminative 

features, which increase intra-class compactness and 

inter-class diversity in activity classes. 

2. Using a new loss function called the hybrid loss for 

enhancing the separability of different activity classes. 

This article is organized as follows: in Section 2, the 

architecture of the proposed method has been expressed 

for the accurate identification of human activity. Two 

used datasets, the performance metrics, and experimental 

settings are introduced in Section 3. Finally, in Section 4, 

the experiments and results are discussed. 

 

 
2. PROPOSED METHOD 

 
This research has attempted to overcome the limitations 

mentioned in the previous section by presenting a 

combined method based on the FCCL and a hybrid loss 

function. Figure 1 presents a workflow of the proposed 

method. According to this figure, the first step in the 

proposed method is to receive raw data from wearable 

sensors. Many HAR methods [10-11, 30] have used 

statistical features such as symbolic representation [31], 

statistics of raw data, and transform coding [32]; 

however, they have overlooked the short-term and long-

term temporal dependencies between the features. To 

solve this problem, we use a combination of the CNN and 

LSTM networks to extract the features, shown in Figure 

2. In the second step, we presented the FCCL to learn 

discriminative features which improve intra-class 

compactness and inter-class diversity. Finally, according 

to  Figure 2, a hybrid loss function is proposed to improve 

the separability of different activity classes. In the 

following, the proposed method is described in detail. 

 
2. 1. Feature Extraction Using the Hybrid Deep 
Learning Method            An essential step in HAR is to 

extract high-level features from time-series data. Deep 

neural networks (DNNs) can be proposed to extract 

meaningful features. Most researchers use CNN to 

recognize human activities with wearable sensors [33]. 

The main layers used in deep convolution networks are 

the convolution, the max-pooling, and the fully 

connected layers. In the convolution layer, filters are used 

to represent an abstract of the input data [34]. CNNs 

automatically learn the local and short-term features of 

time series data but ignore temporal dependencies within 

data [11]. The LSTM is a type of DNNs that extracts 

temporal dependencies within data and widely combines 

with CCNs. The advantage of LSTM is the ability to 

learn 
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Figure 1. Basic block diagram of the work in this research 
 

 

 
Figure 2. The architecture of the proposed method; 𝑥 and 𝑤 are the feature and classification vectors, respectively. 𝜌( ) and 

𝜗( ) are transformation functions on parameters 𝑤 and 𝑥, respectively 

 

 

long-term dependency, which is not possible by recurrent 

neural networks [35]. The present study  uses a hybrid 

deep learning method based on CNN and LSTM 

networks to take advantage of both, in which the output 

of the last convolutional layer feeds into the LSTM layer. 

According to Figure 2, three convolutional layers and 

two LSTM layers are used for feature extraction. 

 

2. 2. Fuzzy Centrolized Coordinate Learning         

Soft-Max loss [18] is a standard multiclass classification 

loss function in DNN. Soft-Max loss projects an input 

feature into a probability distribution [39]. The Soft-Max 

loss is defined as: 

𝑃𝑘 =
exp (𝑍𝑘)

∑ exp (𝑍𝑗)𝐾
𝑗=1

  (1) 

𝑍𝑗 = 𝑤𝑗
𝑇𝑥 + 𝑏𝑗   (2) 

where 𝑃𝑘 is the predicted posterior probability for the k-

th class, 𝑥  is the extracted feature at the last layer of the 

hybrid deep learning method, 𝑤𝑗  and 𝑏𝑗  are classification 

vector, and the bias belonging to 𝑗-th class, respectively. 

According to Equation (2), the features 𝑥 and the 

classification vectors 𝑤𝑗  are parameters learned in the 

training step. Proper formulation of features 𝑥 and the 

classification vectors 𝑤 greatly affects the network 

convergence [23]. An appropriate formulation of 𝑤 

reduces the classification gap between the training and 

test steps. The efficient formulation of 𝑥 can increase the 

angle between feature vectors related to different classes. 

For that reason, two functions 𝜌( ) and 𝜗( ) on parameters 

𝑤 and 𝑥, respectively, are used during the CCL for more 

effective network training [23]. In addition, we set 𝑏𝑗 to 

0 for simplicity. With considering the two functions 𝜌( ) 

and 𝜗( ), Equation (2) is rewritten as follows: 

 

𝑍 = 𝜌(𝑤)𝑇𝜗(𝑥) (3) 

Based on the previous research [23], 𝜌(𝑤)  is set to 
𝑤

||𝑤||
. 

According to Equations (1) and (2), 𝜗(𝑥) will 

significantly affect the predicted posterior probability of 

a class (𝑃𝑘) and the final output of the deep network. If 

|| 𝜗(𝑥)|| is small, the predicted posterior probability of all 

samples will be similar so that the loss function will be 

less discriminative between activities of different classes. 

Once || 𝜗(𝑥)|| is large, the probabilities may vary much 

and cause instability in the learning of the deep network. 

Hence, this function should be formulated to separate the 

feature vectors of different classes by large angles. 

Therefore, in this article, the extracted features are 

spanned across all quadrants of the coordinate space 

using the FCCL method. For each dimension 𝑖 of the 

feature vector 𝑥, 𝜗(𝑥𝑖) is defined as follows [23]: 

Sensor data Feature extraction 
Determination of 

discriminative features Classification 

•Using the hybrid loss 
function 

•Using the CNN and 
LSTM networks 

•Raw data received 
from wearable sensors 

•Separation of features 
related to different activities 
using the FCCL method 
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𝜗(𝑥𝑖) =
𝑥(𝑖)−𝑜(𝑖)

𝜎(𝑖)
  (4) 

where 𝑜 = 𝐸[𝑥]   is the mean vector of 𝑥, and 𝜎(𝑖)   is the 

standard deviation of  𝑥(𝑖). To simplify the analysis, we 

use the 𝐿2 norm of  𝜗(𝑥𝑖), i.e., ||𝜗(𝑥)||. 

𝑢 = ||𝜗(𝑥)|| = √∑ (𝜗(𝑥(𝑗)))
2

𝐷
𝑗=1   (5) 

The mean and variance of 𝑢 are formulated as follows: 

𝜇𝑢 = 𝐸[𝑢] = √2 
Γ(

𝐷+1

2
)

Γ(
𝐷

2
)

  (6) 

𝜎𝑢
2 = 𝐷 − 𝜇𝑢

2  (7) 

The  Γ( ) is a Gamma function and the values of  𝜇𝑢  and 

 𝜎𝑢
2 are determined according to the degree of freedom 𝐷. 

According to the experiments performed by Zhang et al., 

the best rational choice for 𝐷 is 374 [23]. The origin 

vector (𝑜) and the standard deviation (σ), which are two 

key factors in the function 𝜗(x), are learned during deep 

neural network training. In the following, an example is 

given to illustrate how 𝑜 affects the function  𝜗(𝑥). The 

cosine similarity of the two feature vectors 𝑥1 and 𝑥2 is 

formulated in Equation (8), by taking 𝑜 as the coordinate 

origin. 

𝑆𝑜(𝑥1. 𝑥2) =
(𝑥1−𝑜)𝑇 (𝑥2−𝑜)

||𝑥1−𝑜|| ||𝑥2−𝑜||
  (8) 

According to Equation (8), 𝑜 affects the similarity 

between 𝑥1 and 𝑥2. For example, if 𝑥1= [0.1, 0.1, 0.1], 

𝑥2= [0.1, 0.2, 0.1], and 𝑜 = [0, 0, 0], the intersection angle 

between 𝑥1 and 𝑥2 is 19.6o and 𝑆𝑜(𝑥1, 𝑥2) = 0.942. If the 

origin vector shifts to [-0.03, -0.03, -0.03], then the 

intersection angle is 16.26 o and 𝑆𝑜(𝑥1. 𝑥2) = 0.96. 

According to the example above, if the origin vector 𝑜 

moves a little, the angle and similarity between the 

feature vectors are greatly affected. Therefore, the values 

of 𝑜 and σ in each update should not change much during 

DNN training. For that reason, in this article, the fuzzy 

decay factors of 𝛾1 and  𝛾2  are proposed to determine the 

appropriate balance between the new and old values of 𝑜 

and σ, respectively.  The parameters σ 𝑎𝑛𝑑  𝑜 are updated 

with decay factors as follows: 

𝑜𝑛𝑒𝑤 = 𝛾1 𝑜𝑜𝑙𝑑 + (1 − 𝛾1 )𝑜𝑏   (9) 

𝜎𝑛𝑒𝑤 = 𝛾2 𝜎𝑜𝑙𝑑 + (1 − 𝛾2 )𝜎𝑏  (10) 

where 𝑜𝑏  and 𝜎𝑏 are the mean and standard deviation 

vectors produced by the current mini batch. In  the 

previously conducted research [23], 𝛾1 and  𝛾2   were set 

to 0.99, but in the present article, the exact value of these 

variables is determined in a fuzzy way. For this purpose, 

we used the variables ∆𝑂 and  ∆σ  . Equations (11) and 

(12) show the values of ∆𝑂 and  ∆σ. 

∆𝑂 = ||𝑜𝑜𝑙𝑑 − 𝑜𝑏||  (11) 

∆σ = ||𝜎𝑜𝑙𝑑 − 𝜎𝑏|| (12) 

In the following, a fuzzy system is presented to determine 

the fuzzy value of 𝛾1  based on the variable ∆𝑂. In a 

similar way, the value of 𝛾2  in Equation (10) is 

determined by a fuzzy system based on variable △σ. 

Figure 3 shows the structure of the fuzzy system to find 

the appropriate value of 𝛾1 . As can be seen in this figure, 

the input of this system is the fuzzy values corresponding 

to the variable ∆𝑂. The fuzzy sets of input variable ∆𝑂 

are illustrated in Figure 4. These fuzzy sets are based on 

the Gaussian membership function.  

The fuzzy sets of input and the competitive fuzzy 

rules in Table 1 are obtained by performing different 

experiments on the PAMAP2 and OPPORTUNITY 

datasets. As shown in Figure 4, we use five fuzzy sets for 

the variable ∆𝑂. The value of 𝛾1 is set based on the 

membership value of ∆𝑂 to each of the fuzzy sets. When 

maximum membership value of ∆𝑂 is related to very low 

or low fuzzy sets, we can increase the effectiveness of 𝑜𝑏  

more reliably for updating parameter 𝑜𝑛𝑒𝑤. For this 

reason, 𝛾1 is set by a small value. The range of  𝛾1  is 

[0,0.55] or(0.55,0.67) according to 𝜇𝑣𝑒𝑟𝑦 𝑙𝑜𝑤(∆𝑂) in 

rule1 or  𝜇𝑙𝑜𝑤(∆𝑂) in rules 2 and 3, respectively. 

Similarly, when maximum membership value of ∆𝑂 is 

related to very high or high fuzzy sets, the fuzzy value of 

𝛾1  is increased to prevent creating an unstable state in the 

network and increase the effect of the parameter𝑜𝑜𝑙𝑑 . 

Therefore, the range of 𝛾1  is [0.82,0.96) or 0.99 

according to 𝜇ℎ𝑖𝑔ℎ(∆𝑂)  in rules 6 and 7 or 

𝜇𝑣𝑒𝑟𝑦 ℎ𝑖𝑔ℎ(∆𝑂) in rule 8, respectively. The value of 𝛾2  in 

Equation (10) is determined similarly based on the fuzzy 
 

 

 
Figure 3. The structure of the fuzzy system to find the appropriate value of 𝛾1  
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Figure 4. The fuzzy sets of input variable ∆𝑂 

 

 
TABLE 1. Competitive fuzzy rules 

1- If  (0.45 ≤ 𝜇𝑣𝑒𝑟𝑦 𝑙𝑜𝑤(∆𝑂) ≤ 1) then (𝛾1 = 1 − 𝜇𝑣𝑒𝑟𝑦 𝑙𝑜𝑤(∆𝑂))  

2- If  (0.45 < 𝜇 𝑙𝑜𝑤(∆𝑂) ≤ 1) and (𝜇𝑣𝑒𝑟𝑦 𝑙𝑜𝑤(∆𝑂) < 0.45) then (𝛾1 = 0.51 +
𝜇 𝑙𝑜𝑤(∆𝑂)

10
) 

3- If  (0.45 < 𝜇 𝑙𝑜𝑤(∆𝑂) < 1) and (𝜇𝑚𝑒𝑑𝑖𝑢𝑚(∆𝑂) < 0.45) then (𝛾1 = 0.61 +
1−𝜇 𝑙𝑜𝑤(∆𝑂)

10
) 

4- If  (0.45 ≤ 𝜇 𝑚𝑒𝑑𝑖𝑢𝑚(∆𝑂) ≤ 1) and (𝜇 𝑙𝑜𝑤(∆𝑂) < 0.45)then (𝛾1 = 0.6 +
𝜇 𝑚𝑒𝑑𝑖𝑢𝑚(∆𝑂)

7
)  

5- If  (0.45 < 𝜇 𝑚𝑒𝑑𝑖𝑢𝑚(∆𝑂) < 1) and (𝜇 ℎ𝑖𝑔ℎ(∆𝑂) < 0.45)then (𝛾1 = 0.74 +
1−𝜇 𝑚𝑒𝑑𝑖𝑢𝑚(∆𝑂)

7
)  

6- If  (0.45 ≤ 𝜇 ℎ𝑖𝑔ℎ(∆𝑂) < 1) and (𝜇 𝑚𝑒𝑑𝑖𝑢𝑚(∆𝑂) < 0.45)then (𝛾1 = 0.73 +
𝜇 ℎ𝑖𝑔ℎ(∆𝑂)

5
) 

7- If  (0.8 < 𝜇 ℎ𝑖𝑔ℎ(∆𝑂) ≤ 1) and (𝜇 𝑣𝑒𝑟𝑦 ℎ𝑖𝑔ℎ(∆𝑂) < 0.2)then (𝛾1 = 0.91 +
1−𝜇 ℎ𝑖𝑔ℎ(∆𝑂)

5
) 

8- If  (0.2 ≤ 𝜇 𝑣𝑒𝑟𝑦ℎ𝑖𝑔ℎ(∆𝑂)) then (𝛾1 = 0.99) 

 

 

sets of input variable △σ.  Therefore, these fuzzy values 

(𝛾1 and 𝛾2 ) effectively determine variables 𝑜𝑛𝑒𝑤  and 

𝜎𝑛𝑒𝑤  at each step. 

 

2. 3. Hybrid Loss        Various classification functions 

are used to determine the final output in the last layer of 

deep neural networks. In literature, different 

classification functions have been proposed, but all of 

them have some drawbacks. To provide a more compact 

classification boundary for accurate user activities 

identification for HAR, we presented a combination of 

Soft-Max loss and Simple Adaptive Angular Margin 

(SAAM) loss, called hybrid loss. According to the 

definition of cosine similarity, the Soft-Max and SAAM 

loss functions are formulated as Equations (13) and (14), 

respectively, as follows: 
 

 

𝐿𝑆𝑜𝑓𝑡−𝑚𝑎𝑥 = ∑ −log (
exp(||𝜗(𝑥𝑖)|| cos(𝜃𝑦𝑖.𝑖))

∑ exp (||𝜗(𝑥𝑖)|| cos(𝜃𝑘.𝑖)
𝐾

𝑘=1
)

𝑁
𝑖   (13) 

𝐿𝑆𝐴𝐴𝑀 = ∑ −log (
exp (||𝜗(𝑥𝑖)|| cos(𝜏𝜃𝑦𝑖.𝑖))

exp (||𝜗(𝑥𝑖)|| cos(𝜏𝜃𝑦𝑖.𝑖)+∑ exp (||𝜗(𝑥𝑖)|| cos(𝜃𝑘.𝑖))𝑘≠𝑦𝑖

𝑁
𝑖   (14) 

 
 

   
(a) original data distribution (b) Soft-Max loss (c) Hybrid loss 

Figure 5. Illustration of the effects of various loss functions. The "orange rhombuses", "blue dots", "black stars" and "green 

triangles" represent the samples of four activities classes. (a) Original data distribution. (b) Converged features by using the Soft-

Max loss. (c) Converged features by using the hybrid loss 
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where 𝜃𝑦𝑖.𝑖  is the intersection angle between 
𝑤

||𝑤||
  and  

𝜗(𝑥) and range of  𝜃𝑦𝑖.𝑖 is [0. 𝜋]. The adaptive parameter 

τ is set based on the range of 𝜃𝑦𝑖.𝑖 [23].   

According to Equations (13) and (14), ||𝜗(𝑥𝑖)|| and 

cos(𝜃𝑦𝑖.𝑖) will affect the loss functions and, both depend 

on the form of 𝜗(𝑥𝑖). In Sub-section 2.2, we formulated 

𝜗(𝑥) well. The hybrid loss function is shown in 

Equation (15) based on 𝐿𝑆𝑜𝑓𝑡−𝑚𝑎𝑥  and 𝐿𝑆𝐴𝐴𝑀 . 

𝐿ℎ𝑦𝑏𝑟𝑖𝑑 𝑙𝑜𝑠𝑠 =
𝛽 𝐿𝑠𝑜𝑓𝑡𝑚𝑎𝑥 + 𝐿𝑆𝐴𝐴𝑀

𝛽 + 1
 (15) 

Parameter 𝛽 is a value to balance between the Soft-Max 

loss and the SAAM loss. The value of  𝛽 is determined 

based on the value of  𝜃𝑦𝑖.𝑖   as follows: 

𝛽 = {

3.         
𝜋

3
< 𝜃𝑦𝑖.𝑖 ≤ 𝜋;

2.         
𝜋

30
< 𝜃𝑦𝑖.𝑖 ≤

𝜋

3
;

2 × cos (𝜃𝑦𝑖.𝑖).            𝜃𝑦𝑖.𝑖 ≤ 𝜋/30 

  (16) 

According to Equation (16), the range of 𝜃𝑦𝑖.𝑖 is partition 

into three distances, based on which 𝛽 is set. When 
𝜋

3
<

𝜃𝑦𝑖.𝑖  ≤ 𝜋, the angle is big enough to supply enough 

gradient information for training. thus, the Soft-Max 

loss function can classify the activities accurately, and 

we fix the parameter 𝛽 =3. When 
𝜋

30
< 𝜃𝑦𝑖.𝑖 ≤

𝜋

3
, the 

ability of Soft-Max loss to extract discriminative 

features decreases, so we try to reduce its effect on the 

proposed hybrid loss, and 𝛽 is set to 2. As the angle 

decreases, the SAAM loss function can enhance the 

separability of neighboring classes by using parameter 

τ. Thus, when  𝜃𝑦𝑖.𝑖 ≤ 𝜋/30, the effect of Soft-Max loss 

decreases slowly based on 𝜃𝑦𝑖.𝑖, and we set 𝛽 

=2 × cos (𝜃𝑦𝑖.𝑖). In Figure 5, we show the differences of 

the two loss functions on the classification of features, 

including the Soft-Max loss in Equation (13) and the 

hybrid loss in Equation (15). According to Figure 5(b), 

the centers of activity classes are placed in a unit 

hypersphere and are very close to each other. Therefore, 

the angle 𝜃 between the features of two different classes 

is small. The hybrid loss causes the extracted features to 

span across all quadrants of the coordinate space. As 

shown in Figure 5(c), the dispersed distribution of 

features increases the angle between neighboring classes 

and improves the separability. 
 

 

3. EXPERIMENTAL EVALUATION 
 
Several experiments were performed to determine the 

effectiveness of the proposed method. To this end, two 

benchmark datasets were used, which contain the human 

activity of daily living. These data were recorded using 

a combination of environmental sensors and body-

 
2 http://archive.ics.uci.edu/ml 

connected sensors in the environment. The experiments 

were performed using the Keras framework in Python 3 

on a system with Windows 10. The system uses a quad-

core processor with 2.30 GHz speed and a GeForce 

GTX 950M graphics card. Section 3.1 provides a brief 

overview of the datasets used for the evaluation, and 

Section 3.2 describes the evaluation method. Finally, the 

settings of the deep learning methods are presented in 

Section 3.3. 
 

3. 1. Datasets           The proposed method was 

evaluated on two benchmark datasets widely used in 

literature. These datasets include data streams received 

from the sensors embedded in different positions of the 

participants’ bodies. The activity recognition datasets 

usually include various activities such as walking, 

cycling, and goal-oriented activities. In the experiments 

performed in this article, the OPPORTUNITY [36] and 

PAMAP2 [37] datasets were used. The 

OPPORTUNITY dataset has an unbalanced class 

distribution such that most of the samples belong to the 

NULL class. In contrast, the PAMAP2 dataset contains 

a balanced distribution of human activities. These 

datasets are available at the  

UCI Machine learning repository
 2

. 

• OPPORTUNITY 
The OPPORTUNITY dataset [36] includes annotated 

recordings from four subjects performing 17 different 

daily activities in a kitchen scenario. A NULL class also 

exists that is not associated with any of the daily 

activities. The data were collected using body-worn 

sensors. These sensors contain five commercial RS485-

networked XSense inertial measurement units, 12 

Bluetooth acceleration sensors, and commercial 

InertiaCube3 inertial sensors. They were placed on a 

custom-made motion jacket, the limbs, and each foot, 

respectively. These sensors perform sampling with a 

frequency of 30 Hz. During the recordings, for each 

subject, six different runs were recorded. Five runs were 

termed Activity of Daily Life (ADL), and one run was 

termed drill run (Drill). In ADL1 to ADL5, the subjects 

performed all of the different scripted activities, and in 

the Drill, they replicated each activity 20 times. To deal 

with the problem of missing data, 38 sensor channels 

(including accelerometer recordings) were removed and 

the remaining 107-dimensional data were used for our 

experiments. We selected the ADL1-3 and Drill runs as 

the training set and the ADL4-5 runs as the testing set. 

For the segmentation phase, a fixed-length sliding 

window was applied to slicing the data. Based on the 

previous research, a sliding window of 2 s and a sliding 

stride of 3 were used in this article [1]. 

• PAMAP2 
The PAMAP2 Physical Activity Monitoring dataset 

consists of 12 daily living activities, i.e., lie, sit, stand, 
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walk, run, cycle, Nordic walk, iron, vacuum, jump rope, 

ascend, and descend stairs, which are performed by nine 

subjects. The data were recorded by three inertial 

measurement units (accelerometer, gyroscope, and 

magnetometer) and a heart rate monitor attached to the 

participant's hands, chest, and ankles [37]. These sensors 

performed sampling with a frequency of 33 Hz. Data 

were collected in more than 10 hours, and the obtained 

dataset had 52 dimensions. For the segmentation phase, 

sliding windows of 5.12 s were used with 1 s stepping 

between adjacent windows (78% overlap). Runs 1 and 2 

for subject5 were used in the validation set and runs 1 

and 2 for subject6 in the test set. The remaining data 

were used in the train set. 

 

3. 2. Model Evaluation            It is now necessary to 

examine the effectiveness of the proposed method in 

human activity recognition. Since the recognition rate of 

the majority class greatly affects the performance 

statistics in the minority classes and the 

OPPORTUNITY dataset is highly unbalanced (the 

NULL class includes more than 75% of the total data). 

Thus, in addition to the accuracy criterion, the weighted 

F1-score and the average F1-score were used, which 

were independent of the class distribution. The weighted 

F1-score is formulated by Equation (17) as follows: 

weighted F1 − score ( F1W) = ∑ 2 ×𝑖

𝑤𝑖
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖×𝑟𝑒𝑐𝑎𝑙𝑙𝑖

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖+𝑟𝑒𝑐𝑎𝑙𝑙𝑖
 

(17)  

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (18) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (19) 

𝑤𝑖 =
𝑚𝑖

𝑀⁄    (20) 

where TP refers to the number of samples correctly 

recognized in the positive class, FP refers to the number 

of samples incorrectly identified in the negative class. 

TN refers to the number of samples correctly recognized 

in the negative class, and FN refers to the number of 

samples incorrectly identified in the positive class. In 

Equation (20), parameter 𝑖 is the class index, 𝑤𝑖  is the 

ratio of data in class 𝑖, 𝑚𝑖  is the number of samples in 

class 𝑖, and 𝑀 is the total number of samples considered.  

The average F1-score is not dependent on the class 

distribution and is formulated by Equation (21) as 

follows: 

average F1 − score (F1A) =
2

𝑚𝑖

∑
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖× 𝑟𝑒𝑐𝑎𝑙𝑙𝑖

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖+𝑟𝑒𝑐𝑎𝑙𝑙𝑖
𝑖   

(21) 

 

 

 
TABLE 2. Settings of hyperparameters related to the deep learning methods 

Model Layer Parameter Value Classifier 

CNN-LSTM-ELM [19] 
2-5 

Convolutional(Kernel Size) (5,1) 

ELM 
Convolutional (sliding stride) (1,1) 

Convolutional(Kernels) 502,403,304,405 

6-7 LSTM (number of neurons) 128 

Hybrid [1] 

2 

Convolutional(Kernel Size) (11,1) 

Soft-Max 

Convolutional (sliding stride) (1,1) 

Convolutional(Kernels) 50 

Convolutional (Pooling Size) (2,1) 

3-4 
LSTM(cells) 27 

Output of LSTM cells 600 

5 Fully connected 512 

Deep ConvLSTM [17] 

2-5 

Convolutional(Kernel Size) (5,1) 

Soft-Max 

Convolutional (sliding stride) (1,1) 

Convolutional(Kernels) 64 

6 LSTM (number of neurons) 128 

7 Fully connected 𝑛𝑐 

Proposed method 

2-4 

Convolutional(Kernel Size) (11,1) 

Hybrid Loss 

Convolutional (sliding stride) (1,1) 

Convolutional(Kernels) 60 

5-6 
LSTM(cells) 27 

Output of LSTM cells 600 
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3. 3. Model Setting               Table 2 shows the settings 

of the hyperparameters related to the four deep learning 

methods used in this article. The network parameters are 

optimized by minimizing the cross-entropy loss function. 

This optimization is done using mini-batch gradient 

descent with the RMSProp update rule. In Table 2, the 

fully connected layers were followed by a Rectified 

Linear Unit (ReLU) activation layer to prepare the non-

linear presentation. Each of the convolution blocks in 

Table 2 includes convolution  layers and ReLU, and in 

the hybrid method, in addition to them, it consists of the 

max-pooling layer. The size of the sliding window 

defined the number of cells in the LSTM layers. In the 

LSTM cells, sigmoid and hyperbolic functions are used 

for gate and other activations, respectively.  After the last 

fully connected layer is used, a classifier layer is 

employed to provide predictions for each class. All 

parameters of the deep learning methods were randomly 

initialized and trained using the ADADELTA optimizer 

[38] with default parameters (initial learning rate of 1) for 

50 epochs. The batch size is set to 100. In this article, the 

sliding time window size (𝑇) and the number of sensor 

channels (𝑛) were fixed at 64 and 107, respectively. 
 

 

4. EXPERIMENTAL RESULTS 
 
In this section, the performance of the proposed method 

is evaluated and analyzed on two benchmark datasets. 

This section is organized as follows: the analysis of the 

results obtained from the proposed method and its 

comparison with other known methods are presented in 

Sub-section 4.1; a comparison between the proposed 

method and three machine learning algorithms is 

provided in Sub-section 4.2. Finally, the performance of 

the Soft-Max and hybrid loss functions are examined in 

Sub-section 4.3. 

 

4. 1. Performance Comparison           A comparison 

between the deep learning methods and the proposed 

method based on the performance parameters is shown in 

Table 3. The performance parameters include the 

accuracy (ACC), weighted F1-score (F1W), and average 

F1-score (F1A). According to Table 3, the proposed 

method has the highest score in terms of overall 

performance on the two defined datasets. 

Specifically, the accuracy, weighted F1-score, and 

average F1-score of the proposed method increased to 

93.13% and 93.28% and 78.12%, respectively, on the 

OPPORTUNITY dataset. The OPPORTUNITY data set 

is imbalanced [36]; this leads to insufficient training in 

all tested methods. Thus, the average F1- score has 

improved less compared to the other performance 

parameters. There is a significant difference between the 

average F1-score in CNN-LSTM-ELM [19] and hybrid 

method [1] with the Deep ConvLSTM method [17], 

which is due to the use of a suitable classifier in the last 

layer and the appropriate number of LSTM layers. One 

of the drawbacks of the CNN-LSTM-ELM method, 

which has led to its low efficiency compared to the 

proposed method, is its strong dependence on the number 

of hidden nodes. According to Table 3, the proposed 

method has increased the average accuracy by 6.75% 

compared to the hybrid method on the two datasets. This 

improvement is due to the extracted discriminative 

features, which significantly enhance intra-class 

compression and inter-class diversity. For a more 

detailed analysis, the results of different deep learning 

methods were compared on each class of the PAMAP2 

dataset. Figure 6(a) illustrates the F1-score of each class 

for our proposed method and the deep learning methods. 

According to Figure 6(a), the lowest efficiency is 

attributed to the "standing" activity. The values of F1-

score in "standing" activity with the Deep ConvLSTM, 

CNN-LSTM-ELM, hybrid, and proposed methods are 

38%, 48%, 54%, and 86%, respectively. Thus, the value 

of the F1-score achieves an increase of 48% by the 

proposed method, compared with the Deep ConvLSTM. 

The highest difference of F1-score between the hybrid 

and proposed methods is related to the "standing" and 

"vacuum cleaning" activities. This significant increase in 

F1-score (related to the "standing" and "vacuum 

cleaning" activities) indicates the high ability of the 

proposed method to determine discriminative features 

because it is a key parameter in identifying activities. The 

proposed method reached an F1-score of 84% in "rope 

jumping"; thus, the F1-score increased by 9% compared 

with the hybrid method. Figure 6(b) illustrates the 

confusion matrixes of all deep learning methods on the 

PAMAP2 dataset. Confusion matrixes contain detailed 

information about the actual and predicted classifications 

conducted by the system; therefore, it determines the 

nature of the classification error. According to Figure 

6(b), the number of classes correctly predicted by the 

proposed method was more than other deep methods. The 

Deep ConvLSTM method only recognized the activities 

of 3 classes correctly, and the most errors in the CNN-

LSTM-ELM and hybrid methods were related to classes 

4, 11, and 1. 

 

 
4. 2. Comparison with Machine Learning 
Algorithms            In order to show the effectiveness of 

the proposed method, a comparison has been made 

between it and machine learning algorithms on the 

OPPORTUNITY dataset. Table 4 shows the results of 

this comparison. A total of 18 hand-crafted features were 

used, including 15 simple statistical values and three 

frequency values, which were calculated on each sensor 

channel independently [1]. In addition, we trained 

machine learning algorithms with extracted features from 

the first layer fully connected to the LSTM network. 
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TABLE 3. Classification performance results (in percent) of the various deep learning methods on the OPPORTUNITY and the 

PAMAP2 datasets 

 OPPORTUNITY PAMAP2 

Method ACC F1W F1A ACC F1W F1A 

Deep ConvLSTM [17] 87.47 87.23 55.49 67.54 66.12 58.76 

CNN-LSTM-ELM [19] 91.34 90.85 70.38 85 83.12 76 

Hybrid [1] 91.76 91.56 70.86 85.12 83.73 76.10 

Proposed method 94.15 94.05 79.12 96.23 96.11 95.78 

 

 

 

 
(a) 

 

 

 

 

 

 

 

 

 

 

 
(b) 

Figure 6. (a) The F1-score of each class of various deep learning methods on the PAMAP2 dataset. (b) Confusion matrix of the deep 

learning methods on the PAMAP2 dataset: 1: rope jumping; 2: lying; 3: sitting; 4: standing; 5: walking; 6: running; 7: cycling; 8: 

Nordic walking; 9: ascending stairs; 10: descending stairs; 11: vacuum cleaning and 12: ironing. 

 

 

 
TABLE 4. Classification performance results (in percent) of proposed method and three machine learning classifiers on the 

OPPORTUNITY dataset 

Method ACC F1W F1A 

SVM 89.96 89.53 63.76 

Random Forest 89.21 87.08 52.45 

Naive Bayes 44.79 52.61 32.81 

LSTM-SVM 91.81 91.62 70.24 

LSTM- Random Forest 91.84 91.63 70.24 

LSTM- Naive Bayes 91.15 91.29 69.03 

Proposed method 94.13 94.28 79.12 



M. Bourjandi et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   130-141                                             139 
 

 

 
Figure 7. Heatmaps of cosine similarity of all classes using different loss functions on the PAMAP2 testing dataset: (a) Soft-Max loss; 

(b) hybrid loss 
 

 

There was a significant efficiency improvement for the 

three machine learning algorithms, especially Naive 

Bayes. The highest efficiency was related to the proposed 

method; its average F1-score reached up to 79.12%. This 

high efficiency indicates the ability of the proposed 

method to improve the discrimination capability of 

extracted features.  

 

4. 3. Comparison Between Soft-max and Hybrid 
Losses                The effectiveness of the hybrid loss was 

assessed by comparing its performance with the Soft-

Max loss function. This evaluation was done by 

calculating the cosine similarity (i.e., intra-class and 

inter-class). The heatmap of these similarities on the 

PAMAP2 dataset is presented in Figure 7. The proposed 

method, which has the highest performance on the 

PAMAP2 dataset, is used in this experiment. Features are 

extracted by the hybrid deep learning method for these 

two loss functions. Figure 7(a) and 7(b) show the 

heatmaps of cosine similarity related to the proposed 

method with Soft-Max and hybrid loss functions, 

respectively. As shown in Figure 7(a) the Soft-Max 

function resulted in the least intra-class similarity. Based 

on the results obtained, the hybrid loss can capture 

more discriminative features than the Soft-Max loss 

function. The hybrid loss effectively improved intra-class 

compactness and inter-class variety.  

 

 

5. CONCLUSIONS 
 
This research work applied the combined method based 

on the fuzzy centralized coordinate learning (FCCL) and 

hybrid loss function to deal with two well-known issues 

in sensor-based HAR. The first one is to extract 

discriminative features. For this reason, the extracted 

features are dispersed in the coordinate space by using 

the FCCL.  In this case, intra-class diversity and inter-

class similarity are significantly decreased. The second 

problem is the separability of different user activities by 

using the appropriate classifier. We have used the hybrid 

loss function as the classifier. Two benchmark datasets, 

OPPORTUNITY, and PAMAP2 were used to evaluate 

the performance and compare the proposed method with 

three deep learning methods, i.e., CNN-LSTM-ELM, 

Deep ConvLstm, and hybrid methods.  The results 

showed that the proposed method outperformed all the 

three deep learning methods. In addition, a comparison 

was made between the proposed method and the three 

machine learning algorithms on the OPPORTUNITY 

dataset. The proposed method can improve the 

classification performance compared to the machine 

learning algorithms. Performance was significantly 

improved when the LSTM network was used in the 

machine learning algorithms for feature extraction. 

However, the proposed method could increase the 

discrimination capability of extracted features compared 

with machine learning algorithms. For future research, 

we aim to study the effectiveness of the proposed method 

on the open-set human activity recognition and the use of 

methods to enhance the sequential learning adaptive 

capability. A potential working direction could be using 

of a transfer learning approach (which reuses learned 

previous knowledge) to identify the activities carried out 

by various types of users in different environmental 

situations.  
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Persian Abstract 

 چکیده 
توسعه سریع تکنیک های یادگیری عمیق به محققان در دستیابی موفقیت در این زمینه   .فعالیتهای انسان، یکی از موضوعات تحقیقاتی رایج در سالهای اخیر بوده استتشخیص  

گرایی شبکه و طبقه بندی فعالیت ها چشم اما محققان معمولاً از توزیع ویژگی ها در فضای مختصات با وجود تأثیر قابل توجه آن بر وضعیت هم  .بسیار کمک کرده است

یادگیری   .برای غلبه بر محدودیت توضیح داده شده پیشنهاد می کند  تابع هزینه ترکیبی،  بر یادگیری مختصات متمرکز فازی واین مقاله یک روش ترکیبی مبتنی    .پوشی می کنند

پراکنده در تم بام چهاربخش  مختصات متمرکز فازی باعث می شود که ویژگی ها به صورت  بردارهای ویژگی    ه همین دلیل، از فضای مختصات پخش شوند.  بین  زاویه 

آزمایشات   .روش پیشنهادی، ارائه شده استدر  شخیص  قدرت تافزایش  برای    تابع هزینه ترکیبییک  علاوه بر این ،    .یابدمی    کلاسهای فعالیت به میزان قابل توجهی افزایش

پیشنهادی با شش روش یادگیری ماشین و سه روش یادگیری عمیق برای   روش انجام شده است.  PAMAP2 و OPPORTUNITY ما بر روی مجموعه داده های 

عمل می    روش های مقایسه ای    از تمامیهتربمیز  نتایج تجربی نشان داده است که روش پیشنهادی به دلیل شناسایی ویژگی های تبعیض آ  .تشخیص فعالیت مقایسه شده است

و   PAMAP2درصد درمقایسه با روشهای یادگیری عمیق، به ترتیب بر روی مجموعه داده های    3.96درصد  و    17.01روش پیشنهادی با موفقیت میانگین دقت را تا    .کند

OPPORTUNITY   .بهبود بخشیده است 

https://dx.doi.org/10.5829/ije.2021.34.07a.12
https://doi.org/10.1016/j.patrec.2012.12.014
https://doi.org/10.1109/ISWC.2012.13
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A B S T R A C T  
 

 

Natural gas hydrate is a potential energy source in the near future, and its commercial development can 

alleviate the global energy crisis. Disturbance of drilling mud invasion on hydrate reservoir can lead to 

hydrate dissociation, affecting wellbore stability while drilling in clayey silt hydrate reservoirs. In this 
work, the coupled thermo-hydro-chemical finite element model was developed, and influences of drilling 

mud properties on hydrate dissociation were investigated. The obtained results show that the hydrate 

dissociation range around wellbore widens as the mud temperature increases. The final dissociation 
range caused by drilling mud invasion nonlinearly increases from 3.83cm to 10.57cm when the mud 

temperature has increased from 17.25℃ to 21.25℃. Therefore, the drilling mud needs to be cooled 

during preparation in platform. In addition, dissociation range narrows as the bottom-hole pressure 
increases. Dissociation range decreases from 12.18cm to 7.46cm when the bottom-hole pressure is 

increased from 14.50MPa to 17.00MPa. Thus, the overbalanced/near-balanced drilling operation is 

preferred during drilling in hydrate reservoirs, and the underbalanced drilling operation is not 
recommended. Moreover, the increase of mud salinity exacerbates hydrate dissociation in the near-

wellbore region. In view of the prevention of hydrate dissociation in the near-wellbore, it is necessary to 

confect the drilling mud that with appropriate salinity while drilling in hydrate-bearing sediments. 

doi: 10.5829/ije.2022.35.01a.13 
 

 
1. INTRODUCTION1 
 
Natural gas hydrates are ice-like crystalline that is formed 

by water and gas molecules at low temperature and high 

pressure [1-3]. Some investigations found that organic 

carbon stored in gas hydrates is about twice as much that 

in conventional fossil energy sources [2, 4-6]. Moreover, 

it is estimated that natural gas hydrates discovered in the 

South China Sea are about 64 billion tons of oil 

equivalent [4], which is only about 80% of China's total 

proved reserves. Natural gas hydrates are bound to be an 

important potential replacement energy source in China 

in the near future. Therefore, it is of great significance to 

carry out numerical and/or experimental investigations 

related to gas hydrates to ensure energy supply and 

energy security. 

 

*Corresponding Author Institutional Email: B16020083@s.upc.edu.cn 
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Four strategies are usually used for gas production 

from hydrate reservoir: (1) Depressurization [7], to 

decrease the reservoir pressure below the phase 

equilibrium pressure; (2) Thermal stimulation [8], to heat 

the reservoir above the phase equilibrium temperature 

with injection of hot water, hot brine or steam; (3) 

Thermodynamic inhibitor injection, to inject chemicals 

[9]; and (4) combination of these above strategies [10]. 

Among them, the last one appears to be the most 

efficient. In the past two decades, several field trials have 

been conducted [11], but most have failed for different 

reasons. Even so, current research on hydrate 

development is generally in the stage of theoretical 

investigation and laboratory exploration, its commercial 

development still has a long way to go. 

Up to now, investigations related to hydrate 

development mainly focus on the optimization of 
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production strategies. Li et al. [12] explored the 

production behavior when horizontal wellbore are used 

to develop hydrate deposits in the northern South China 

Sea. The investigation found that current production 

methods are unable to achieve the goal of commercial 

development of natural gas hydrates. Wang et al. [13] 

evaluated the gas production potential of hydrate 

reservoir in the South China Sea by depressurization. The 

investigation results showed that the maximum gas 

production rate was only 9500m3/d, which was far lower 

than the goal of commercial development offshore. Feng 

et al. [14] evaluated the effect of well configuration on 

hydrate dissociation behaviors when depressurization 

and thermal stimulation methods were simultaneously 

used. The simulation results indicated that the horizontal 

wellbore was more efficient for development of hydrate 

reservoirs. Overall, these studies are beneficial to 

understand the gas production behavior during 

development with different strategies. However, almost 

all studies have proved that no matter which production 

strategy is adopted, it is difficult to realize its large-scale 

exploitation. Therefore, if the old development ideas 

were not broken through, the road to commercial 

development must be long and difficult.  

Accelerating dissociation of gas hydrates in reservoir 

is the focus for development of natural gas hydrates. 

However, hydrate dissociation around wellbore while 

drilling in hydrate reservoirs will worsen the borehole 

collapse, affecting drilling safety [15]. Therefore, 

inhibiting excessive hydrate dissociation in the near-

wellbore region is an important idea for ensuring 

wellbore integrity during drilling in hydrate reservoir. 

However, the reality is that most studies related to 

hydrate dissociation kinetics concentrate on the effect of 

inhibitors in drilling fluid on phase equilibrium 

conditions. Sensitivity analysis of dissociation status of 

hydrate around wellbore during the drilling operation is 

scarce now. Fereidounpour and Vatani [16] developed 

the polyacrylate drilling fluid to prevent hydrate 

dissociation and wellbore instability caused by 

disturbance of drilling mud during drilling operation. The 

experimental results show that the designed drilling 

fluids can effectively reduce the possibility of hydrate 

dissociation in the near-wellbore region. Zhao et al. [17] 

investigated the effect of inhibitors in water-based 

drilling fluid on hydrate dissociation during drilling 

operation. They found that all of thermodynamic hydrate 

inhibitors can affect hydrate dissociation. Moreover, the 

investigation showed that the combination of 0.1wt% 

polyvinyl pyrrolidone and 0.5wt% soybean lecithin 

exhibited the best inhibition effect. Therefore, it is of 

great engineering significance to carry out investigation 

on hydrate dissociation around wellbore during drilling 

in hydrate reservoirs. Moreover, conduction of relevant 

scientific research can provide theoretical premise for the 

design and optimization of the corresponding drilling 

operation. 

In the present work, a numerical simulation model for 

investigating hydrate dissociation around wellbore 

during drilling operation is developed. Based on this, 

influences of mud properties (such as mud density and 

temperature) on hydrate dissociation caused by drilling 

mud disturbance are then investigated. The aim of this 

work is to provide reference for in-depth understanding 

the mechanism of wellbore instability in hydrate 

reservoirs. 

 

 

2. FUNDAMENTAL THEORY 
 

During drilling in hydrate reservoir, mud temperature is 

usually higher than the initial reservoir temperature. 

Besides, mud pressure is generally close to the initial 

pore pressure. In this case, disturbance of drilling mud is 

detrimental to stability of natural gas hydrates around 

wellbore, resulting in serious hydrate dissociation. 

Moreover, the dissociation products of hydrates enter the 

wellbore and change the bottom-hole pressure, affecting 

drilling safety [18]. Considering the fact that hydrate 

dissociation caused by drilling mud disturbance around 

wellbore is a complex process involving seepage, heat 

transfer and phase change [19], relevant fundamental 

theories should be clarified. 

 

2. 1. Mass Conservation Equations           The 

continuity equations for methane gas, water and hydrate 

in hydrate reservoir can be expressed by Equations (1), 

(2) and (3), respectively. 
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where φ, S and ρ indicate porosity (%), saturation (%) and 

density (kg/m3), respectively; m is the formation rate of 

hydrate or production rate of dissociation products (kg/s); 

q represents the source/sink terms of dissociation 

products (unitless); v is the velocity (m/s); t is time (s). In 

addition, the subscripts g, w and h represent methane gas, 

water and hydrate, respectively. 
 

 

2. 2. Filtration Equations             The seepage of all 

fluids in the pores follows Darcy's law, which can be 

expressed as: 
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KA P
Q

L


= −  (4) 

where Q is the flow rate (m3/s); K is the permeability (m2); 

P is the pressure (Pa); μ represents the fluid viscosity in 

reservoir (Ps·s); A is the cross-sectional area of the 

reservoir (m2); L is the length of reservoir (m). 

Therefore, filtration equations of methane gas and 

water in hydrate reservoir can be written as the following 

equations, respectively: 
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where g is the gravitational acceleration (m/s2). The 

subscripts rw and rg represent the relative value of water 

and methane gas, respectively. 

 

 

2. 3 Energy Conservation Equation         Hydrate 

dissociation is an endothermic reaction [20], which can 

affect the reservoir temperature. Besides, heat transfer 

and thermal convection occurred in the near-wellbore 

region during drilling operation are also two important 

factors affecting reservoir temperature. Therefore, the 

energy conservation equation can be written as 

( ) ( ) =

(1 )

c g g g w w w in
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where λc is the thermal conductivity of reservoir 

(W/(m·K)); H is the enthalpy (J/mol); T is the reservoir 

temperature (K); Qin is external energy supplement (J). 

 

2. 4. Stability of Methane Hydrate       Phase 

equilibrium equation of methane hydrate in Equation (8) 

is commonly preferred to determine hydrate dissociation 

or not in fresh water [21]. 

20.034 0.0005 6.480410 eq eq eqLog P = T + T +  (8) 

where Peq and Teq are the equilibrium pressure (Pa) and 

the equilibrium temperature (K), respectively. 

The mud salinity is an important factor affecting the 

stability of natural gas hydrates [22]. Effect of drilling 

fluid salinity on the equilibrium temperature of methane 

hydrate can be determined by Equation (9). 

( )=2335 / 100eqT Con M Con  −  (9) 

where Con is the mud salinity (wt%); M is the relative 

molecular weight of inhibitor (unitless). 

 

3. NUMERICAL SIMULATION 
 
3. 1. Simulation Model          As we all know, drilling 

operation in hydrate reservoir generally only lasts for a 

very short time. Hydrate dissociation during drilling in 

hydrate reservoirs only occurs in the near-wellbore 

region, so the model size does not need to be particularly 

large. Figure 1 shows the location and geometry of the 

investigation model. As shown in Figure 1, the 

simulation model is a long rectangular cuboid stratum. 

The cross section of the simulation model in the Y-Z 

coordinate plane is a square with a side length of 1.0m, 

the lateral (X-direction) model length is 20.0m; which is 

sufficient to simulate the hydrate dissociation in the near-

wellbore region during drilling operation. In addition, the 

borehole size is approximately 0.1988m. 

During drilling operation, one side (i.e., side A in 

Figure 1) of the simulation model directly contacts and 

interacts with the drilling fluid. On the other side (i.e., 

side B in Figure 1) of the model is the hydrate-bearing 

sediments far away from the borehole. The simulation 

model has been divided into 200 elements along its X 

direction. However, there is only one element in the Y 

direction and the Z direction, respectively. 

 

3. 2 Boundary Conditions       As mentioned earlier, 

reservoir temperature and pore pressure are the two most 

important factors affecting the stability of natural gas 

hydrates. Therefore, two boundary conditions of mud 

temperature and bottom-hole pressure are defined on the 

left side of the simulation model (i.e., side A in Figure 1). 

Apart from this, no other boundary conditions are defined 

for the model. 

 

3. 3 Reservoir Properties       Generally speaking, 

reservoir properties can be obtained by the logging data. 

The reservoir properties at site SH2 of the GMGS-1 

 

 

 
Figure 1. Location and geometry of the investigation model  
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project have been investigated by some experts. Figure 2 

shows some reservoir properties required for 

investigation herein at site SH2 of the GMGS-1 project. 

The exploration results indicate that hydrate reservoir 

at site SH2 of the GMGS-1 project is located in the depth 

range of 195mbsf (meaning "meters below the seafloor") 

to 220mbsf. Herein, the reservoir properties within the 

investigation model are intended to be represented by that 

at 210mbsf. Therefore, as can be seen from Figure 2, the 

reservoir porosity is 55.06%, the thermal conductivity is 

1.308 W/(m·K), the hydrate saturation is 40.42%, and the 

reservoir temperature is 15.25℃. Besides, some other 

reservoir properties required to conduct the investigation 

are displayed in Tables 1, and 2 summarized some 

properties of drilling mud. 

 

 
TABLE 1. Other hydrate reservoir properties required for 

investigation 

Property Value Unit 

Water depth 1232 m 

Permeability 4.0 mD 

Matrix density 2650 kg/m3 

Pore pressure 15.50 MPa 

Water saturations 59.58 % 

Capillary pressure parameters：
Van-Genuchten model 

Sar=0.24, n=1.84, a=10.0 

 

 

 
Figure 2. Some reservoir properties at site SH2 

 

 

TABLE 2. Properties of drilling mud 

Property Value Unit 

Mud temperature 17.25-21.25 ℃ 

Bottom-hole pressure 14.50-17.00 MPa 

Mud salinity 0, 15 and 30 wt‰ 

Total drilling time 10800 S 

4. RESULTS AND DISCUSSION 
 
4. 1. Disturbance of Drilling Mud on Hydrate 
Reservoir              Figure 3 shows the reservoir conditions 

at site SH2 of GMGS-1 project and the phase equilibrium 

conditions of methane hydrate. As can be seen from 

Figure 3, natural gas hydrates under reservoir conditions 

are stable, but changes of reservoir temperature and 

reservoir pressure caused by mud invasion can result in 

hydrate dissociation. In other words, changes of reservoir 

temperature and reservoir pressure in the near-wellbore 

region are the premise for investigation of hydrate 

dissociation. Therefore, variation of temperature 

distribution around wellbore caused by drilling mud 

invasion is firstly analyzed. 

Figure 4 shows the evolution of temperature 

distribution around wellbore when the drilling mud 

temperature is 17.25℃. We can see from Figure 4 that 

the temperature disturbance range in the near-wellbore 

region gradually widens during drilling operation, but the 

disturbance effect gradually weakens. When the drilling 

operation lasted for 1h (i.e., 60min), the temperature 

disturbance front reached the position with a distance of 

14.50cm from the borehole. However, the temperature  

 

 

 
Figure 3. Reservoir conditions at site SH2 of the GMGS-1 

project and the phase equilibrium condition 

 

 

 
Figure 4. Evolution of temperature distribution in the near-

wellbore region when the mud temperature is 17.25℃ 
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disturbance range is only 22.35cm at the end of drilling 

operation. The temperature disturbance range during the 

first third of the drilling operation accounted for 64.88% 

of that for the entire drilling operation. Therefore, we can 

infer that if the drilling operation continues, the 

temperature disturbance range will continue to increase 

at a gradually decreasing rate. 

Figure 5 shows the evolution of pore pressure within 

the near-wellbore region when the bottom-hole pressure 

is 15.00MPa. From Figure 5, one can see that the drilling 

mud invasion disturbs the pore pressure in the near-

wellbore region severely. When the drilling operation 

started less than 2.0h, the pore pressure in almost the 

entire model had been disturbed by drilling fluid invasion. 

In this work, we define the situation when mud 

temperature is higher than the reservoir temperature as 

the positive temperature difference. In addition, due to 

mud circulation in wellbore, the mud temperature is 

usually higher than that of hydrate reservoir. Therefore, 

only the cases of positive temperature difference are 

investigated in this work. Figure 6 shows the dissociation 

range of natural gas hydrate when mud temperature is 

different. 

 

4. 2 Effect of Mud Temperature on Hydrate 
Dissociation       Firstly, the basic characteristics of 

hydrate dissociation around wellbore during drilling 

operation are analyzed in this section. From Figure 6, one 

can see that hydrate dissociation range around wellbore 

gradually widens at a decreasing rate at any mud 

temperature, which can be clearly illustrated by the 

decreasing curve slope. Taking the mud temperature of 

21.25℃ as an example, dissociation front reached the 

position of 6.47cm away from wellbore axis after 1 hour 

of drilling operation. However, the final dissociation 

front only reached the position of 10.93cm from the 

wellbore axis. Therefore, it can be inferred that the 

dissociation range will also continuously widen if the 

drilling operation continues, but the dissociation rate will 

 

 

 
Figure 5. Evolution of pore pressure within the near-

wellbore region when the bottom-hole pressure is 15.00MPa 

 
Figure 6. Effect of mud temperature on hydrate dissociation 

when mud pressure is 15.00MPa 

 

 

gradually slow down as usual. This is mainly because that 

hydrate dissociation is an endothermic reaction, and 

hydrate dissociation can lead to the decrease of reservoir 

temperature near the dissociation front, hindering the 

further dissociation. In addition, the dissociation products 

(i.e., methane gas and water) can increase the pore 

pressure, which is another important factor hindering the 

further hydrate dissociation in pores. 

Then, effect of mud temperature on hydrate 

dissociation around wellbore was analyzed. It can be seen 

from Figure 6 that mud temperature influences hydrate 

dissociation seriously while drilling in hydrate reservoir, 

hydrate dissociation range increases with an increase in 

mud temperature. When the mud temperature is 21.25℃, 

the final dissociation range is 10.93cm after  drilling 

operation starts for 3 hours. However, when the mud 

temperatures are 20.25℃, 19.25℃, 18.25℃ and 17.25℃, 

the final dissociation ranges are 10.93cm, 10.02cm, 

8.81cm, 7.07cm and 3.83cm, respectively. The hydrate 

dissociation range of the case when the mud temperature 

is 21.25 ℃  is 2.76 times the size when the mud 

temperature is 17.25℃. The main reason for this is that 

high positive temperature difference can result in severe 

heat transfer between the drilling mud and reservoir, and 

then reservoir temperature within the near-wellbore 

region will be severely disturbed. The severe disturbance 

of drilling mud to reservoir temperature results in a wide 

dissociation range of natural gas hydrate when mud 

temperature is high. Therefore, the drilling mud should 

be cooled when it is prepared on the platform, so as to 

avoid massive dissociation of natural gas hydrates around 

wellbore. 

Moreover, we can also draw the conclusion from 

Figure 6 that with an increase in mud temperature, the 

difference in final dissociation range will gradually 

decrease for the same temperature difference (i.e., 1℃ 

herein). This can be clearly seen by the decreasing 

intervals between each curve in Figure 6. The decreasing 

intervals show the decreasing effect of mud temperature 
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In order to prevent uncontrolled hydrate dissociation, 

the research results can provide the reasonable 

suggestion for the design of drilling fluid density used in 

hydrate reservoir. It can be seen from the investigation 

results that high-density drilling mud is preferred for 

 

 

 
Figure 7. Effect of mud density on hydrate dissociation 

when the mud temperature is 21.25℃ 

maintaining wellbore stability while drilling in the 

hydrate reservoirs. That is to say, in order to prevent 

serious borehole collapse caused by hydrate dissociation, 

the overbalanced drilling technology or near-balance 

drilling technology are recommended during drilling in 

hydrate reservoir. However, the underbalanced drilling 

operation can result in serious hydrate dissociation in 

clayey silt hydrate reservoirs, which may lead to the 

borehole collapse with the near-wellbore region. 

Therefore, the underbalanced drilling technology is not 

recommended during drilling hydrate reservoirs. 

Furthermore, in the future, method for determination of 

the safe mud weight window with considering hydrate 

dissociation can be explored by mechanical experiment. 
 
4. 4. Effect of iInhibitor Concentration on Hydrate 
Dissociation           Hydrate inhibitors are usually used 

to control hydrate formation in borehole annulus or 

submarine pipeline for flow safety. Herein, we want to 

investigate the influence of inhibitor on hydrate 

dissociation, not on hydrate formation. NaCl is one of the 

most commonly mentioned inhibitors. The influence of 

NaCl solution concentration on hydrate dissociation 

around wellbore is investigated in this section. Therefore, 

inhibitor concentration can be considered as the mud 

salinity here. The effect of inhibitor on hydrate 

dissociation is essentially achieved by affecting its 

dissociation kinetic conditions. However, it is sometimes 

difficult to directly determine the phase equilibrium 

conditions for any inhibitor concentrations. Just as Figure 

8 shows, a method for quantitatively determining the 

effect of inhibitor on phase equilibrium conditions of 

methane hydrate is presented. First of all, it is necessary 

to determine the decrease in phase equilibrium 

temperature caused by inhibitor addition according to 

Equation (7). Then, the phase equilibrium pressure can 

be determined by combining the calculated phase 

equilibrium temperature by Equation (8) through 

 

 

 
Figure 8. Method for determining effect of inhibitor (NaCl) 

on phase equilibrium conditions 

on an increase in hydrate dissociation range. In the future, 

effect of mud temperature on borehole collapse can be 

investigated. Besides, based on investigation of borehole 

collapse in hydrate reservoir, engineering measures for 

reducing the drilling risk can be proposed for mud 

temperature.  

 

4. 3. Effect of Mud Density on Hydrate Dissociation       
As we all know, the bottom-hole pressure can be directly 

simplified as the value obtained by multiplying mud 

density by reservoir depth. Therefore, in this section, 

drilling mud density is directly replaced by bottom-hole 

pressure, and its influence on hydrate dissociation around 

wellbore is discussed. Figure 7 displays the effect of 

bottom-hole pressure (drilling mud density) on hydrate 

dissociation within the near-wellbore region. As can be 

seen from Figure 7, hydrate dissociation around wellbore 

will gradually weaken with an increase in bottom-hole 

pressure (drilling mud density). When the bottom-hole 

pressure is 14.50MPa, the final dissociation range is 

12.18cm. Such violent hydrate dissociation can pose a 

great threat to the strength of reservoir around wellbore, 

which is not conducive to maintaining the stability of 

borehole. However, when the bottom-hole pressure 

increases to 17.00MPa, the final dissociation range is 

only 7.46cm, which is only about 61.25% of that when 

bottom-hole pressure is 14.50MPa. According to 

investigation conducted by Li et al. [22], this is mainly 

because when the mud density is small, the pore pressure 

at the same location in the near-wellbore region around 

wellbore is relatively low. For the same ambient 

temperature (i.e., reservoir temperature), lower ambient 

pressure (i.e., pore pressure) is not conducive to the 

stability of natural gas hydrates in pores.  
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trigonometric function. By this method, the phase 

equilibrium conditions for any inhibitor concentrations 

can be determined rapidly. 

Figure 9 displays the effect of inhibitor concentration 

on hydrate dissociation during drilling in hydrate 

reservoir. As can be seen from Figure 9, hydrate 

dissociation occurs more and more violently with an 

increase in inhibitor concentration. The final hydrate 

dissociation range is only about 3.83cm when the 

inhibitor concentration is 0wt% (i.e., fresh water is used 

as the drilling mud). However, the dissociation range 

reaches 8.72cm when the inhibitor concentration has 

increased to 30wt%, which is 2.28 times the dissociation 

range when fresh water is used as the drilling mud. The 

influence mechanism of inhibitor concentration on 

hydrate dissociation around wellbore in drilling operation 

has been revealed in literature [21]. According to Zhao et 

al. [21], we know that the main reason for this is that 

inhibitors can reduce the range of the stable area (i.e., the 

upper left part of Figure 3) in the hydrate phase diagram, 

making the formation of naturals gas hydrates more 

difficult. On the contrary, addition of inhibitor can 

expand the range of unstable area, which makes the 

hydrate dissociation occurs more easily. 

In spite of the fact that proper increase in inhibitors in 

the drilling mud can inhibit the formation of natural gas 

hydrates within the wellbore, which is beneficial to well 

control during the drilling operation. However, excessive 

concentrations of inhibitors can not only lead to violent 

hydrate dissociation and severe borehole collapse, but 

also may cause malignant corrosion of the casing string 

and affect subsequent operations. Therefore, a reasonable 

inhibitor concentration should be proposed according to 

the requirements of drilling operation, rather than an 

arbitrary concentration. In addition, in the future, effect 

mechanism of different hydrate inhibitor can be 

experimentally explored to facilitate the optimization of 

inhibitor concentration. 

 

 

 
Figure 9. Effect of inhibitor concentration in drilling mud 

on hydrate dissociation when the mud temperature and 

bottom-hole pressure are 17.25°C and 15.00MPa 

respectively 

5. CONCLUSIONS 
 

Borehole collapse caused by hydrate dissociation in 

drilling operation endangers drilling safety. In this study, 

dissociation characteristics of natural gas hydrates 

around wellbore in drilling operation was explored with 

finite element model, and the influence of various factors 

on hydrate dissociation was also investigated. The 

obtained results demonstrate that stability of gas hydrates 

in near-wellbore region can be affected by drilling mud 

invasion through disturbing reservoir temperature and 

pore pressure. In drilling operation, hydrate dissociation 

weakens with an increase in mud density. However, an 

increase in drilling fluid temperature and inhibitor 

concentration in drilling fluid will aggravate the 

dissociation of gas hydrates around wellbore. Therefore, 

in order to weaken the influence of uncontrollable 

hydrate dissociation on borehole stability during drilling 

operation, it is effective to cool the drilling fluid or 

increase the drilling mud density. Besides, adding 

hydrate stabilizer to drilling fluid or reducing the 

inhibitor concentration in drilling fluid is also a desired 

method.  
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Persian Abstract 

 چکیده 
 مخزن به  حفاری گل  تهاجم در اختلال  .دهد کاهش  را انرژی جهانی  بحران تواند  می آن تجاری  توسعه و است  نزدیک آینده در بالقوه انرژی  منبع  یک طبیعی  گاز هیدرات 

-حرارتی محدود المان مدل کار، این در .گذارد می  تأثیر  رسی  سیلت  هیدرات  مخازن در حفاری  حین  در  چاه پایداری بر که شود هیدرات  تفکیک به منجر  تواند می هیدرات 

 دمای افزایش با که دهد می نشان ت آمدهسبد نتایج .گرفت قرار بررسی مورد هیدرات  تفکیک بر حفاری گل خواص تأثیرات  و  شد داده توسعه شده جفت یدروشیمیاییه

 متر سانتی 10.57 به متر سانتی 3.83 از غیرخطی طور به حفاری گل تهاجم از ناشی نهایی تفکیک محدوده .یابد می گسترش چاه  اطراف در هیدرات  تفکیک محدوده گل،

 خنک سکو در سازی آماده حین در باید حفاری گل بنابراین، .یابد می افزایش سانتیگراد درجه 21.25 به سانتیگراد درجه 17.25 از گل دمای که زمانی یابد می افزایش

 می افزایش مگاپاسکال 17.00 به مگاپاسکال 14.50 از  پایین سوراخ فشار که هنگامی .شود می باریک تفکیک محدوده پایین، سوراخ فشار افزایش با این، بر علاوه .شود

 هیدرات  مخازن  در حفاری حین در متعادل تقریباً/متعادل حد از بیش حفاری عملیات  بنابراین، .یابد می کاهش متر سانتی 7.46 به  متر سانتی 12.18 از تفکیک محدوده یابد،

 منظور به .شود می چاه  به نزدیک منطقه در هیدرات  تفکیک تشدید باعث گل  شوری افزایش این، بر علاوه .شود نمی  توصیه متعادل حفاری عملیات  و شود می  داده ترجیح

 .کرد مخلوط مناسب شوری با را حفاری گل دار، هیدرات  رسوبات  در حفاری هنگام است لازم چاه، نزدیک حفره در هیدرات  تفکیک از جلوگیری
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A B S T R A C T  
 

 

The aim of this work is to assist the design of decenary Multi-Valued Logic (MVL) circuits. This paper 
reports a work, in which, analog voltage-based circuitry is used to design MVL circuits. In this paper, 

some analog circuits are reported as elements that can be used in Multi-Valued Logic (MVL) circuitry. 

This article reported a Metal Oxide Semiconductor Field Effect Transistor (MOSFET)-Based 
Differential Amplifier (MBDA) as a key element in designing decenary MVL arithmetic unit. Operating 

voltage range and linearity of the gain are two important characteristics of this element. The operating 

voltage range for the MBDA is 0V to 5.5V as a output voltage.The achieved linear gain is within the 
range of 0.1V to 5.3V. Analog inverter and correction buffer circuits are reported based on MBDA. 

Analog inverter will be used in computational and logical decenary MVL circuits. The correction buffer 

is designed as an element to eliminate noises and signal drift at the output of the MVL gates and 
throughout data transfer. 

doi: 10.5829/ije.2022.35.01a.14 
 

 
1. INTRODUCTION1 
 

Silicon is now almost at its maximum speed and efforts 

are underway to find a suitable way to increase its speed 

even further. Some researchers believe in speeding up the 

technology by means of increasing number of processing 

cores and parallel processing. Other researchers are 

trying to use other materials, such as GaNi, to speed up 

digital circuits. However, one of the best ways to increase 

speed use of multi-valued logic circuits can be a desired 

solution. Using this method, more each digit can hold 

more data and, the trope of the circuit and consequently 

the speed of the circuit is increased. Additionally, 

increased data density can reduce the area of the circuit, 

and dependent on the type of design, it is possible to 

reduce the power consumption of the circuit as well. In 

other words, by using multi-value circuits, in addition to 

increasing the circuit speed, it is possible to reduce the 

area and power consumption simultaneously. 

This research is a part of a larger project aimed to build 

arithmetic and logic units based on decenary Multi-
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Valued Logic (MVL). Since arithmetic circuitry was 

designed using voltage-based analog circuits, a 

differential amplifier with linear gain was required in the 

design. Linearity of the gain within the maximum 

possible voltage range was important for the design to be 

able to provide uniform voltage levels within the most 

part of the power supply voltage range. 

Initially, reported work on similar technologies as the 

one used in the reported work, i.e., TSMC 180nm, was 

studied. Hence, a number of reported amplifier designs 

using 180nm technology were studied. Since none of the 

reported designs matched the required specifications 

needed, it was decided to design a new differential 

amplifier to satisfy the decenary MVL circuits design 

requirements.  

Based on this differential amplifier, an analog inverter 

was designed to support designed for the decenary MVL 

arithmetic and logic circuitry, as well as in designing a 

correction buffer to eliminate noises and signal drift at 

the output of the MVL gates and throughout data transfer. 

In this paper, a MOSFET-Based Differential Amplifier 
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(MBDA) circuit with a new composition is presented. 

MVL circuits are also provided using analog instead of 

logic switches. This method reduces the complexity of 

the circuit, the number of transistors and the number of 

power supplies required in the circuit design. The 

reported circuits that are presented operate in 10 levels 

and are designed with uniform levels in terms of voltage.  

The goal is to design an amplifier with the following 

specifications:  

1. Operating range 0V to 4.5V (decenary levels 

with 0.5V distance between two levels). 

2. Linear gain close to the voltage range between 

0V to 4.5V. 

3. Amplifier with the lowest number of transistors 

(9 transistors are used in the reported design) 

4. Amplifier with the minimum delay (higher than 

100MHz) 

The reported inverter and correction buffer are 

designed based on MBDA. 

It is era of rapid change for the computing technology. 

Digital circuits, such as other parts of the computing 

technology, need fundamental changes.  
 

 

2. RELATED WORKS 
 
Many researchers are trying to make these changes in a 

variety of ways. Multi-Valued Logic (MVL) is an 

attractive research method in this area. In recent years, 

many researches were engaged in the field of MVL 

circuit design. Researchers have used various methods 

and technologies to implement MVL circuits. However, 

the main point in the reported researches demonstrated 

the use of switch logic. In the following, some of these 

articles and reported methods will be discussed. The 

reported works are presented in 5 categories. 
1. Organic material 

2. CNTFET 

3. 180nm CMOS 

4. Single electron transistor 

5. Other technologies 

In a reported work by Kim et al. [1], a ternary inverter 

based on a p-n lateral hetero structure is proposed. In this 

research, the logical values attributed to the inverter 

include (0, 1 2⁄ , 1). Length of this inverter is 550µm and 

the power supply voltage is 10V. Having unequal 

input/output voltages is a disadvantage for this inverter. 

As an advantage, the designed circuit uses different 

silicon layer arrangements to produce a 3-level inverter. 

In this research, 2D finite-element numerical  simulator 

software was used to simulate the gate. As an example 

for a new technology, Jeon et al. [2], reported ternary 

logic circuit based on organic material. In this paper, 

negative differential resistance/transconductance is the 

key to the circuit design. Introduced circuits are based on 

Ambipolar Organic FET (AOFET). The main drawback 

of this design is the difference between the input and 

output voltage ranges of the circuit. The input voltage 

variation is between 0 and 200V while the output voltage 

variation is between 0 and 50V. Davari Shalamzari et al. 

[3], reported new quaternary multiplexer, half adder and 

multiplier using CNTFET. In this paper, designed 

circuits are compared against similar technologies in 

terms of power consumption and latency. Results show 

improvement in terms of circuit delay but power 

consumption has increased instead. The simulation was 

performed using HSPICE software and 32nm CNTFET 

library. In a reported work by Hosseini and Etezadi [4], a 

novel ternary MVL comparator was introduced that is 

expandable to a quaternary one. Using CNTFET, the 

reported MVL comparator was designed and simulated 

in both ternary and quaternary modes. Later on, Uternary 

function was extended in to a quaternary function using 

only 4 transistors. This design was simulated using 

Stanford 32nm CNTFET library in HSPICE. In a 

reported work by Jaber et al. [5], a ternary half adder and 

multiplexer was introduced. These circuits were designed 

based on 32nm CNTFET and they were simulated in 

HSPICE simulator. In the reported work, the ternary 

multiplexer’s output current was supplied by one of the 

inputs. The cascaded number of gates would cause 

problems such as false voltage levels. Jaber et al. [5], 

proposed a half-adder where designed based on these 

multiplexers.  

In a reported work by Hosseini and Roosta [6], 

ternary buffer, inverter, STNOR and STNAND circuits 

are introduced. In this paper, using HSPICE’s CNTFET 

Stanford 32nm model and 0.9V power supply; they have 

reached to an operational frequency of 500MHz. In 

addition, Hosseini and Roosta [6] have compared 

reported results against similar reported works showing 

that power and latency were reduced. Chowdhury et al. 

[7], reported voltage mode NOR and MAX operators. 

The Max operator was designed using only 3 transistors. 

Using 2 more transistors, Chowdhury et al. [7] built a 

NOR operator. Designed circuits were simulated in 

HSPICE using 180nm library.  

In other reported work by Saha and Pal [8], a circuit 

is proposed to convert ternary logic to binary logic. This 

circuit consists of 3 parts: Trit-to-Unary Decoder (TUD), 

Complete Unary Decoder (CUD) and Unary-to-Binary 

Converter (UBC). These 3 sections are arranged in series; 

therefore, the circuit delay is equal to the total delay of 

these sections. The proposed circuit was designed using 

TSMC 180nm model. Layout design and simulation is 

done using T-Spice. Simulation results showed that the 

circuit delay is 0.72ns and the power consumption of the 
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circuit at 500MTPS was 177.74µW. The circuit area was 

13.77x102µm2 and 280 transistors were used in designing 

this circuit. 

The Single Electron Transistor (SET) has low power 

consumption [9-11]. As an example, in a work reported 

by Gope et al. [12] a ternary Flip-Flop (FF) was designed. 

In this work, a completely different set of FF models were 

reported where the only problem was the use of large 

number of transistors in the design.  

Sandhie et al. [13], reported ternary logic circuits 

based on GNRFET. In this reported work, the supply 

voltage was 1V and the distance between the 2 levels was 

0.5V. Simulation is performed using HSPICE-GNRFET 

16nm where STI and PTI gate circuits were built.  STI and 

PTI gates were designed using 6 transistors and 2 

transistors respectively. The STI gate was compared 

against a similar CNTFET model in terms of power 

consumption and latency. In both cases the proposed 

circuit showed improvement.  

Other methods have been used to design and 

implement multi-valued circuits. For example, in the 

paper presented by Karmakar [14], a ternary inverter is 

built using quantum dot gate. The circuit model is 

designed based on Barkley Short Channel IGFET Model 

(BSIM) in VHDL. This paper presents 3 standard 

inverters Negative Ternary Inverter (NTI), Positive 

Ternary Inverter (PTI) and Standard Ternary Inverter 

(STI). Charjee et al. [15], reported a novel Random 

Access Memory (RAM) using MVL and fuzzy logic 

operators. In this paper, fuzzy interface system used with 

a limited number of logical steps and a 1x3 memristive 

crossbar array to develop a MVL-based RAM 

(MVLRAM). In the paper presented by Sharma and 

Kumre [16], a ternary arithmetic logic unit is presented. 

HSPICE’s Stanford 32nm CNTFET model is used to 

design the circuits. The proposed operators include 

MUX, Adder, Subtractor, Multiplier and comparator. 

This article presents one of the most complete sets for 

logic and calculus operations. 

Since the most important part of the article is about 

differential amplifiers, a number of the amplifiers 

provided will be also reviewed. An important feature of 

the amplifier in this paper is the linearity of the Voltage 

Transfer Characteristics (VTC).  

In a reported work by Dvornikov et al. [17], a novel 

operational amplifier (Op-Amp) is reported. Reported 

Op-Amp designed based on 2 technological routes, 

“Inch-R/NJFET” and “Inch-P/PJFET” and simulated in 

LT spice CAD. 

The simulation results at -197°C indicate the Op-Amp 

operates perfectly. Circuit power supply was 5V and 

current consumption was about 360µA. VTC simulated 

at -197°C and the linear part of graph is between -3V to 

3V at the output. 

In another work reported by Kuzmicz [18], a simple 

ultra-low power Op-Amp described. The reported Op-

Amp designed in 22nm CMOS FDSOI technology with 

very low current consumption about 1.1µA at 0.8V 

power supply. In this research, 49 prototype chips tested 

at 0.8V supply and room temperature. Test results show 

the VTC graph is linear in whole power supply (0V to 

0.8V). 

In a research reported by Alam et al. [19], a 

capacitance to voltage converter is presented. This circuit 

was simulated using PSPICE model parameters based on 

standard 0.13µm CMOS process. Circuit power supply 

was 1.2V and the circuit combined capacitor network to 

the Op-Amp. VTC graph show the linear response from 

about -1V to 0.8V at the output. 

In the paper presented by Raut et al. [20], a two-stage 

Op-Amp is designed using 180nm CMOS technology. 

The proposed Op-Amp gain is about 74.9dB and its 

bandwidth is 7.26 MHz. The reported Op-Amp has a 

classic design structure.  

In another work presented by Dash et al. [21], an Op-

Amp with 180nm CMOS technology is presented. One 

of the positive points of this Op-Amp is the low number 

of transistors used in this design. This Op-Amp is 

designed using only 8 transistors. The power supply of 

the circuit is 1.8V and the gain of the circuit is about 

60dB. 

Circuits and results presented in this paper are part of 

the design and results of a larger project. The main 

project consists of 3 main parts.  

1. Designing a complete decenary (10-valued) logic 

with related circuits 

2. Decenary memory circuit design 

3. Decenary arithmetic circuits 

The logic and memory sections are currently 

completed. For the computational part, it is necessary to 

design 3 basic circuits that are introduced in this article. 

This article is a continuation of previous research where 

novel decenary logic was presented. In the proposed 

logic, the voltage distance between 2 logic levels is 

considered to be 0.5V. 

This paper presents elements for designing decenary 

MVL circuits. The reported elements designed and 

implemented using Metal Oxide Semiconductor Field 

Effect Transistor (MOSFET) transistors. In section 2, 

general characteristics of the proposed circuits will be 

explained. In section 3, the MBDA circuit will be 

presented which is a simplified differential amplifier 

design suitable for use in decenary MVL circuits. Later 

on, the introduction of the proposed analog inverter will 

be reported in section 4. In section 5, correction buffer 

circuit will be followed. The inverter is designed to be 
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analog and based on decenary MVL. Correction buffer is 

designed and provided to correct noise and drift errors in 

analog circuits within the designed circuitry. In the final 

section, conclusions and future work conclude the paper. 

 
 
3. CIRCUIT SPECIFICATIONS 
 

The proposed circuits are designed and simulated using 

the PSPICE’s TSMC 180nm model [22]. The circuits 

have 2 supply voltages of 5.5V and -0.5V. These supply 

voltages are far from the transistor breakdown voltage. 

For 180nm transistors, the breakdown voltage is 

approximately equal to 10V [23-25]. All the proposed 

circuits operate in analog mode and only the correction 

buffer circuit has a switching logic at its output. The 

voltage distance between the 2 levels is 0.5V. Logic level 

0 is indicated by 0V and logic level 9 is indicated by 

4.5V. 

 

 

4. MOSFET BASED DIFFERENTIAL AMPLIFIER  
 

A differential amplifier is a requirement for many analog 

operations. A number of reported differential amplifier 

designs with 180nm technology were tested; however, 

none of them satisfied specifications needed in the 

required decenary MVL circuit design [26-28].  

Satisfying needed design requirements, a suitable 

amplifier had to have two necessary characteristics. 

Firstly, it should be able to operate in the whole range of 

0V to 4.5V. Secondly, within this interval, the gain 

should be linear. In this application, the size of the gain 

is not as important as its linearity. 

The reported works in this area either did not cover 

the voltage range required in the reported decenary MVL 

circuit designs [20, 21], or their gain was not linear 

enough [17-19].  

For example, in an article submitted by Raut et al. 

[20], the gain circuit is excellent in terms of linearity, 

However, in terms of operating voltage range, the 

required voltage range is not provided. The operating 

voltage range in the provided amplifier is from -1.8V to 

1.75V. In another reported work by Alam et al. [19], 

linear interval size of the amplifier gain is not enough. 

The reported linear interval is a little over 1.5V. 

In decenary MVL circuits, linear gain ensures equal 

distances between logical levels at the output of the 

circuit. 

Several logical conditions are required to define a 

differential amplifier behavior. The proposed circuit 

must have 2 inputs and 1 output. One of the inputs will 

be named positive and the other negative. Dealing with 

special operational conditions, operation of the proposed 

MBDA is set to the following special conditions. If the 

positive input voltage is greater than the negative input 

voltage, the output will be equal to the positive supply 

voltage. If the negative input voltage is greater than the 

positive input voltage, the output will be equal to the 

negative supply voltage. In other words, the output 

voltage is limited by the power supply. 

The proposed MBDA circuit consists of 2 stages. 

Figure 1 shows the  MBDA input stage, i.e., stage 1. The 

input stage is quite similar to other differential amplifiers. 

This stage is designed based on the current mirror circuit. 

Since gates Q1 and Q2 have the same voltages, the 

current passing through both transistors is the same. A 

small difference between the voltages of gates Q3 and Q4 

causes the output voltage of the circuit to be switched 

high or low. These high and low signals are not strong 

enough and similar to the other differential amplifiers, 

there is a need for another circuitry stage to amplify weak 

high and low. In digital circuitry, weak signal is defined 

as a signal that is not a full swing. The same thing 

happens at the output of this circuit. 

The easiest way to amplify these weak signals is to use a 

binary inverter. Stage 2 of the circuit is shown in Figure 

2. The stage 2 of the circuit consists of 2 inverters and a 

capacitor. There are 2 reasons for using 2 inverters. First, 

an inverter is incapable of sharply switching to power 

supply voltage or ground. Second, increasing the W/L 

ratio requires a 2 layered circuit (to increase amplifier 

output current). Finally, the reason for the presence of 

capacitor C in the circuit is due to the destructive effect 

of the feedback. Differential amplifiers are usually biased 

with feedback. A feedback resistor is usually used to 

connect the output to the input. Due to the resistance path 

of the feedback and gate capacitor at the input, there is a 

delay in applying the feedback loop. This delay will 

cause the output of the Differential amplifier to oscillate. 

Capacitor C on the second stage of the circuit suffocates 

this oscillation. Figure 3 shows the complete MBDA 

circuit. 
 

 

 
Figure 1. First stage of MBDA 
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Figure 2. Second stage of MBDA 

 

 

 
Figure 3. MBDA complete circuit 

 

 

Validating functionality of the proposed MBDA, the 

MBDA circuit was simulated using 2 different input 

signals, i.e., non-inverting amplifier, Figure 4 and non-

inverting summing amplifier Figure 5. In the non -

inverting amplifier circuit, the circuit gain is 1. The 

simulation for the circuit is performed using 2 types of 

sinusoidal and stepped signal inputs.  

Figure 6 shows the simulation results for these 2 types 

of input signals. In Figure 6 part (a) MVL signal sample 

is applied to the MBDA. In Figure 6 part (b), the 

sinusoidal signal is applied to the MBDA at 300 MHz (as 

its maximum frequency, the phase shift in it is quite  

 

 

 
Figure 4. Non-inverting amplifier schematic 

clear). Figure 6 part (c), a sinusoidal signal, with an 

appropriate frequency (30 MHz) for the design is applied 

to the MBDA.  

Figure 5 is an extended version of Figure 4 with 2 

inputs. The algebraic sum of the 2 input voltages will 

appear at the output of the circuit. Simulation results for 

these 2 types of inputs are presented in Figure 7. 

Simulation results show that the pseudo MBDA circuit 

behaves close to the performance of a normal MBDA. 

The output of a normal differential amplifier circuit with 

non-inverting amplifier bias is obtained using Equation 

(1).  

The open-loop gain is also calculated from Equations 

(2) to (5).  

𝑉𝑖𝑛 =
𝑅2

𝑅2+𝑅𝐹
× 𝑉𝑜𝑢𝑡  (1) 

𝑉𝑜 =
−𝑗𝑋𝑐

𝑅𝑜−𝑗𝑋𝑐
𝐴𝑉𝑖𝑑  (2) 

−𝑗𝑋𝑐 =
1

𝑗2𝜋𝑓𝑐
  (3) 

𝑉𝑜 =
𝐴𝑉𝑖𝑑

1+𝑗2𝜋𝑓𝑅𝑜𝑐
  (4) 

𝐴𝑜𝑙 =
𝑉𝑜

𝑉𝑖𝑑
  (5) 

In the reported work, the open-loop gain is measured 

by means of simulation. 

Simulation results closely follow Equation (1). Table 

1 shows the W/L ratio of each transistor. 

The static power consumption of a MBDA is 38.32µW 

and the MBDA latency at its worst is 3.28ns. MBDA 

Voltage Transfer Characteristics (VTC) open-loop is 

given in Figure 8. VTC graph is given in -40°C, 25°C and 

80°C temperature. 

 
4. 1. MBDA Specifications           Since the reported 

MBDA circuit cannot be considered a normal differential 

amplifier, it cannot be easily compared against other 

 

 

 
Figure 5. Non-inverting summing amplifier schematic 
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Figure 6. Non-inverting amplifier results (black: input, blue: 

output) 

 

 
Figure 7. Non-inverting summing amplifier results (red & 

black: inputs, blue: output) 

TABLE 1. Value of the W/L ratio of MBDA circuit transistors 

 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 

W/L 1.5 1.5 1.5 1.5 1.5 6 6 6 4.5 

 

 

 

differential amplifiers. Difference between this MBDA 

and other similar differential amplifiers lays in the main 

purpose of its design. This element was not designed to 

produce power gain or for any other typical uses of a 

differential amplifier. The reported MBDA circuit 

specially designed for use in multi-valued circuits. 

However, as for comparison its analog specifications can 

be addressed. 
The analog characteristics obtained from the 

simulation are presented in Table 2. Slew Rate (SR) and 

Unity Gain Bandwidth (UGB) values are reported in 

Table 2. 

Although it will be very difficult to compare the 

reported MBDA against other reported ones, some of its 

specifications have been compared against 2 regular 

differential amps. Table 3 summarized the Open-loop 

characteristics of proposed MBDA. The comparison at 

25 °C is given in Table 4 [17-20]. 

According to the linear gain of the MBDA, in Table 

4, a series of comparisons with similar circuits are also 

provided. Table 4 compares variouus characteristics of 

the MBDA circuit provided against the other 4 

differential amplifier designs. The proposed MBDA 

circuit performs better than other compared differential 

amplifiers in terms of UGB characteristics and linearity 

ratio along with linearity amplitude. In this research, 

amplitude and linearity ratio are very important for 

designing MVL circuits. 

 

 

 
Figure 8. MBDA’s open-loop VTC chart 
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TABLE 2. MBDA specifications 

Temperature (°C) Voltage (V) Power Gain (dB) SR (V/ns) Settling time (ns) Output swing (V) UGB (MHz) 

-40 

2 40.53 0.33 5.9 1.96 330 

1.2 43.22 0.15 8 1.201 230 

1 45.38 0.1 9.9 1.01 200 

25 

2 40.2 0.22 9 1.95 220 

1.2 43.28 0.09 12.9 1.199 151 

1 44.68 0.07 14.95 1.02 140 

80 

2 40.07 0.2 9 1.96 202 

1.2 43.01 0.09 13.1 1.203 148 

1 44.17 0.06 16.15ns 1.01 121 

 

 
TABLE 3. Open-loop characteristics of proposed MBDA 

Supply Voltage (V) 5.5 

Current Consumption (µA) 44 

Power Consumption (µW) 242 

Open-Loop Gain ratio – (dB) 423 – (52.528) 

Process TSMC 180 nm 

 

4. 2. Experimental Results                Designing the 

differential amplifier started with 4 aforementioned goals 

in section 4. The first objective was to have the MBDA 

to operate within the range of 0V to 4.5V. Given the 

ability to produce output from about -0.5V to 5.5V, the 

first goal has been achieved. 

The second goal was to have a linear gain within the 

range of 0V to 4.5V. This goal has also been met by 

 

 
TABLE 4. Comparing the proposed MBDA against two other reported differential amplifier designs 

 Gain (dB) UGB (MHz) 
Technology 

(nm) 

Linearity Gain 

Region (LGR) 
Power Supply 

Linearity 

Ratio (LR) 

Number of 

Transistors 

Reported MBDA 52.528 220 180 (CMOS) 0.1V to 5.3V -0.5V to 5.5V %86.66 9 

[20] 40 0.114 180 (CMOS) Not specified. -1.8V to 1.8V Not specified. 8 

[17] 97.1 Not specified. 6 (JFET) -2.79V to 2.79V -5V to 5V %55.8 20 

[18] 73.8 0.14 22 (CMOS) 0V to 0.8V 0V to 0.8V %100 9 

[19] 29.948 1.8 130 (CMOS) -1V to 0.8V -1.2V to 1.2V %75 18 

 

 

achieving a linear gain of about 0.1V to 5.3V. Two 

measurements were used to compare Gain's linearity in 

amplifiers. The first measurement is called the Linearity 

Gain Region (LGR). LGR is the area between start and 

end voltage points of the linear gain region of the open-

loop VTC curve. LG measured in this circuit from is 

between 0.1V to 5.3V. This means that the voltage ranges 

for the linearity of the gain in the reported differential 

amplifier covers %86.66 of the power supply’s voltage, 

i.e. Linearity Ratio or LR. The second measurement is 

the Maximum Difference (MD) from the straight line 

connecting the two LG points (Figure 9). In the reported 

MDBA, measured MD is about 400µV. 

The third measurement is the number of transistors 

used in the circuit. Compared versus other reported 

circuits for the differential amplifier, the reported work 

uses 9 transistors are suitable. 

Finally, the circuit delay is given in detail in Table 2. 

The delay is greater than expected, but does not rule out 

circuit design and delay is within acceptable limits, i.e., 

less than 100ns. 

 
 
5. ANALOG INVERTER 
 

Having built a MBDA circuit, design of an analog multi-

valued inverter would be simplified. It is enough to 

implement the circuit in Figure 10, which is very similar 

to an inverting amplifier with a gain of 1. Inversion to the 

positive input voltage is done in MBDA. Figure 11 shows 

simulation results for the inverter with 3 input types. A 

decenary low-frequency input signal simulation result is 

presented in Figure 11 (a). Figure 11 (b) shows 

simulation results for the same input at 100 MHz (as high 
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Figure 9. Gain linearity comparison A) zoom out, B) zoom 

in 

 

 

 
Figure 10. Analog inverter 

 

 

 
Figure 11. Analog inverter simulation results (black: input, 

blue: output) 

 
 
frequency). Finally, Figure 11 (c) shows simulation 

results for a sinusoidal input signal, at 10 MHz (as low 

frequency). It should be noted that analog input is 

provided only to show its performance as an analog 

circuitry. 

The proposed analog inverter, with decenary logic 

input, is equivalent to a standard inverter in ternary logic. 

The proposed inverter will be used in computational 

circuits in a similar way to a differential amplifier. In the 

proposed circuit, the power consumption is greater than 

70µW, and it is dependent on the circuit bias. The worst 

case delay is 10ns. 

 
 
6. CORRECTION BUFFER 

 

In the reported circuits, since the circuits are analog, 

effects of noise and drift are major drawbacks in the 

design. It is not possible to cascade the circuits due to the 

noise and drift effects. Noise effect occurs due to the 

absence of marginal noise and with high sensitivity. Drift 

means the displacement of the circuit’s output voltage 

from the desired voltage. Inaccuracy of the physical 

values that determine circuit operation, such as, values of 

the resistors is the main reason for the drift. Correcting 

this problem, a correction buffer is required at the output 

of the circuit. 

By means of this correction buffer, the possible 

voltage drift can be removed from the output. The 

correction buffer circuitry is designed based on the 

proposed MBDA. In the MBDA used for the correction 

buffer, the dumping C capacitor in Figure 2 is removed.  

Since these comparators do not have feedbacks and their 

outputs will not fluctuate due to capacitance-resistance 

delay. Figure 12 shows the correction buffer circuit in 

general. 

On the output stage, the proposed correction buffer 

circuit behaves similar to an analog buffer. However, 

output of the circuit cannot reach -0.5V or 5.5V. This is 

due to the threshold voltage of the transistors that can 

vary in the maximum range of 0V to 5V. Threshold 

voltage is not an issue for the output of the proposed 

decenary circuitry, because the voltage range of the 

decenary circuit is 0 to 4.5V. Different types of input 

signals were applied to the circuit to demonstrate its 

performance. 3 types of input signals were applied to the 

proposed correction buffer circuit and simulation results 

are reported in Figure 13.  

A Triangular signal, 2 sinusoidal signals and a 

decenary logic signal with a drift are applied to the 

circuit. The simulation results are reported. The output of 

each comparator is either 0V or 4.5V (dependent on the 

comparison situation sometimes it will be 4.5V and 

sometimes 0V).  

Similar to a resistor ladder, due to the wired summing 

voltage resistance, each 4.5V adds 0.5V to the main 

output of the circuit. For every 0.5V increase in input 

voltage, the output of the comparator will change from  
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Figure 12. Correction buffer 

 

 
Figure 13. (a) High frequency sinusoidal signal (b) Low frequency sinusoidal signal (c) Triangular signal (d) Decenary signal 

results (black: input, blue: output) 
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0V to 4.5V. According to the simulations performed, this 

circuit functions as a quantizer in ADCs. The static power 

consumption of the circuit is about 272µW and is 

dependent on the resistors used in the circuit. Delay of 

the circuit is 20ns at its worst. 

 
 
7. CONCLUSION AND FUTURE WORK  
 

This article reports an ongoing work on the design of 

decenary logic circuits based on analog circuits. The goal 

of this research is to provide the elements needed to 

design MVL computational circuits. A MBDA was 

introduced in this paper. Contributions in MBDA circuit 

include the operational voltage range suitable for the 

application of a decenary circuit, and a differential 

amplifier with linear gain, i.e., MBDA. 

Since the voltage distance between each level and the 

next level is 0.5v, the MBDA should be able to operate 

from 0V to 4.5V (Input voltage range and output voltage 

range). The proposed MBDA is capable of operating 

from 0V to 5.5V. 

In MDBA, the linearity of the gain in the whole range 

of the operating voltage helps to ensure that the voltage 

value of each level is correct (without the need to change 

the MBDA resistance configuration). The proposed 

MBDA Gain is linear within the voltage range of 0.1V to 

5.3V. 

MBDA is the element by which other elements will 

be designed. This paper reports a decenary inverting 

circuit as well. Finally, a correction buffer is designed 

and simulated to control the error caused by noise and 

drift.  

The analog circuits used in MVL will reduce number 

of the transistors and thus reduces complexity of the 

circuit. However, use of analog circuits will not be 

without its drawbacks, e.g., sensitivity to noise and drift 

of the output circuit that are due to the tolerance of the 

components. This problem has been completely fixed 

with the design of the corrective buffer. Correction buffer 

should be used at output of the chip or the feedback 

sections.  

In other words, additional circuitry will be required to 

fix the noise and drift effects. Simulation results confirm 

correctness of the operation of the proposed circuits.  

In future work, intention to complete the arithmetic 

circuits section using analog logic. The reported circuits 

have the same specifications (levels voltage distance, 

number of levels, manufacturing technology, voltage of 

power supplies) as with the decenary MVL family 

circuitry as discussed earlier in section 1. The most 

important of these drawbacks are the higher sensitivity to 

noise and drift of the output circuit that are due to the 

tolerance of the components. This problem is fixed with 

the design of the corrective buffer. Correction buffer 

should be used at the output of the chip or the feedback 

sections. In other words, additional circuitry will be 

required to fix the noise and drift effects. 

Simulation results confirm correctness of the operation 

of the proposed circuits. In future work,  circuits with the 

same specifications will be introduced. These circuits 

include decenary logic circuitries and a decenary 

memory circuit. 
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Persian Abstract 

 چکیده 

اند در این مقاله ارائه شده است. تقویت  ارزشی است. مدارهای مد ولتاژ آنالوگ که در منطق چندارزشی بکار گرفته شده   10هدف از کار ارائه شده، کمک به طراحی مدارهای  

اساسی این المان بازه ولتاژی و خطی بودن هاییژگی ارزشی است. و  10ارائه شده، المان اساسی بکارگرفته شده در مدارهای    MOSFET (MBDA)کننده دیفرانسیلی بر پایه  

ولت است. همچنین دو مدار معکوس کننده آنالوگ و بافر تصحیح کننده  5.3ولت تا  0.1ولت است و بازه خطی بودن مدار از  5.5تا   0از  MBDAگین آن است. بازه ولتاژی 
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A B S T R A C T  
 

 

A new type of innovative composite shear wall, concrete-filled cold-formed steel shear wall ( CFCSW) 
is proposed, composed of cold-formed channel sections arc-welded together by 20 mm length of welds 

and filled with concrete. The main study of CFCSW focuses on the overall behavior, ultimate load 

capacity, stiffness and ductility. Three specimens of CFCSW with an aspect ratio of 1.0 are tested under 
lateral monotonic load. Three-dimensional finite element models are developed and benchmarked with 

the experimental results. The validated models are used to carry out parametric studies to determine the 

influence of the parameters on the performance of the CFCSW. The parameters are the height, steel plate 
thickness, weld spacing and concrete thickness of the CFCSW. The experimental and finite element 

modeling results indicate that increasing the weld spacing from 105 mm to 211 mm improves the 

stiffness, ductility and load carrying capacity, and similarly, providing holes inside the wall increases 
the stiffness, ductility and peak strength of the CFCSW. The ultimate capacity of the CFCSW is the most 

influenced by changing the height of the wall and least influenced by varying the concrete thickness of 

the wall. 

doi: 10.5829/ije.2022.35.01a.15 
 

 
1. INTRODUCTION1 
 

Generally, reinforced concrete shear walls are used in 

high-rise buildings. However, they present construction 

difficulties, which result in delays during construction 

and they have limitations when more strength and more 

ductility are required in shear walls [1-3]. Therefore, 

innovation in shear wall is necessary. Four types of wall 

have been suggested by past researchers as alternatives to 

the traditional reinforced concrete shear wall. The first is 

the steel plate shear wall, which can withstand large 

inelastic deformations [4-7]; however, local buckling in 

the compression zone of the steel plate greatly reduces 

the stiffness and strength capacity of the shear wall [8]. 

Using stiffeners and increasing the steel plate thickness 

can avoid the buckling problem, but it is considered 

uneconomical. The second type of shear wall is the 

composite wall, which consists of steel frame boundaries 

and a steel plate inside the concrete [9-12]. The third form 

consists of a steel plate embedded in the reinforced 
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concrete shear wall [13-16]. The fourth form is a concrete 

wall sandwiched by two steel plates, called a double-skin 

composite shear wall [1, 17].  

A considerable amount of research has been done on 

the double-skin plate composite wall. Initially, the in-

plane shear behavior of a double-skin plate composite 

wall with boundary elements was discussed by Ozaki et 

al. [18]. Varma et al. [19] proposed and verified the 

simple mechanics-based model (MBM) for the walls 

with boundary elements. Furthermore, Booth et al. [20] 

investigated the ultimate in-plane shear strength of the 

steel-plate composite wall with boundary elements and 

found that it mainly depends on the yield strength of steel 

face plate and the diagonal compression capacity of the 

cracked infilled concrete. Epackachi et al. [21] tested four 

specimens, named steel-plate composite wall piers, 

consisting of studs and tie rods, and determined that the 

failure pattern of the wall is governed by flexure rather 

than by shear. Luo et al. [17] and Zhang et al. [2] 

examined the in-plane seismic behavior of the wall with 
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vertical stiffeners and connectors under reversed cyclic 

lateral load and axial compressive load. Luo et al. [17] 

ex-perimentally studied the behavior of the shear wall by 

varying the aspect ratio (height to length), concrete 

strength, axial compression ratio and plate thickness and 

found that the arrangement of the wall best utilizes the 

steel and concrete strength. Zhang et al. [1], through 

experiments, concluded that the ductility of the wall is 

greatly influenced by the thickness of the shear wall and 

the number of channels in the wall [17].  

The above-mentioned researches mainly focused on 

cyclic behavior of the walls with the use of connectors 

like studs and tie rods. Therefore, a new type of 

composite wall (CFCSW) was put forward for ease of 

construction without the connectors and composed of 

cold-formed lipped C-sections connected by flare V-

groove welds and filled concrete. Only the in-plane 

monotonic load was considered. The behavior of the 

proposed wall was investigated through the experimental 

tests with regards to the stiffness, ductility, ultimate 

capacity and failure mechanism. Finite element analysis 

was conducted to predict the peak strength of the wall and 

validated using the test results. Finally, sensitivity 

analysis was carried out to investigate the influence of the 

height, steel plate thickness, weld spacing and concrete 

thickness. 

 

 

2. EXPERIMENTAL PROGRAM 

 

2. 1. Specimen Description            In general, the shear 

walls used in the high-rise building have the thickness 

ranging from 300 mm to 1800 mm and the steel plate 

reinforcement ratio, described as 2tp/T, varying from 

1.5%-5%, where tp is the thickness of steel plate and T is 

the thickness of wall [1].  This experiment was to study 

the shear wall system in a high-rise building. Three 1:5 

scale down CFCSW specimens were designed to 

represent the wall, which has the height, length and 

thickness of 4320 mm, 3570 mm and 510 mm, 

respectively. All three specimens had an aspect ratio of 

1.0, where the aspect ratio is the ratio of the clear height 

(overall height minus loading steel plate height) to the 

length of the wall [1, 17]. The configurations of the three 

tested specimens are listed in Table 1. The details for the 

cross-section, elevation, and inner channel of the spec-

imens are shown in Figures 1 to 5. 

Initially, fourteen cold-formed steel channels were 

arranged as shown in Figure 1 and connected by the 

welds. The hollow steel wall thus formed was fillet-

welded to the steel base plate of thickness 38 mm. 

Furthermore, shear studs were installed on the baseplate 

so that the concrete could transfer the load sufficiently to 

the baseplate. Overall, the strength of the connection 

between the baseplate and the wall was designed to resist 

the estimated ultimate load. Then, ready-mix concrete 

was used to cast the wall to make the concrete-filled cold-

formed steel shear wall (CFCSW). Flare V-groove welds 

with a length of 20 mm were used for welding, which is 

the minimum length of weld according to American 

Structural Welding code [22]. Similarly, the weld 

spacing of 105 mm (one eighth of overall height, Figure 

2) was chosen for CFCSW1 as per the AISI code [23], 

whereas the weld spacings for CFCSW2 and CFCSW3 

were approximately double that of CFCSW1 (Figure 3). 

Additionally, square holes with the size of 80 mm x 80 

mm were made in the web of the inner channel sections 

for CFCSW1 and CFCSW2 (Figure 4) based on the AISC 

guideline for castellated and cellular beam [24]. 

Therefore, the weld spacings and the holes in the inner 

webs are the fundamental parameters that were 

investigated in this experiment regarding their effect on 

the structural behavior of the wall. 

 

 
TABLE 1. Configurations of test specimen 

Specimen 

Cross-

section (mm 

x mm) 

Center-center 

spacing of 

welds (mm) 

Size of square 

holes (mm x 

mm) 

CFCSW1 714 x 102 105 80 x 80 

CFCSW2 714 x 102 211 80 x 80 

CFCSW3 714 x 102 211 No holes 

 

 

 
Figure 1. Typical cross-section of specimens and details of 

cold-formed channel section (units in mm) 

 

 

 
Figure 2. Elevation view A-A with welding details of 

CFCSW1 (units in mm)                                                
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Figure 3. Elevation view A-A with welding details of 

CFCSW2 and CFCSW3 (units in mm) 

 

 

 
Figure 4. Details of holes in CFCSW1 and CFCSW2 

(section B-B, units in mm) 

 

 

 
Figure 5. Specimens (a) CFCSW1 (b) CFCSW2 and 

CFCSW3 

 

 

2. 2. Material Properties            Three tensile coupon 

tests were carried out to determine the mechanical 

properties of the cold-formed steel. Young’s modulus of 

elasticity, the yield and ultimate strength of the cold-

formed steel obtained from the tests were 197.9 GPa, 

463.9 MPa and 490.9 MPa, respectively. Likewise, the 

compressive strength of the concrete, calculated from the 

concrete cylinders at 28 days, was 21.0 MPa for all three 

specimens. 

 

2. 3. Test Setup and Instrumentation          The test 

setup used in the experiment is shown in Figures 6 and 7. 

The horizontal load, which was monotonic in nature, was 

applied using a hydraulic jack at the top of the wall via 

the loading plate. Eight nuts (50 mm outer diameter), four 

bolts (32 mm diameter) and four washer plates (25 mm 

thick) were used to attach the baseplate tightly to the 

concrete foundation block to prevent baseplate 

movement during the experiment. Displacement-

controlled loading with a speed of approximately 0.048 

mm/sec was implemented in the test. The test was 

terminated when the applied lateral load dropped below 

75% of the ultimate strength. 

The deformations in the specimens were monitored 

by installing strain gauges and linear variable differential 

transformers (LVDTs), as shown in Figure 8. Two 

LVDTs were used to measure the in-plane displacement 

at the top of the specimen and one LVDT was used to 

record the out-of-plane displacement of the wall. Strain 

gauges were attached on the top and bottom of the 

exterior parts of the steel channel sections at 674 mm and 

60 mm above the base of the wall, respectively. The 

applied load was recorded using a load cell installed with 

the hydraulic jack during the experiment. 

 
2. 4. Experimental Results and Discussion       The 

key results from the experiment are listed in Table 2. The 

initial stiffness, ultimate load carrying capacity, ductility, 

failure mode and damage to the walls were the main 

parameters analyzed regarding the structural behavior of 

the specimens during the experiment. The ductility, 

measured in terms of displacement, was the ratio of the 

yield displacement to the ultimate displacement. The 

ultimate displacement was taken as the displacement  

 

 

 
Figure 6. Experimental setup (all units in mm)     
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Figure 7. Actual setup in the laboratory 

 

 

 
Figure 8. Instrumentation in specimen 

 

 

corresponding to 85% of the ultimate load after the 

ultimate point [17]. As shown in Table 2, the initial 

stiffness of CFCSW2 was slightly higher than for 

CFCSW1 and CFCSW3, which was attributed to the 

flexibility of the foundation and base plate connection 

during the test. 

 

2. 4. 1. Deformations in CFCSW1, CFCSW2 and 
CFCSW3         The curve shown in Figure 9 depicts that 

CFCSW1 failed in a brittle manner as the load dis-

placement curve dropped suddenly immediately after 

reaching the ultimate loading stage. The first yielding of 

the specimen began at 227.7 kN as the steel at the bottom 

of the 1st channel (the 1st channel from the loading 

direction) started yielding in tension. Furthermore, the 

steel at the bottom of the 14th channel yielded at a load 

 

 
TABLE 2. Summary of test results 

Specimen 
Initial stiffness 

[kN/mm] 

First yield 

load [kN] 

Ultimate 

load [kN] 
Ductility 

CFCSW1 20.62 227.7 290.7 1.65 

CFCSW2 22.76 346.3 378.0 1.87 

CFCSW3 19.84 230.0 250.3 1.58 

of 281.5 kN in compression. On further increasing the 

load, fracture of the steel at the base of the 1st channel 

occurred at almost the ultimate load. Finally, the 

specimen failed by the propagation of the steel fracture 

to the 2nd and 3rd channels and the buckling at the base 

of the 14th channel, as shown in Figure 10.  
While, CFCSW2 showed relatively ductile failure 

mechanism. CFCSW2 first started yielding at a load of 

346.3 kN in the 1st channel and at a load of 356.3 kN in 

14th channel. Moreover, at approximately 80% of the 

ultimate load after the peak point, deformations (tearing 

and buckling of the steel near the welds) began to occur. 

Eventually, fracturing and buckling of the steel channels 

were noticed at approximately 75 % of the peak load 

(Figure 11). Whereas, CFCSW3 exhibited brittle failure, 

as demonstrated by the load displacement curve in Figure 

7. CFCSW3 yielded for the first time when the load 

reached 230.0 kN. In addition, the nature and 

characteristics of the failure of the specimen was similar 

to CFCSW1 (Figure 12). 

 

2. 4. 2. Comparisions             Increasing the weld spacing 

shifted the failure mechanism from brittle failure, as 

noticed in CFCSW1, to ductile failure, as in CFCSW2.  

 

 

 
Figure 9. Lateral load displacement curve for CFCSW1, 

CFCSW2 and CFCSW3 

 

 

 

Figure 10. CFCSW1 (a) and (b), fracturing of steel and 

concrete cracking on tension side (c) buckling of steel on 

compression side 
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Figure 11. CFCSW2 (a) side view of damages (steel 

fracturing and buckling) (b) buckling of 14th channel 

 

 
 

 

Figure 12. CFCSW3 (a) and (b), fracturing of steel at base 

of 1st, 2nd and 3rd channels (c) buckling of steel at base of 

14th channel 
 

 

The stiffness of CFCSW2 was slightly higher than for 

CFCSW1 prior to the first yield point, as demonstrated 

by curve in Figure 9. CFCSW1 and CFCSW2 yielded 

when the imposed loads were 227.7 kN and 325.7 kN, 

respectively, indicating a 52% increase in yield strength. 

The ultimate loads of CFCSW1 and CFCSW2 were 

290.7 kN and 377.9 kN, respectively, representing a 30% 

improvement in ultimate capacity. The ductility ratios of 

CFCSW1 and CFCSW2 were 1.65 and 1.87, 

respectively, representing a 13% enhancement in 

ductility. The welds, in the form of spots, acted like rigid 

parts compared to the other remaining portions; 

consequently, column behavior was noticed between the 

spot welds. The heights of the column-like structures 

formed in CFCSW1 were about half of height of the 

columns in CFCSW2. Therefore, the columns in 

CFCSW1 behaved as short columns, which, when loaded 

laterally, failed by shear at the base in the experiment. In 

contrast, with CFCSW2, the height of the columns was 

sufficient to provide flexibility to the wall and thus there 

was ductile behavior in the experiment. Similarly, 

residual stresses were generated in the channel sections 

due to the welding. Hence, increasing the weld spacing 

from 105 mm to 211 mm decreased the amount of 

residual stress generated in the specimen which was the 

another reason for such manifestation. 

The failure pattern of CFCSW2, with holes, was 

ductile in nature, whereas CFCSW3, without holes, failed 

in a brittle manner, which illustrated the effect of the web 

holes on failure. The load displacement curve showed 

that CFCSW2 had high stiffness relative to CFCSW3. 

The yield strength of CFCSW3 was 230.0 kN, which was 

a 33% decrease in yield strength compared to CFCSW2. 

Similarly, the load corresponding to the ultimate capacity 

was 250.3 kN for CFCSW3, which represented a 34% 

decrease in ultimate capacity. For CFCSW3, the duc-

tility ratio was about 1.58, which was 15% less than for 

CFCSW2. The holes in the inner webs improved the 

structural behavior by two means. First, it provided 

ductility to the wall by acting as the weakest point in the 

wall. Consequently, the wall utilized the strength of the 

concrete and steel to a greater extend. Furthermore, the 

holes decreased the area of contact for friction between 

the steel and concrete. As a result, the integrity of the 

composite structure was enhanced. 

 

 

3. FINITE ELEMENT MODELING 
 

3. 1. Modeling Assumptions         Non-linear finite 

element modeling of the specimens was conducted using 

the finite element software, ABAQUS. The 3-D model 

developed during the finite element modeling (FEM) is 

shown in Figure 13. 

Eight-node solid elements (C3D8R) were used to 

model the filled concrete, base plate and loading plate. 

Similarly, the cold-formed channel sections were 

represented by four-node shell elements (S4R). Iterations 

with different mesh sizes were carried out to determine 

the optimum mesh size that did not compromise the 

output results, and at the same time, reduced the 

computation time.The filled concrete, base plate, and 

loading plate were meshed with a size of 20 mm x 20 mm 

x 20 mm. Similarly, 20 mm x 20 mm mesh was used for 

the steel channel sections. The welds connecting the 

channel sections were replicated by joining the nodes 

with point-based fasteners, as shown in Figure 13. Point-

based fasteners are generally used to model the point-to-

point connections between two or more surfaces and are 

independent of the mesh [25]. Surface-to-surface contact 

was used to represent the interaction between the 

concrete and steel, with hard contact attributed in the 

normal direction to prevent the penetration of slave nodes 

into the master segments, while frictional contact was 

assigned in a tangential direction [26]. Friction 

coefficient of 0.2 was used during the FEM by calibrating 

with the experimental results. The contact between the  
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Figure 13. ABAQUS model of CFCSW 

 

 

channel sections and the base plate was modeled by a 

surface-based shell-to-solid coupling constraint. Surface-

based tie constraint was employed for simulating the 

contact behavior between the loading plate and the first 

channel section. Flexibility between the baseplate and 

foundation block was considered as in the experiment 

during the FEM. The force method was implemented for 

loading the steel plate. 

 

3. 2. Material Modeling          In this research, filled 

concrete was modeled using the concrete-damaged 

plasticity (CDP) model available in ABAQUS. The CDP 

model can be used when concrete is subjected to 

monotonic, cyclic and/or dynamic loading under low 

confining pressures (less than four or five times the 

uniaxial compressive strength of concrete) [27]. This 

model had been deployed in similar research to simulate 

the behavior of concrete [28-30]. The CDP model 

requires the input parameters such as the uniaxial tensile 

and compressive behavior, damage parameters, 

parameters to define the flow potential and yield surface 

and a viscosity parameter [27]. The plasticity parameters 

that were determined based on trails and used in the FEM 

are listed in Table 3, where Fbo/Fco is the ratio of initial 

equibiaxial compressive yield stress to initial uniaxial 

compressive yield stress and K is the ratio of the second 

stress invariant on the tensile meridian to that on the 

compressive meridian. 

The stress-strain curve of concrete was used to model 

the uniaxial compressive behavior of the concrete (Figure 

14(a)), with the ascending and descending branches of 

the curve defined by Equation (1), which was proposed 

by Popovics [31] and Equation (2), which was from 

Sanez [32], respectively. Nguyen and Whittaker [28] 

demonstrated that this approach was appropriate for such 

types of shear wall. 
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where Eo is the modulus of elasticity of concrete, fc’ is the 

compressive strength of concrete (21.0 MPa), εc is the 

strain corresponding to peak strength (0.002) and ff  and 

εf are stress and strain after the peak strength, which can 

be controlled by the user. 

The concrete behavior in tension was represented by 

the linear stress-strain curve up to the peak strength and 

by the stress-crack width relationship after the peak 

point. Figure 14(b) shows stress-crack width relationship 

of concrete in tension computed as per the CEB-FIP 

model code 1990 [33], which includes the calculation of 

the tensile strength (ft’), fracture energy (GF), and crack 

width at which the tensile strength reduces to zero (wo), 

using Equations (3), (4) and (5), respectively. 
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(a) 

 
(b) 

Figure 14. Stress-strain curve of concrete in: (a) 

Compression (b) Tension 
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The classical metal plasticity models in ABAQUS 

allows for the elastic perfectly plastic mod-eling of steel 

based on the Mises yield surfaces with associated plastic 

flow [27]. Therefore, steel during the FEM was modelled 

as elastic perfectly plastic, with the necessary parameters 

determined from the standard tensile coupon test. 

 

3. 3. Validation of Finite Element Modeling            
Figure 15 and Table 4 represent the load displacement 

curves and ultimate load capacities, respectively, 

obtained from the FEM together with the experiment 

results. As shown, the ultimate capacities and overall 

behavior of the walls were reasonably predicted by the 

FEMs. Furthermore, the buckling modes of 14th channel 

(Figure 16) verified that deformations were similar in the 

FEM and the experiment. The slight difference in the 

response between the FEM and the test could have been 

due to the approximations of actual materials in the FEM, 

selection of the material constitutive models and 

imperfections in the geometry. 
 

3. 4. Parametric Study          The benchmarked FEM 

was further used to conduct the parametric studies to 

investigate the effect of different parameters on the 

lateral load capacity of CFCSW. CFCSW2 was selected 

to carry out the parametric investigation, where the 

variables were: the weld spacing, steel thickness, 

concrete thickness and the height of the wall. Table 5 

presents the details of the walls with their respective 

 

 
TABLE 3. Plasticity parameters 

Dilation Angle Eccentricity Fbo/Fco K 

20 0.1 1.10 0.67 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 15. Comparison of load displacement curves 

between experiment and FEM: (a) CFCSW1 (b) CFCSW2 

(c) CFCSW3 

 

 

TABLE 4. Comparisions between test and FEM results 

Specimen 

Experimental results FEM results 

(1)/(2) (1) Ultimate load 

(kN) 

(2) Ultimate 

load (kN) 

CFCSW1 290.6 285.4 1.02 

CFCSW2 378 354.1 1.06 

CFCSW3 250.3 265.1 0.95 

 

 

 
Figure 16. Buckling of last channel during FEM and in test 

for: (a) CFCSW1 (b) CFCSW2 (c) CFCSW3 

 

 

ultimate capacities maintaining constant values for the 

other parameters (concrete strength, steel strength and 

hole size) for all analyses, except for CFCSW2 with a 

concrete thickness of 50 mm (CFCSW2-T50), where a 

hole size of 40 x 80 mm was used. Figure 17 depicts the 

responses of CFCSWs for different varied parameters. 
 

3. 4. 1. Effect of Weld Spacing            Weld spacing 

(center to center) in the wall was varied while keeping  
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TABLE 5. Details of variables with obtained ultimate load 

Test specimen 
Clear Height (h) 

(mm) 

Length(l) 

(mm) 

Aspect ratio 

(h/l) 

Weld spacing 

(mm) 

Steel thickness 

(mm) 

Concrete 

thickness (mm) 

Ultimate load 

(kN) 

CFCSW2 714 714 1 211 1.5 99 354.10 

CFCSW2-WS105 714 714 1 105 1.5 99 285.44 

CFCSW2-WS141 714 714 1 141 1.5 99 315.52 

CFCSW2-WS281 714 714 1 281 1.5 99 311.15 

CFCSW2-WS422 714 714 1 422 1.5 99 216.35 

CFCSW2-t1 714 714 1 211 1 99 254.31 

CFCSW2-t2 714 714 1 211 2 99 440.72 

CFCSW2-t2.5 714 714 1 211 2.5 99 512.20 

CFCSW2-T50 714 714 1 211 1.5 50 294.52 

CFCSW2-T150 714 714 1 211 1.5 150 381.84 

CFCSW2-T200 714 714 1 211 1.5 200 403.47 

CFCSW2-H971 971 714 1.36 211 1.5 99 249.01 

CFCSW2-H827 827 714 1.16 211 1.5 99 303.32 

CFCSW2-H642 642 714 0.9 211 1.5 99 385.70 

The suffix after the CFCSW2 represents the changed variables: for example, WS105, t1, T50 and H827 indicate the wall with weld spacing 105 mm, 

steel channel thickness 1 mm, concrete thickness 50 mm and height 827 mm, respectively. 

 

 

  
(a) (b) 

  
(c) (d) 

Figure 17. Load displacement curves for different 

parameters: (a) weld spacings (b) steel channel thicknesses 

(c) concrete thicknesses (d) heights 

 
 
other parameters constant to determine its effect on the 

ultimate capacity. The load displacement curves for 

different weld spacings are illustrated in Figure 17(a). 

Figure 18 represents the deformations of the finite 

element models showing the yielding of steel, 

represented by the red color, and the cracking and 

crushing of concrete at the ultimate load. Decreasing the 

weld spacing from 211 mm to 141 mm and to 105 mm 

had an adverse effects on the stiffness, ductility, and 

ultimate load of the wall, which decreased the ultimate 

load by 11 % and 19 %, respectively. Likewise, when the 

weld spacing was increased from 211 mm to 281 mm and 

to 422 mm, the ultimate capacity of the wall decreased by 

12 % and 38%, respectively, and stiffness of the wall also 

decreased (Figure 17(a)). When the weld spacing of the 

wall decreased from 211 mm to 141 mm and to 105 mm, 

each channel section became stiffer due to its increasing 

unity of overall structure. However, the increase in 

stiffness also resulted in the concentration of stresses at 

specific location, and thus, the redistribution of the 

applied load did not happen effectively in the model till 

its peak load stage. This phenomenon caused the 

premature cracking and crushing of concrete (Figure 

18(b)) and the non-uniform yielding of steel channel 

sections in the wall (Figure 18(a)). Similarly, increasing 

the weld spacing from 211 mm to 281 mm and to 422 

mm loosened the integrity of the structure. So, the overall 

strength of materials throughout the wall was not used 

effectively as shown in Figures 18(e) and 18(f), where 

less yielded steel and smaller values of maximum 

principle plastic strains can be observed comparing to 

ones in CFCSW2 (Figures 18(c) and 18(d)). Thus, both 

increasing and decreasing the weld spacing from 211 mm 

reduced the ultimate load carrying capacity of the 

CFCSW. 

 

3. 4. 2. Effect of Steel Channel Thickness            The 

load displacement curves with different steel thicknesses 

are presented in Figure 17(b). The peak strength 

increased by 24% and 44% with increases in the steel  
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Figure 18. Yielded cold formed steel, and cracked and 

crushed filled concrete at ultimate load: (a) CFCSW2-

WS141- steel deformation (b) CFCSW2-WS141- concrete 

deformation (c) CFCSW2-steel deformation (d) CFCSW2-

concrete deformation (e) CFCSW2-WS281- steel 

deformation (f) CFCSW2-WS281-concrete deformation 

 

 

thickness from 1.5 mm to 2 mm and to 2.5 mm, 

respectively, whereas the load capacity decreased by 

28% when the steel thickness changed from 1.5 mm to 1 

mm. In other words, the direct relationship between the 

steel thickness and ultimate capacity of CFCSW was 

observed. 

 

3. 4. 3. Effect of Concrete Thickness          The filled 

concrete thickness, whose value is equal to the inner 

length of the web of the steel channel, was differed while 

the other parameters remained unchanged. Figure 17(c) 

illustrates the load displacement curves obtained from the 

analysis for different concrete thicknesses. Increasing the 

concrete thickness from 99 mm to 150 mm and to 200 

mm improved the capacity by 7.8% and 20%, 

respectively, while decreasing concrete thickness from 

99 mm to 50 mm reduced the ultimate capacity by 16 %. 

Therefore, the stiffness and ultimate capacity of CFCSW 

was proportional to the concrete thickness. 

 
3. 4. 4. Effect of Height           The responses in terms of 

load displacement curves are shown in Figure 17(d). 

When the height of the wall was changed from 714 mm 

to 827 mm and to 971 mm with aspect ratio of 1.16 and 

1.36, respectively, the load bearing capacity of the wall 

was reduced by 14% and 30%, respectively. Similarly, 

the stiffness of the wall decreased with an increase in 

height. The peak load and stiffness of the wall both 

increased with reduction in height from 714 mm to 642 

mm.  Therefore, with an increase in height, peak strength 

and stiffness of the CFCSW decreased, while with a 

reduction in height, the strength and stiffness improved. 

 

3. 4. 5. Sensitivity Analysis        The responses of the 

different CFCSW setups in terms of ultimate load 

capacity were analysed to determine the sensitivity of 

load carrying capacity of the CFCSWs to the different 

parameters that were altered in the parametric analysis. 

Figure 19 shows the sensitivity analysis of the peak 

strength of the CFCSWs to the parameters of weld 

spacing, steel plate thickness, height and concrete 

thickness. As depicted in Figure 17, Vu/Vu’ denotes the 

normalized values, where Vu represents the ultimate load 

capacity of the CFCSWs with changed variables, while 

Vu’ is the load capacity of CFCSW2, which was taken as 

mean value for comparison. Likewise, X/X’ on the x-axis 

also indicates the normalized values of the parameters 

and was obtained using correlation with the parameters 

of CFCSW2. It can be seen in Figure 19 that the absolute 

change in the peak strength of the CFCSWs with the 

change in height was higher than for the other 

parameters, as the curve corresponding to the height 

effect was stiffer than the others.  In summary, the 

parameters can be arranged in the following order based 

on maximum to minimum impact on the load carrying 

capacity of CFCSW: height, steel plate thickness, weld 

spacing and concrete thickness. 

 

 

 
Figure 19. Sensitivity analysis of parameters on load 

carrying capacity of CFCSW 

 

 

4. CONCLUSIONS 
 

The following conclusions were made from this 

investigation: 

1. Increasing the weld spacing from 105 mm to 211 mm 

increased the load carrying capacity by 30% and 

improved the stiffness and ductility of the different 

CFCSW types tested.  

2. Providing holes inside the specimen on the web of the 

channel sections improved the peak strength by 50% with 

increase in the stiffness and ductility of the different 

CFCSW types tested. 

3. The failure mode of the CFCSW changed from brittle 

mode to ductile mode with an increase in the weld 
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spacing from 105 mm to 211 mm as demonstrated by 

CFCSW1 and CFCSW2, respectively, or with the 

provision of holes inside the specimen as illustrated by 

CFCSW2 and CFCSW3, respectively. 

4. Non-linear FEM was used and validated with the 

experimental results based on the ABAQUS modeling, 

and the FEMs simulated the overall behavior and 

satisfactorily predicted the load carrying capacity of the 

CFCSW. 

5. Parametric studies were conducted on the 

benchmarked models and indicated that increasing the 

weld spacing from 105 mm to 211 mm increased the 

stiffness, ductility, and ultimate capacity, while further 

increasing the weld spacing from 211 mm to 422 mm 

decreased the stiffness and ultimate capacity of the 

CFCSW. Similarly, the stiffness and load carrying 

capacity of the CFCSW decreased with an increasing 

height of the wall, whereas decreasing the height 

improved the stiffness and capacity. Increasing the steel 

and concrete thickness enhanced the stiffness and peak 

strength of the CFCSW and vice versa. 

6. The results from the sensitivity analysis illustrated that 

the ultimate capacity of the CFCSW was most sensitive 

to the effect of height, while it was least sensitive to the 

effect of concrete thickness. 
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Persian Abstract 

 چکیده 

پیشنهاد شده است ، که از بخشهای کانال سرد تشکیل شده و   (CFCSW)نوع جدیدی از دیوارهای برشی کامپوزیتی نوآورانه ، دیوار برشی فولادی شکل سرد پر شده با بتن 

  CFCSWبر رفتار کلی ، ظرفیت بار نهایی ، سفتی و شکل پذیری تمرکز دارد. سه نمونه از    CFCSWمیلی متر جوش داده شده و با بتن پر شده است. مطالعه اصلی    20به طول  

ند. مدلهای اجزای محدود سه بعدی با نتایج تجربی توسعه داده شده و معیار قرار می گیرند. مدلهای معتبر برای تحت بار یکنواخت جانبی آزمایش می شو 1.0با نسبت تصویر 

 استفاده می شوند. پارامترها عبارتند از ارتفاع ، ضخامت ورق فولادی ، فاصله جوش و ضخامت بتن   CFCSWانجام مطالعات پارامتریک برای تعیین تأثیر پارامترها بر عملکرد  

CFCSW.   میلی متر ، سخت ، شکل پذیری و ظرفیت حمل بار را    211میلی متر به    105نتایج مدل سازی عناصر تجربی و محدود نشان می دهد که افزایش فاصله جوش از

بیشترین تأثیر را   CFCSWفیت نهایی می شود. ظر CFCSWبهبود می بخشد و به طور مشابه ، ایجاد سوراخ در داخل دیوار باعث افزایش سختی ، شکل پذیری و استحکام 

 بر تغییر ارتفاع دیوار می گذارد و کمترین آن را متغیر بودن ضخامت بتن دیوار می کند.
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A B S T R A C T  

 

Reactive powder concrete (RPC) is a type of ultra-high strength cement composite material. It has 
advanced mechanical properties and shows high ductility characteristics. Many researches have shown 

that normal and high strength concrete fails under cyclic stresses at load level below its static capacity. 

In the present study, the mix design guidelines to produce high strength RPC is provided. RPC with 
compressive strength of 120, 130 and 140MPa was produced. The mechanical properties are obtained 

for hardened concrete. The present study focuses on the investigation of reactive powder concrete 

under uniaxial compressive cyclic loading. The investigation was carried out on cubical and cylindrical 
specimens. The behaviour of RPC under cylic loads is studied by obtaining the stress-strain 

characteristics under monotonic loading and cyclic loading. Three main types of tests were performed. 

Stress-strain envelope curve, common point curve and stability point curves were established under 
repeated load cycles. The limiting stress values required for design are provided. It was concluded that 

peak stress of the stability point curve could be regarded as the maximum permissible stress. A 

nonlinear analytical expression was proposed for the normalized stresses and strain which shows a 
precise fit with the experimental data. The expression will assist in predicting the cyclic response of 

concrete required for constructional applications.  

doi: 10.5829/ije.2022.35.01a.16 

 
1. INTRODUCTION1 
 

High rise buildings, long-span bridges, tall statues of 

national and spiritual leaders become nation’s pride, in 

turn creating a landmark and development of tourism. 

In actual operating conditions, most structures undergo 

variable loads. The structures are susceptible to 

earthquake, wind, blast and impact loads. Hence their 

design is mainly governed by repetitive loads rather 

than consideration of just gravity loads. The change 

with the time in the character of such loads can take a 

variety of forms i.e., deterministic changes, periodic and 

non-periodic changes which leads to complex failure 

mechanisms in structures. These can be expressed in 

terms of theory of probabilities. Thus, it is necessary to 

know the nature of failure, behaviour and performance 

of concrete under cyclic loads. Advanced analyzing 
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methods are required for complex structures. A realistic 

analysis could be possible by finite element analysis 

using computerized programs and it requires 

constitutive laws of material to be used in the 

construction.  

 
1. 1. Investigation on Cyclic Loads  

a. Plain Cement Concrete  
The first research on compressive and tensile cyclic 

loads was carried out by Considere and De Joly on 

mortar specimens in 1898. The repeated loads were 

applied at a frequency of 0.07Hz. Fatigue strengths 

recorded were 55% of static strengths [1]. 

Investigations of cyclic stresses on concrete were 

initiated by Van Ornum in 1903, with strengths in a 

range of 8.4-11MPa. Subsequent experiments on low 

strength concrete (14-32MPa) led to develop an 

understating of performance under compressive cyclic 

loading. The fatigue strengths observed were 45-60% of 

static strength at a repeated loading frequency of 
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6.33Hz [2]. In later years the fineness and quality of 

portland cement were improved which led to the 

production of high strength concretes. Kern and 

Mehmel [3] studied the effect of concrete strains under 

cyclic loads. Sample strengths varied from 42-60 MPa. 

As a result, endurance (Wohler) curves were plotted 

which are a function of number of cycles vs maximal 

prismatic stress. Khadiranaikar [4] extended the 

investigation with high-performance concrete. The 

concrete with strengths 65, 85 and 102MPa was tested 

under uniaxial compressive repeated loading. Curves in 

the forms of envelope points, common points and 

stability points were plotted. Analytical equations were 

proposed to fit the experimental data. An analytical 

expression was provided for normalized curves. It is 

shown in equation 1. 

𝜎 = 𝜀𝛽𝐸𝑥𝑝 [(1 −
𝜀

𝛼
) 𝜀]  (1) 

where, 𝜎, 𝜀 = Normalized stress and strain ratios 

respectively. α, β are equation parameters. The results 

concluded that peak stresses at common point and 

stability point were 0.85 and 0.75 of envelope stresses, 

respectively. The similar work was carried out by 

Aslam et al. [5] on geopolymer concrete of strengths 

40-60MPa. Further equations for recycled aggregate 

concrete were proposed by Hu et.al [6] for numerical 

simulation of columns and frames subjected to cyclic 

loads. 
 

b. Reinforced Cement Concrete  
Study on plain concrete was insufficient for applications 

in recent years, where reinforced concrete was used for 

the construction of many structures. Hence, stress-strain 

models were proposed by various researchers for 

loading and unloading paths of confined concrete. The 

expressions obtained suggested that the reloading path 

varies in the form of cubic function [7-10]. An approach 

towards finite element modelling was made by Kwan 

and. Billington [11]. Different models were evaluated in 

predicting the cyclic behaviour of reinforced structural 

concrete. Further reinforced concrete tied columns were 

modelled by Lukkunaprasit and Thepmangkorn [12]. 

These were evaluated with experimental values by 

varying shapes and studying the hysteretic response 

under different loading cycles. Cyclic stress-strain study 

was done by Sadrnejad and Khosroshahi [13] with the 

help of simulation models for reinforced concrete (RC) 

under uniaxial, biaxial and triaxial compressive and 

tensile loads. The results indicated that the simulation 

models were capable of predicting the concrete 

behaviour under any stress path considered [13]. A 

theoretical analysis using various expressions was done 

to examine the RC bridge constructed in Iran. Azadpour 

and Maghsoudi [14] proposed a finite element model 

using ANSYS to compare the results of field analysis, 

which were obtained from preinstalled structural health 

monitoring (SHM) systems. The strains at several 

points on the bridge were measured using strain gauges. 

The strains obtained from theoretical analysis and the 

ANSYS model were compared with field reading. 

Theoretical equations provided a strain of 60-70% of 

field values. Whereas ANSYS model results were close 

to field analysis and were in the range of 80-90% of 

field values [14]. Research on loading history and 

number of cycles on fixed end RC beams and infill 

masonry was done. Results yielded hysteretic curves. 

Strut and tie models (STM) were proposed to evaluate 

the mode of failure and loading capacity of members 

[15,16]. The most recent study on RC portal frames 

subjected to lateral and cyclic loads was done by 

Gunasekaran and Choudhury [17]. The results were 

plotted in the form of hysteretic curves. It was observed 

that initiation of cracks took place at 30% of failure 

load. The ultimate lateral load causing failure was 

observed to be 62kN [17]. 

 
1. 2. Investigation on Reactive Powder Concrete        
In latter part of 20th century Ultra-High-Strength 

Concrete (UHSC) is being employed in many important 

structures. Reactive-Powder-Concrete (RPC) is one, 

which is advanced among the group of UHSC. RPC can 

fulfil required characteristics of structural concrete, 

such as high durability, ultra-high-strength, high 

workability and high toughness, compared to plain 

concrete. RPC can take more loads, for a long-life span. 

Sherbroke pedestrian bridge in Canada is the first 

bridge constructed using RPC in 1997. It has a span of 

60m. RPC of grade 200MPa was used for the 

construction. Seonyu footbridge in Korea with a span of 

120m and Sakata Mirai bridge in Japan with a span of 

50m were also constructed using RPC in 2002. RPC has 

also been utilized in construction of many bridges and 

pathways in USA, New Zealand, Australia, Austria and 

other parts of the world. It also has applications in the 

field of missile silos, energy dissipaters, airport and 

highway pavements and bridge piers etc.  
RPC was first developed by Richard and Cheyrezy 

[18] using principles of homogeneity, ductility, and 

optimum packing. Mechanical properties of RPC were 

studied by Coppola et al. [19]. RPC of 200 MPa 

strength was produced by combinations of ambient, 

pressure and steam curing up to 90º – 160º C. Kumar 

and Gururaj [20] investigated RPC by replacing cement 

with metakaolin and alccofine with various proportions. 

They found that 51% of cement, 26% of alccofine and 

15% of metakaolin will give higher strength, of up to 

110MPa, among the various proportions. Elson and 

Sarika [21] studied many trial mixes of RPC by varying 

different raw materials and the highest strength of 

130MPa was obtained. Optimum values of constituent 

materials for desired strength were obtained. The results 

indicated that ordinary portland cement of 1000kg/m³, 
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silica fume-22.25%, quartz powder-25.2%, W/B ratio-

0.2 and steel fibres of 3.06%, is required to produce 

RPC of 130MPa Strength. Mingze et. al. [22] studied 

RPC under fatigue at various amplitudes. Cylindrical 

specimen was subjected to load (65-95% of ultimate 

strength) with the frequency of 3cycles/s with multi-

level amplitude. They found that difference in the size 

of the specimen is less significant on residual strain in 

fatigue and relation between deformation and number of 

cycles was proposed. Muranal and Khadiranaikar [23] 

produced RPC of 180MPastrength. They studied the 

durability aspects of RPC under acid attacks and 

chloride ion permeability. The study concluded that the 

weight loss and reduction in strengths were very less 

compared to normal strength and high strength 

concretes. A very low to negligible amounts of chloride 

ions were passed through the specimens. RPC shows 

higher resistance under high concentrations of acids 

[23]. A study on mechanical properties of RPC was 

done by Madhkhan and Saeidian [24]. Glass fibres by 

volume of 1.5 - 2% were added. Normal curing yielded 

90-100 MPa compressive strength. RPC with 110 - 140 

MPa strengths were obtained with autoclave curing and 

accelerated ageing methods [24]. 

 
1. 3. Objectives            It is observed that many 

investigations have been carried to evaluate the 

behaviour of cement mortars, low - high strength plain 

and reinforced concretes under repeated loads. 

Mathematical models and analytical equations are 

obtained from such investigations to predict the 

behaviour of concrete under different stress paths. 

However, there is no significant data available on RPC 

to predict its nature under cyclic loads. Much of the 

investigations have been carried out to produce RPC 

with high strengths. But there are no standard guidelines 

available for mix designs. Hence an effort is made in 

this research to produce RPC high strengths and study 

its nature under cyclic loads. Following objectives have 

been set.  
i. To produce three grades of RPC with strengths 

120MPa, 130MPa and 140MPa.  

ii. To study the behaviour of RPC under monotonic 

load curves and cyclic load curves.  

iii. To study the stresses and strains under envelope 

curve points, common points and stability points.  

iv. To propose a single analytical equation for the 

normalized stress and strains. 

The study will provide the optimum mix proportions 

to produce ultra-high strength RPC. It will also provide 

limiting stress values required for the designs. The 

analytical equation will help in predicting the behaviour 

of RPC under cyclic stresses. This will help the 

researchers and constructional engineers to use the 

material to its full potential. 

 

2. MATERIALS  
 

From the literature, it is observed that high-grade 

ordinary portland cement (OPC) is recommended to 

produce higher strengths of concrete. In present research 

OPC-53 grade, Ultratech cement is used. The density 

and fineness are 3120 kg/m3 and 3390 cm2/g, 

respectively. It confirms to IS: 4032-1985 [26]. Silica 

fume - 920D is obtained from ELKEM 

MICROSILICA® that confirms to IS: 15388-2003 [27] 

and ASTM C1240 [28].  

In RPC, coarse aggregates are completely 

eliminated. Only high purity silica sand is used. It is 

obtained from AU(P) LTD. Mukka, Mangalore. It is 

yellowish-white in colour and particle size in the range 

of 90 μm to 600 μm. The quartz flour is brought from 

Raviraj Mineral Industries, Bangalore. The particle size 

is in the range of 10 μm to 40 μm with a specific gravity 

of 2.6. Quartz flour improves density and hydration 

process. Water to binder (w/b) ratio is very low in RPC 

compared to normal concrete. Hence high-range water 

reducing agent is used with w/b ratio of 0.2. Master 

Glenium product from BASF of series SKY-8233 is 

used as superplasticizer in the present work, which is 

certified from ATM C494 and IS2645-2003 [29].  

 
 
3. EXPERIMENTAL PROGRAM 
 
3. 1. Production of RPC 
a. Mix Procedure and Curing:  

A Pan mixture of capacity 200 litres and mixing speed 

of 140 – 280 RPM is used for mixing raw materials. The 

speed of pan mixer was set to 150 RPM. The dry mixing 

of cement, silica fume, sand and quartz powder was 

done for 2 minutes. Later, 50% by volume of water was 

added along with superplasticizer and mixed for 5 

minutes. The remaining amount of water and 

superplasticizer is then added to the wet mix. The 

constituents are mixed for 18±2 minutes to get a wet 

workable mix. The mix procedure adopted was similar 

and improvised to the procedure recommended by 

Parameshwar and Subhash [25]. The flowable mix 

obtained is shown in Figure 1. The mix is then poured 

into cubical and cylindrical moulds. Cube specimens are 

100×100×100mm and cylindrical specimens are of 

70mm diameter and 140mm height as shown in Figure 

2. The samples were allowed to set and then immersed 

in a tank full of clean water. Normal curing was done up 

to 28 days as per IS 516-1959 [30].  

 

b. Optimum Mix proportions:  

At present, there are no standard guidelines available to 

produce RPC. Hence many trial mixes have been 

carried out. Above mentioned procedure is applied and 
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Figure 1. Wet mix of RPC 

 

 

 
Figure 2. Samples of RPC 

 

 

optimum composition is obtained for the constituent 

materials.  The details of mix proportions are given in 

Table 1. 
 

3. 2. Monotonic Load Tests            A servo-controlled 

compression testing machine, of capacity 3000kN, was 

used to obtain compressive strengths. The load was 

applied at a rate of 0.5 kN/s till the complete failure of 

sample takes place. The loads (in kN) and deformation 

(in mm) are noted down. The corresponding stress and 

strain values are calculated. The test procedure is shown 

in Figure 3. 

 
3. 3. Cyclic Load Tests            An actuator of 500 kN 

capacity was used to apply cyclic loads. The load was 

increased at the rate of 20N/s. A compressometer with a 

load cell was used to record load values in kN. 

Circumferential extensometer and LVDT’s were 
 

 

TABLE 1. Mix proportions of RPC 

Sl. 

No. 
Material 

M1 (120 

MPa) 

M2 (130 

MPa) 

M3 (140 

MPa) 
Units 

1 Cement 900 900 900 Kg/m3 

2 Silica Fume 90 108 135 Kg/m3 

3 Sand 977.32 932.92 911.65 Kg/m3 

4 
Quartz 

Powder 
135 90 45 Kg/m3 

5 
Sper 

plasticizer 
22.5 18 18 Kg/m3 

6 Water 0.21 0.2 0.19 - 

 
Figure 3. Strength Test on RPC 

 

 

attached to specimens to record resultant 

deformation/displacement in terms of mm. The obtained 

data are processed in a data acquisition system. Further 

corresponding stress-strain values are calculated. The 

test setup is shown in Figure 4.  

Displacement controlled cyclic load tests have been 

carried out in the actuator. It was possible to regulate 

load history by monitoring strain in each cycle. In the 

ascending zone of the stress-strain curve, the loads are 

increased gradually up to pre-established intervals of 

strain and then loads are released to form the 

descending zone. This completes one cycle. Once the 

material is failed at ultimate load, stress-strain curve 

tends to drop. Then, the releasing of load is done when 

the stress values are observed to decrease than the peak 

stress values of respective cycles. The same procedure 

is applied for all three grades of concrete and cyclic load 

curves are plotted.  

The stability points test was carried out for each 

individual cycle obtained from cyclic load tests. The 

unloading was done when the reloading curve intersects 

with unloading curve of previous cycle. The stress 

values are seen to decrease and get stabilized at certain 

strain values. A closed hysteresis loop is formed. 

 

 

 
Figure 4. Cyclic Load Test 
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These values of lower bound stresses and strains are 

noted down. The curves are plotted by joining all the 

stress-strain points which forms a stability point curve. 
 

 

4. RESULTS AND DISCUSSIONS  
 

Three grades of RPC i.e., M1, M2 and M3 with 

compressive strengths 120 MPa, 130 MPa and 140MPa 

are produced for the present research. The number of 

loading cycles and stress levels are the major factors 

affecting the behaviour of RPC under cyclic loading. 

The effect of cyclic loading can be categorized as 

follows: 

• High-stress levels with a low number of cycles. 

• Low-stress levels with a high number of cycles. 

In the former category, incremental deformations are 

observed which leads to formation of plastic strains and 

micro-cracks resulting in failure of structure. Hence 

present study focuses on such investigation. 

 

4. 1. Monotonic Load Curve            Incremental 

uniaxial monotonic loads are applied on the cylindrical 

specimens until the complete failure of specimen is 

observed. The peak stress and strain values for each mix 

are noted down.  

Monotonic loading curves plotted for all the mixes 

are shown in Figure 5. The curves are in a linear state 

until 85% of peak stress value. The material is in 

perfectly elastic state.  Further, an increase in the load 

changes the slope of the curve. It is due to the fact that 

initial cracks were formed when the stress values cross 

85% of the ultimate stress values. The material enters 

into an elasto plastic state. The specimens continue to 

take the loads but shows higher deformation. At 

ultimate load, major cracks are formed and material 

loses all of its elastic properties and enters into a plastic 

state. The effective load carrying capacity of the 

specimens is lost. Further increase in loading induces 

 

 

 
Figure 5. Monotonic Load Curves 

additional strains and stress values are gradually 

decreased until the specimen fails completely.  

From Figure 5 it is observed that the curve drops 

steeply after peak stresses. The failure is observed to be 

sudden and bursting in nature. This indicates the brittle 

nature of RPC. The peak stress and strain value obtained 

by monotonic loading are shown in Table 2. 

 

4. 2. Cyclic Load Curves             The displacement/ 

strain intervals are fixed. In ascending part of the curve, 

load values are increased up to predetermined strain 

interval and then the loads are released until the strain is 

stabilized up to certain lower bound values, which 

forms the descending part. This closed hysteresis loop 

forms one cycle. The process is repeated up to peak 

load/ stress values. At peak value of stress initiation of 

cracks takes place and the material loses its effective 

load carrying capacity. In proceeding cycles releasing of 

load is done when the reloading curve starts to descend. 

This process is continued until complete failure of 

specimen takes place. The points of strain and 

corresponding stress values are plotted in the form of 

cycles as shown in Figures 6-8 for M1, M2 and M3, 

respectively. 

Figure 6 shows a comparison model [6] of normal 

strength concrete (NSC). The strength of concrete was 

25MPa. From the figure, it was observed that stresses 

under cyclic loading are more than monotonic load 

stresses. The skeleton curve also known as envelope 

curve does not coincide with the monotonic load curve. 

The specimen failed after 10th cycle. The maximum 

strain corresponding to peak stress values was observed 

to be 0.002. The strain at complete failure is observed to 

be 0.010. It shows the ductile nature of normal concrete. 
 
 

TABLE 2. Peak Monotonic Load Stress-Strains 

Mix Stress (MPa) Strain 

M1 118.19 0.003192 

M2 128. 55 0.003208 

M3 137.25 0.003219 

 

 

 
Figure 6. Comparison Model for NSC [6] 
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Figure 7. Comparison Model for HSC [4] 

 

 

 
Figure 8. Cyclic Load Curves for M1 

 

 

Figure 7 shows comparison models of high strength 

concrete (HSC). The strength of concrete was 85MPa. 

The results concluded that the envelope curve coincides 

with the monotonic load curve. The specimen failed 

after 11th cycle. The maximum strain corresponding to 

peak stress values were observed to be 0.0025. The 

strain at complete failure is observed to be 0.0030. It 

indicates that high strength concrete shows brittle nature 

of failure. 

The results of the present study, the points of strain 

and corresponding stress values, are plotted in the form 

of cycles as shown in Figures 8-10 for M1, M2 and M3, 

respectively. It was observed that specimens for M1, 

M2 and M3 failed after 11th, 10th and 9th cycles 

respectively. This indicates that, as the grade of concrete 

increased, the resistance towards plastic stresses 

reduced for post-peak behaviour. The specimens tend to 

fail earlier than the lower grade concrete. However, 

RPC shows higher strain values i.e., 0.0031, at peak 

stress values than compared to NSC and HSC. This 

indicates that RPC shows better performance when 

subjected to higher stress values and also it can 

withstand more deformations. The strain at complete 
 

 
Figure 9. Cyclic Load Curves for M2 

 

 

 
Figure 10. Cyclic Load Curves for M3 

 

 

failure is observed to be 0.0035 which is again more 

than HSC. The RPC also shows the brittle nature of 

failure. 

 
4. 3. Envelope Curve              The envelope curve is 

plotted by superimposing the peak stress-strain points of 

each cycle obtained in cyclic load curves.  

The envelope curve for M1 is plotted in Figure 11. It 

is observed that the envelope curve coincides with 

monotonic curve. Similar nature is observed for M2 and 

M3, respectively. The mean stress and strain values 

obtained are shown in the following Table 3. 

 
4. 4. Common Point Curve         The common point 

was initially defined as a folding point by Khadiranaikar 

[4] as the curve started folding after the intersection of 

the reloading portion of curve on loading portion of 

previous cycle. Thus, a common point curve is obtained 

by joining the loci of points where reloading curve 

intersects with unloading curve of previous cycle. The 

material remains in an elasto-plastic state. The common 

points for M1 are shown in Figure 12. 
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Figure 11. Envelope Curve for M1 

 

 
TABLE 3. Peak Envelope Stress-Strains. 

Mix Env. Stress (MPa) Env. Strain 

M1 117.9893 0.003189 

M2 127.2547 0.003197 

M3 136.8497 0.003210 

 

 

 
Figure 12. Common points for M1 

 

 

A common point for RPC contributes much to structural 

design, as load beyond this limit results in remnant 

deformation, hence it sets an upper limit for the material 

to be used under cyclic loading. The mean peak stresses 

obtained from experiments are shown in Table 4. 

 

 
TABLE 4. Peak Common Point Stress-Strains. 

Mix Stress (MPa) Strain 

M1 110.8901 0.003048 

M2 119.8338 0.003137 

M3 127.9705 0.003166 

4. 5. Stability Point Curve           Peak stress-strain 

values at common points of each curve are noted down. 

The stresses above common points will lead to 

additional strains, while stresses below these values will 

give no additional strains and it is observed that stress-

strain curve will go into a closed hysteresis loop. These 

points are called stability points and the loci of points as 

stability point curves. These points are also considered 

as minimum stress levels. 

The stability points test curves obtained from present 

investigation are shown in Figures 13-15. From the 

figures, it is observed that the number of cycles within 

the loop increases with an increase in stress value to 

reach a stability point. When stress values reach to 

maximum, an initial crack is induced. The strain in the 

specimen is increased with the stress values being 

nearly the same. The slope of the curve is changed after 

a certain number of cycles which indicates that the 

specimen has failed, yet it continues to take the load and 

further increase in the stress levels will lead to complete 

failure. The factor of safety specified in IS codes is 1.5 

which is suitable for normal and high strength 

concretes. The present investigation provides a factor of 

safety of 1.35. Maximum stability point stress observed 

for M1, M2 and M3 are shown in Table 5. 

 

4. 6. Analytical Curves          The stress-strain values 

obtained from all the three curves are normalized with 

peak stress (σp) and peak strain (Ɛp). When a linear 

regression model contains only one independent 

variable, it is referred as a simple regression model. In 

the present study, modelling is done between 

normalized stress as a dependent variable with respect 

to a single independent variable i.e., normalized strain. 

The present investigation is based on the principle of 

least squares. The difference between experimental 

observations and fitted curve in the scatter diagram are 

minimized, by the orthogonal regression method, to get 

intercepts and slope parameters. The curve is fitted by 

 

 

 
Figure 13. Stability Points test for M1 
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Figure 14. Stability Points test for M2 

 

 

 
Figure 15.  Stability Points test for M3 

 

 

TABLE 5. Peak Stability Point Stress-Strains. 

Mix Stress (MPa) Strain 

M1 85.8386 0.002823 

M2 92.1582 0.002991 

M3 98.4249 0.003027 

 

 

using MATLAB. The analytical expression obtained is 

in the Fourier form with a fitting degree of one. The 

proposed expression is shown below. 

𝑓(𝜎) = 𝐶0 + 𝐶1 𝑐𝑜𝑠(𝛼𝜀) + 𝐶2 𝑠𝑖𝑛(𝛼𝜀)  (2) 

where, σ, Ɛ are Normalized stress and strain ratios 

respectively, C0 is an intercept parameter and, C1, C2, α 

are equation constants representing slope parameters. 

The values of constants generated for each curve are 

presented in Table 6. The obtained mean values of 

strains are 0.003189, 0.003197 and 0.0003210 with a 

standard deviation of 3.41×10-5, 4.62×10-5 and 5.91×10-

5 for M1, M2 and M3 mixes, respectively. The obtained 

mean peak stress values are 117.99 MPa, 127.26MPa 

and 136.85MPa with a standard deviation of 2.18MPa, 

2.67MPa and 2.98MPa for M1, M2 and M3 mixes, 

respectively. The proportion of variance is expressed as 

a statistical measure R-squared (RC) for each type of 

cyclic curve. It is shown in Table 6 for all the grades 

RPC. From the above-proposed equation, the average 

variance was found to be 0.981. 

The normalized curves for all three mixes are shown 

in Figures 16-27. It is observed that the analytical curve 

shows a perfect fit for all the experimental points 

considered. From the Figures 16 to 27, it is noted that 

the analytical envelope curve is linear in the initial 

portion up to 80% of normalized stress peak. Later it is 

observed to be parabolic in nature. The normalized 

common point curve follows the same path as 

normalized envelope curve with lesser stress values. It 

exhibits curvilinear behaviour in the initial portion as 

shown in Figures 19 to 21. The average maximum 

normalized peak stress corresponding to common points  

 

 
TABLE 6. Values of Equation Constants 

Curves 
RPC 

Mix 

Constants 

C0 C1 C2 α Rc 

Envelope 

Point 

M1 0.4512 -0.4162 0.2214 2.550 0.9883 

M2 0.4594 -0.4301 0.2450 2.741 0.9864 

M3 0.4709 -0.4328 0.1961 2.560 0.9856 

Common 

Point 

M1 0.4801 -0.4020 0.0260 3.192 0.9694 

M2 0.4563 -0.4067 0.0861 2.998 0.9609 

M3 0.4851 -0.4008 0.0475 3.041 0.9745 

Stability 

Point 

M1 0.3221 -0.3125 0.1967 2.848 0.9822 

M2 0.2974 -0.2886 0.2428 2.506 0.9897 

M3 0.3018 -0.2968 0.2018 2.659 0.9905 

 

 

 
Figure 16. Normalized Envelope Curve for M1 
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Figure 17. Normalized Envelope Curve for M2 

 

 

 

 
Figure 18. Normalized Envelope Curve for M3 

 

 

 

 
Figure 19. Normalized Common Point Curve for M1 

 
Figure 20. Normalized Common Point Curve for M2 

 

 

 

 
Figure 21. Normalized Common Point Curve for M3 

 

 

 

 
Figure 22. Normalized Stability Point Curve for M1 
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Figure 23. Normalized Stability Point Curve for M2 

 

 

 

 
Figure 24. Normalized Stability Point Curve for M3 

 

 

 

 
Figure 25. Combined Normalized Curves for M1 

 
Figure 26. Combined Normalized Curves for M2 

 

 

 
Figure 27. Combined Normalized Curves for M3 

 

 

is observed to be 0.948 for all the grades of RPC. The 

normalized stability point curve is linear in nature as 

shown in Figures 22 up to 24. It provides the limits of 

plastic stress values beyond which failure of specimen 

due to plastic strain accumulation is observed. The 

average maximum normalized stability points stress 

observed is 0.728. 
 

 
 

5. CONCLUSIONS 

 

Reactive powder concrete is a new generation ultra-

high-strength cement composite material. There are 

no specific guidelines available for the procedure of 

mix design. The present investigation aims to produce 

high strength RPC and to study its behaviour under 

cyclic loads. The conclusions drawn from the present 

research are as follows: 
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1. The procedure and mix proportions for producing 

ultra-high strength RPC with different constituent 

materials is obtained. RPC with 120MPa, 130MPa 

and 140MPa compressive strengths have been 

achieved.  

2. Stress-strain characteristics of RPC under cyclic 

loads is compared with normal strength concrete 

(NSC) and high strength concrete (HSC). Higher 

strain values were observed at higher stress ranges.  

3. The behaviour of RPC under cyclic loads is studied 

by plotting stress-strain monotonic curve, envelope 

points curve, common points curve and stability 

points curve. 

4. It is observed that descending part of the monotonic 

stress-strain curve, after peak loading, falls 

drastically and shows the brittle nature of failure in 

RPC.  

5. The envelope curve for all grades of concrete is 

similar and identical to monotonic stress-strain 

curve. It was also shown that envelope curve 

coincides with monotonic load curve at peak 

stresses. 

6. The common point curve was established, which 

can be used as upper-stress limit in the design of 

RPC structures. It was observed that mean common 

point stresses are 90 - 94% of peak stress.  

7. Lower strength concrete exhibited a lower stress 

ratio for the stability point curve. Stress values 

obtained in stability point curve indicate that 

stability point stress level is in the range of 70 - 

75% of that of peak stress values before the failure 

of specimen.  

8. The failure of specimen was initiated due to the 

formation of cracks at load cycles with peak 

stresses greater than the peak stress of stability 

points.  

9. It was observed that both unloading and reloading 

curves of a cycle never intersected any other 

unloading and reloading curves of previous cycles 

respectively. It shows that in each cycle there is a 

residual strain. The average residual strain observed 

was 5×10-4. 

10. An analytical expression was proposed to predict 

the behaviour of RPC under uniaxial compressive 

cyclic loads. The expression exhibits a precise fit 

for all the grades of concrete considered.  
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Persian Abstract 

 چکیده 

دهد.   نوعی ماده کامپوزیت سیمانی با مقاومت فوق العاده بالا است. خواص مکانیکی پیشرفته ای دارد و ویژگی های شکل پذیری بالایی را نشان می  (RPC)بتن پودری واکنشی  

شکست می شود. در مطالعه   بسیاری از تحقیقات نشان داده اند که بتن معمولی و با مقاومت بالا تحت تنش های چرخه ای در سطح بار کمتر از ظرفیت استاتیکی خود دچار 

مگاپاسکال تولید شد. خواص مکانیکی برای   140و    130،  120با مقاومت فشاری    RPCبا مقاومت بالا ارائه شده است.    RPCحاضر، دستورالعمل طراحی مخلوط برای تولید  

فشاری تک محوری تمرکز دارد. بررسی بر روی نمونه های مکعبی و   بتن سخت شده به دست می آید. مطالعه حاضر بر بررسی بتن پودری راکتیو تحت بارگذاری چرخه ای

کرنش تحت بارگذاری یکنواخت و بارگذاری چرخه ای مورد مطالعه قرار می گیرد.  -تحت بارهای سیلیکی با به دست آوردن ویژگی های تنش RPCاستوانه ای انجام شد. رفتار  

ش، منحنی نقطه مشترک و منحنی نقطه پایداری تحت سیکل های بار مکرر ایجاد شد. مقادیر تنش محدود کننده مورد  کرن-سه نوع اصلی آزمایش انجام شد. منحنی پوشش تنش

ک بیان تحلیلی غیرخطی برای  نیاز برای طراحی ارائه شده است. نتیجه گیری شد که تنش اوج منحنی نقطه پایداری را می توان به عنوان حداکثر تنش مجاز در نظر گرفت. ی

دهد. این عبارت به پیش بینی پاسخ چرخه ای بتن مورد نیاز برای کاربردهای ساختمانی  های تجربی نشان میشده پیشنهاد شد که تناسب دقیقی با دادههای نرمالها و کرنشتنش

 کمک می کند.
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A B S T R A C T  
 

 

Drilling test on cylindrical work-pieces was carried out to analysis the effect of various microstructures 

resulting from heat treatment on the machinability of the Ti-6Al-4V alloy. Chip morphology plays a 
predominant role in determining machinability and wearing of a tool during the drilling of titanium 

alloys. For this purpose, Ti-6Al-4V was heat treated in three variant cycles then drilled by 2mm diameter 

drill at 18.8 m/s speed and 0.1 mm/rev feed rate. Results show that heat treatment can affect on hardness. 
The SEM results showed that by changing their phase and morphology obtained from different heat 

treatment cycle, the machining conditions change. Increasing hardness led to increases length of spiral 

chips that indicate easy drilling. At a lower depth of cutting, ribbon chips are more compacted in 
comparison with samples which have a lower hardness. Drilling temperature was increased by increasing 

deep hole. Samples with lower hardness had a higher temperature in drilling. 

doi: 10.5829/ije.2022.35.01a.17 
 

 
1. INTRODUCTION1 
 

Titanium alloys are excellent candidates for high 

performance applications owing to their high strength to 

weight ratio and excellent corrosion resistance, even at 

high temperature [1]. However, titanium alloys are 

regarded as extremely difficult to cut materials. Tool 

wear is intense because of the high cutting temperature 

due to low thermal conductivity [2]. In addition, the high 

chemical reactivity of titanium at high temperature with 

most of the tool materials produces a strong adhesion of 

the work-piece to the tool surface, thus leading to 

chipping and premature tool failure [3]. Thus, the high 

temperature generated close to the cutting edge of the tool 

when machining titanium is the principal reason for the 

rapid wear of the tools ]4].  

Microstructure plays a very important role in the 

mechanical properties of alloys, such as strength, 

ductility, creep resistance, fracture toughness and crack 

propagation resistance [5-7]. It depends primarily on the 

chemical composition, processing history and thermal 
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treatment procedures [8-10]. The most widely used 

titanium alloy is Ti-6Al-4V. This alloy has an excellent 

combination of strength, toughness and good corrosion 

resistance and is useful in aerospace applications, 

pressure vessels, aircraft-turbine, compressor blades and 

discs, surgical implants and etc. [11]. 

Drilling is a widely used machining process and has 

considerable economic importance because it is usually 

among the final steps in the fabrication of mechanical 

components. The tool geometry and material 

deformation in drilling are complicated. In drilling, long 

drill life is essential to increase productivity and reduce 

cost [2, 3]. 

Titanium and titanium alloys are heat treated in order 

to increase strength, produce an optimum condition of 

ductility, machinability, and structural stability and 

reduce residual stresses developed during fabrication 

[12-14]. 

A large parts of Ti-6Al-4V alloy are used as machined 

structure and components. The machining cost of this 

alloy is high due to the wear of the machining tools, high 
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strength and work-hardening. The mentioned problems 

can be reduced by controlling the microstructure of alloy 

by heat treatment. Studies have shown that the effect of 

different alloy microstructures on its machining behavior 

is not comprehensive. In this research, different cycles of 

heat treatment have been used to obtain different 

microstructures. Then, the morphology of the chips and 

the wear of the drill were investigated using the drilling 

method. 

 

 
2. MATERIALS AND METHODS 
 

The chemical composition (alloy is 6% Al, 4% V and the 

balance of Ti. The primary Ti-6Al-4V alloy rods with a 

diameter of 22mm and 45mm of height were prepared 

and heat treated in three temperatures (Table 1) to 

achieve various hardness. All heat treatments were 

performed in the electro-resistance furnace. Sample (1) 

was no heat treated, sample (2) was heat treated at 800°C 

for 1 hour and quenched in air, sample (3) was heat 

treated at 950°C for 1 hour and quenched in water, 

sample (4) was heat treated at 1050°C for 1 hour and 

quenched in water then aged at 550°C for 4 hours and 

quenched in air . 

Macro hardness was measured according to the 

ASTM E92 standard with a force of 10 kg and a time of 

15 seconds. Measurements were made from 5 points of 

each sample and their average hardness was reported. 

The micro hardness measurement was performed 

according to ASTM E384 standard with a force of 500 g 

and a time of 15 seconds. In each sample, 3 

measurements were performed with a distance of 1 cm. 

Then their average was reported . 

The samples for metallographic analysis were 

grounded, polished and then etched in kroll’s reagent 

with below composition 2ml HF + 6ml (HNO)3+92ml 

H2O. Investigation of the microstructures and chips 

morphology were carried out by an optical microscope 

and a Mira3 FESEM scanning electron microscope. 

Vickers hardness test was performed in kappa 100 with 

15s time and 10kg force. 

For machining process cutting speed and feed rate 

were fixed in 18.8 m/s and 0.1 mm/rev, respectively.  

 

 
TABLE 1. Heat treatment cycles applied to samples 

 Annealing Aging 

Sample 1 No heat treatment - 

Sample 2 800°C/1h/air - 

Sample 3 950°C/1h/water - 

Sample 4 1050°C/1h/water 550°C/4h/air 

Drilling was done without lubricant and performed in 

Konig CNC machine. Two holes were drilled in each 

sample and the height of holes was 10mm. 

 

 
3. RESULTS AND DISCUTION 
 
3. 1. Heat Treatment              Heat treatment of the (α+β) 

titanium alloy above the β transus temperature leads to a 

‘lamellar’ microstructural morphology, consisting of α 

platelets with an inter-platelet β phase. The ‘lamellar’ 

structure varies with cooling rate, ranging from colonized 

plate like α at a low cooling rate, a basket-weave 

morphology at an intermediate cooling rate and 

Widmanstatten at a high cooling rate, to martensite, when 

quenched in water [13, 14]. When processed below the β 

transus, Ti–6Al–4V showed an (α+β) structure with the 

prior α phase retained to room temperature and the β 

phase transformed partly [15-18]. The first sample with 

no heat¬ treatment, its microstructure is shown in Figure 

1. Figure 1(a) shows the equiaxed microstructure consists 

of α and β phases, the α phase is light and β phase is dark. 

In SEM image (Figure 1(b)) very fine precipitated β 

particles in the alpha matrix is clear. 
In sample (2), heat treatment at 800°C was performed 

stress relieving condition [19]. After heat treatment, 

obtained images by SEM, show β particle have further 

distribution in the matrix and precipitated particle is 

larger than sample (1) (Figures 2(a) and 2(b)). For study, 

drilling affects, images were taken of 10 mm depth of 

sample (Figures 2(c) and 2(d)). Because of the lower 

cooling rate in sample's core, the core had a higher 

 

 

 

  
Figure 1. Received sample microstructure, a: optical 

microscope.  and b: SEM images 

β precipitate  b 



186                                M. T. Nohgani et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   184-190                                              

temperature than the surface. More time for 

transformation was provided, thus, more beta phase 

transforms to alpha phase and lower beta phase was 

observed in the images. 

In Ti-6Al-4V alloy, martensite starting temperature is 

600°C (M_s=600°C) and β to α transformation 

temperature is 1000°C (M_s=1000°C). Sample 3 was 

annealed in 950°C and quenched in water, the expected 

martensitic transformation being occurred and because of 

the annealing temperature is below 1000°C, the primary 

α phase remains in the structure. In Figures 3(a) and 3(b) 

acicular martensite with spherical primary alpha can be 

seen. Move toward the depth, at distance 10 mm from the 

surface (Figures 3(c) and 3(d)), heat transfer is lower than 

the surface, additional, heat conductivity in Titanium is 

low also acicular structure was grown and coarsening and 

a widmanstatten structure was formed . 

 

 

 
Figure 2. SEM image of the microstructure of sample 2, (a) 

and (b) microstructure of surface (c) and (d) microstructure 

of 10mm depth 

 

 

 
Figure 3. SEM image of the microstructure of sample 3, (a) 

and (b): microstructure of surface. (c) and (d): 

microstructure of 10mm depth 

In sample 4, heat treatment at 1050°C leads to all α phase 

transforms to β phase and water quenching from 1050°C 

leads to formation ά martensite, subsequent aging in 

550°C causes ά decomposition to α and β phases. In 

Figure 4, prior β grain is present and acicular martensite 

formed inside it. By aging martensite decomposes to α 

and β (Figures 4(b) and 4(c)), thus these precipitates 

particles prevent the movement of dislocations and result 

in hardness increasing. In the surface of the specimen due 

to fast cooling rate, precipitated particles are further 

distributed and their size are finer. 

 

3. 2. Hardness              Average Vickers and micro 

Vickers hardness of samples were shown in Table 2. 

Sample 1 without any heat treatment with 339 Vickers 

hardness in the surface. Micro Vickers hardness test to 

compare 10 mm depth of hole and surface was done. Both 

surfaces had 340 micro Vickers hardness. Sample 2 was 

annealed at 800°C/1h and stress relieving was performed, 

so the hardness decreases, however, hardness is lower 

than sample 1. In sample 3, martensite formed and it has 

a high density of dislocation and twins so leads to 

obstacle the dislocation movement and increasing 

hardness. In 10mm depth, the widmansttaten structure 

was formed so ductility and hardness are lower than the 

surface that martensite observed. In sample 4, aging was 

led to martensite phase decomposition to alpha and beta 

precipitated also these precipitates phase was obstacle 

dislocation movement and increasing hardness. 
Work material ductility is an important factor. Highly 

ductile materials not only permit extensive plastic 

deformation of the chip during cutting, which increases 

work, heat generation, and temperature, but also result in 

longer, continuous chips that remain in contact longer 

with the tool face, thus causing more frictional heat. 

 

 

 
Figure 4. Microstructure of sample 4. (a): martensite 

structure, Optical Microscope (b): precipitated particles in 

surface, (c) precipitated particles in 10mm depth 
 

 
TABLE 2. Hardness test results in samples 1, 2, 3 and 4 

Sample 

No. 

Surface 

(Vickers) (Hv) 

Surface (micro 

Vickers) (Hv) 

10mm depth (micro 

Vickers) (Hv) 

1 339 340 340 

2 320 332 301 

3 393 340 328 

4 500 362 336 

Primitive α grain with β 

precipitate  
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Chips of this type are severely deformed and have a 

characteristic curl. On the other hand, some materials, 

such as gray cast iron, lack the ductility necessary for 

appreciable plastic chip formation. Consequently, the 

compressed material ahead of the tool can fail in a brittle 

manner anywhere ahead of the tool, producing small 

fragments. Such chips are termed discontinuous or 

segmented [20-22]. 

 

3. 3. Drilling Survey 
3. 3. 1. Chips Morphology          Chips were taken to 

determine chips morphology. The macroscopic and SEM 

images of chips obtained from all samples are shown in 

Figures 5 and 6, respectively. Based on the chip forming 

mechanisms, continuous chips can be categorized to 

spiral chips and string chips (ribbon chip). When chips 

are initially generated, because the inner cutting edge 

moves significantly slower than the outer cutting edge, 

the inner chip is inherently shorter than the outer chip, 

this difference in length within the chip forces it flows to 

the drill center instead of perpendicular to the cutting 

edge. Furthermore, the center part of the drill flute forces 

the chip to curl and form a spiral shape. However, when 

spiral chips move in the drill flute, in order to maintain 

its spiral shape, they have to rotate constantly on their 

own axis. This rotational motion causes the spiral chips 

to have difficulty maintaining their shape as the hole gets 

deeper. If chips cannot keep up with the rotational 

motion, they will either break or will be forced to move 

along the flute without spinning, and form string chips 

[20]. It has been reported that the spiral cone chip is 

easier to be ejected so the length of spiral cone chip can 

be considered as a scale to evaluate the difficulty for chip 

evacuation in drilling [21-24]. As shown in Figures 5 and 

6, in all samples both spiral and ribbon chips produced 

but in samples 2, 3 and 4, short and irregular chips are 

visible due to large resistant force, long ribbon chips will 

be broken into irregular short shapes. 
As the hardness of the samples increases (samples 3 

and 4), smaller chips are formed. Figure 5 c and d shows 

a reduction in chip size and the formation of small chips. 

This phenomenon was observed with increasing drilling 

depth. As explained earlier, an increase in hardness is due 

to the change of phases in the heat treatment cycle. 

Creating hard phases such as martensite changes the 

deformation behavior during machining. In these phases, 

the formation and movement of dislocations during 

deformation is different from soft phases such as the α 

phase due to the change in the crystal lattice. They have 

a higher coefficient of hardness and are more agile. 

Therefore, the chips formed during machining are broken 

and formed with smaller sizes.These irregular chips can 

block the exit way and increase force and torque in 

machining [23]. In Figure 5, the length of spiral and 

ribbon chips observed. Samples 3 and 4, have longer 

spiral chips rather than samples 1 and 2. These samples 

have higher hardness, so can report an increase in 

hardness which leads easy drilling. Samples 3 and 4, have 

more irregular chips, these irregular chip represent 

friction in depth is high, high friction leads to difficulty 

exit and ribbon chips breaking to small and irregular 

chips so can report in surface heat treatment leads to ease 

of machining. Increasing depth and microstructure 

change in depth, causes machining becomes more  

 

 

 
Figure 5. Macroscopic image of chip type and chip ejected 

from samples 1, 2, 3 and 4 

 

 
 Spiral chip 

Spiral to ribbon 

point 
Ribbon chip 

1 

   

2 

   

3 

   

4 

   
Figure 6. SEM image of chip type and chip ejected from 

sample 1, 2, 3 and 4 
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difficult. In Figures 5 and 6, spiral chips, spiral to ribbon 

chips point and ribbon chips observed. In all samples first 

spiral chips were created, then spiral chips are broken and 

ribbon chips produced. In sample 1, spiral chips were 

fractured and following ribbon chips produced. Whatever 

compacted ribbon chips indicated eject chips are difficult 

also wear in drilling hole increase and cause a decrease 

in tools life. In sample 2, after spiral chip, the fracture has 

not occurred and some spiral chips fractured after 

produced, this feature indicates friction is somewhat low 

then in the following compact ribbon chip produced. 

Ribbon chip in sample 2 is more compact than sample 1, 

can report sample 2 have difficult drilling rather than 

sample 1. In sample 3, after fracture, ribbon chips are not 

produced and morphology of chips is semi spiral and 

semi ribbon, because of low wear and low friction can 

report drilling is partly easy. Sample 4 is the only 

specimen which fracture has not occurred and ribbon 

chips following the spiral chips were formed, but as can 

be seen in Figure 5 the compression in ribbon chips is 

higher than all samples. 

 

3. 3. 2. Drills Wear               In each work-piece 2 holes 

were drilled because a number of holes are limited, wear 

in drills is not high. Maximum wear occurred in three 

areas: drill point, side point and cutting edge. Figure 7 

show SEM images of drills were used in drilling. 
In sample 1 the morphology of drill has not been 

changed but abrasion wear in drill point was observed, as 

well as, the work-piece materials were adhered to point 

of drill and side edge and cutting edge nothing was 

observed.  

In sample 2, adhered materials were more than 

sample 1, because, in depth of the hole, the hardness of 

sample 2 is lower than sample 1, so the materials adhered 

to the drill. At side edge and cutting edge, no wear 

occurred. EDS analyses of drill used in sample 2 as 

shown in Figure 8 (a and b) that work-piece materials 

were adhered to drill. In sample 3, adhered materials are 

low and cutting edge is very clear. In sample 4, like the 

previous sample adhered materials observed in EDS 

analyses (Figure 8 (c) and (d)), in point of a drill, the Ti, 

Al, and V can be observed. 

 
 Drills Drill's point Side edge of drill Cutting edge 

1 

 

 
 

 

2 

 

  

 

3 

 

 
 

 

4 

 
 

 
 

Figure 7. SEM image of different part of drills on the sample 1, 2, 3 and 4 
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Figure 8. EDS analyses of drills point, (a) and (b): EDS 

analyses of sample 2 drills, adhered material are Ti, V and Al. 

(c) and (d): EDS analyses of sample 4: adhered material are 

work-piece material include Ti, V and Al.. 

 

 

3. 3. 3. Drilling Temperature            One of the 

important factor of drilling which can effect on tools 

wear, hole quality and chip easily exit is drilling 

temperature [25,26]. In Figure 9 the average 

temperature of 2 holes drilling was reported. In all 

samples with an increase in time of drilling and depth of 

the hole, temperature increases. These temperatures are 

in the range of the surface of drilling and inside the hole, 

where chip, drill and work material are in contact, so 

friction and abrasion are high. Chip exit rate was lower 

than produce chip so it produces more heat. Samples (3) 

and (4) have higher hardness and recorded the lowest 

temperature, in contrast, sample (2) that has the lower 

hardness which recorded the highest temperature. 
 

 

 
Figure 9. Drilling temperature of samples 1, 2, 3 and 4 

 

4. CONCLUSION 
 

Titanium has a low heat conductivity and this character 

affect to microstructure from surface to depth of samples 

in heat treatment. Hardness and microstructure of the 

received specimen remain with increasing depth. In 

other samples with an increase in depth, hardness 

decrease even in 10 mm far from the surface. In 

specimen 3, martensite was formed on the surface and 

moving to the depth, martensite lath was grown and 

widmanstatten was formed also aging lead to martensite 

decomposes to alpha and beta. Moving to the depth 

precipitated particle grew and a distance between them 

increased. Samples 3 and 4 had higher hardness and also 

had longer spiral chips, and a longer spiral chip is an 

evidence of easy drilling of samples. In all samples 

spiral chip was broken and ribbon chip produced but in 

sample 4 because of low wear, spiral chips were not 

broken and semi spiral semi ribbon chips were ejected. 

Also, samples 3 and 4 had a lower temperature of 

drilling. With an increase in hardness, temperature and 

drilling wear are low and by heat treatment can be 

provided lower-cost machining conditions. 

 

 

5. REFERENCES 
 

1. Anuj, K., Sehgal, C., Juneja, J., Singh, S., “Comparative analysis 
and review of materials properties used in aerospace Industries: 

An overview” Materials Today, (2021), 

https://doi.org/10.1016/j.matpr.2021.09.498.  

2. Molinari, A., Musquar, C., Sutter, G., “Adiabatic shear banding 

in high-speed machining of Ti6Al4V: experiments and 

modeling”, International Journal of Plasticity, Vol. 18, (2002), 
443-459, https://doi.org/10.1016/S0749-

6419%2801%2900003-1  

3. Lia, B., Wang, Y., Li, H., You, H.,”Modelling and Numerical 
Simulation of Cutting Stress in End Milling of Titanium Alloy 

using Carbide Coated Tool”, International Journal of 

Engineering, Transactions A: Basics, Vol. 28, No. 7, 1090-

1098, (2015). http://dx.doi.org/10.5829/idosi.ije.2015.28.07a.16 

4. Polmear, I.J., Light alloys: metallurgy of the light metals, 

(London Edward Arnold 1989).  

5. Pengfei, G., Mingwang, F., Mei, Z., Zhenni, L., Yanxi, L., 

“Deformation behavior and microstructure evolution of titanium 

alloys with lamellar microstructure in hot working process: A 
review” , Journal of Materials Science & Technology, Vol. 39, 

No. 15, (2020), 56-73, 

https://doi.org/10.1016/j.jmst.2019.07.052 

6. Lutjering, G., Albrecht, J., Ivasishin, O.M., Ankem, S., Hall, 

J.A., “Microstructure/Property Relationships of Titanium 

Alloys”, The Minerals, Metals & Materials Society, (1994), 

65-74. 

7. Mykola, C., Pavlo, M., Andriy, P., Lyudmila, M., “Enhancing 

plasticity of high-strength titanium alloys VT 22 under impact-
oscillatory loading”, Philosophical Magazine, Vol. 97, No. 6, 

(2017), 389-399, 

https://ui.adsabs.harvard.edu/link_gateway/2017PMag.97.389C

/doi:10.1080/14786435.2016.1262973 

30

31

32

33

34

35

36

37

38

39

0 1 2 3

Te
m

p
er

at
u

re
 (

˚C
)

Drilling Time (S)

S.1

S.2

S.3

S.4

https://www.sciencedirect.com/science/article/pii/S2214785321064166#!
https://www.sciencedirect.com/science/article/pii/S2214785321064166#!
https://www.sciencedirect.com/science/article/pii/S2214785321064166#!
https://www.sciencedirect.com/science/article/pii/S2214785321064166#!
https://www.sciencedirect.com/science/article/abs/pii/S1005030219303482#!
https://www.sciencedirect.com/science/article/abs/pii/S1005030219303482#!
https://www.sciencedirect.com/author/7101690240/mei-zhan
https://www.sciencedirect.com/science/article/abs/pii/S1005030219303482#!
https://www.sciencedirect.com/science/article/abs/pii/S1005030219303482#!
https://www.sciencedirect.com/science/journal/10050302


190                                M. T. Nohgani et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   184-190                                              

8. Semiatin, S.L., Thomas, J.F., Dadras, P., "Processing-
microstructure relationships for Ti-6Al-2Sn-4Zr-2Mo-0.1 Si”, 

Metallurgical Transactions A, Vol. 14, No. 11, (1983), 2363-

2374. https://doi.org/10.1007/BF02663312 

9. Semiatin S.L., Lahoti G.D., Oh S.I. “The Occurrence of Shear 

Bands in Metalworking. In: Mescall J., Weiss V. (eds) Material 

Behavior Under High Stress and Ultrahigh Loading Rates.” 
Sagamore Army Materials Research Conference Proceedings, 

Vol. 29, (1983) Springer, Boston, MA. 

https://doi.org/10.1007/978-1-4613-3787-4_7 

10. Jafarian, F., Mohsenia, E., Kalantarib, O.,” Experimental 

Evaluation of Surface Alterations Induced in Machining of Ti-
6Al-4V Alloy”, International Journal of Engineering, 

Transactions C: Aspects, Vol. 33, No. 3, (2020), 486-493. 

http://dx.doi.org/10.5829/ije.2020.33.03c.13 

11. Jovanovic, M.T., Tadic, S., Zec, S., Miskovic, Z., Bobic, I., “The 

effect of annealing temperatures and cooling rates on 

microstructure and mechanical properties of investment cast Ti–
6Al–4V alloy”, Material and Design, Vol. 27, (2006), 192-199. 

https://doi.org/10.1016/j.matdes.2004.10.017  

12. Froes, F.H., Titanium: Physical Metallurgy Processing and 

Applications. ASM International. 2015. 

13. Vassel, A., Froes, F.H., Herteman, J.P., Gazon, A., Kimura, H., 

Izum, O., Titanium Science and Technology. Metallurgical 

Society of AIME. (1980), 515-521. 

14. Dehghani, M., Shafiei, A. R., “Influence of Water Cooling on 

Orthogonal Cutting Process of Ti-6Al-4V Using Smooth-
Particle Hydrodynamics Method”, International Journal of 

Engineering, Transaction B: Applications, Vol. 32, No. 8, 

1210-1217, (2019). doi: 10.5829/ije.2019.32.08b.18 

15. Punit, K., Upadrasta, R.,” Microstructural optimization through 

heat treatment for enhancing the fracture toughness and fatigue 

crack growth resistance of selective laser melted Ti6Al4V 
alloy”, Acta Materialia, Vol. 169, (2019), 45-59, 

https://doi.org/10.1016/j.actamat.2019.03.003 

16. Dadras, P., J. F. Thomas, "Characterization and modeling for 
forging deformation of Ti-6Ai-2Sn-4Zr-2Mo-0.1 Si." 

Metallurgical Transactions A, Vol. 12, No. 11 (1981), 1867-

1876.  

17. Zafari A., Xia, K.,” Superior titanium from hybridised 
microstructures–A new strategy for future alloys” Scripta 

Materialia, Vol. 173, (2019), 61-65, 

https://doi.org/10.1016/j.scriptamat.2019.07.031 

18. Xiaoliang, L., Bing, W., “State-of-the-art of surface integrity 
induced by tool wear effects in machining process of titanium 

and nickel alloys: A review”, Measurement, Vol. 132, (2019), 

150-181, https://doi.org/10.1016/j.measurement.2018.09.045 

19. Mruthunjaya, M., Yogesha,K.B., “A review on conventional and 

thermal assisted machining of titanium-based alloy”, Materials 

Today, Vol. 46, No. 17, (2021), 8466-8472, 

https://doi.org/10.1016/j.matpr.2021.03.490 

20. Feng, K., Jun, N., D.A. Stephenson, “continuous chip formation 

in drilling”, International Journal of Machine Tools & 

Manufacture, Vol. 45, No. 15, (2005), 1652-1658. 

https://doi.org/10.1016/j.ijmachtools.2005.03.011 

21. Jindal, A., “Analysis of Tool Wear Rate in Drilling Operation 

using Scanning Electron Microscope (SEM)”, Journal of 

Minerals & Materials Characterization & Engineering, Vol. 
11, (2012), 43-54, 

http://dx.doi.org/10.4236/jmmce.2012.111004 

22. Davis, Joseph R., ed. ASM specialty handbook: tool materials. 

ASM international, 1995, Volum.16, Machining, 9th Edi. 

23. Jinyang, X.,Mohamed, E. M, Julien,V., Ming, C., Fei, R., “On 

the interpretation of drilling CFRP/Ti6Al4V stacks using the 
orthogonal cutting method: Chip removal mode and subsurface 

damage formation”, Journal of Manufacturing Processes, Vol. 

44, (2019), 435-447, 

https://doi.org/10.1016/j.jmapro.2019.05.052 

24. Okamura K, Sasahara H, Segawa T., “Low-frequency vibration 

drilling of titanium alloy”. JSME International Journal Series 

C Mechanical Systems, Machine Elements and 

Manufacturing, Vol. 49, No. 1, (2006), 76-82. 
http://dx.doi.org/10.1299/jsmec.49.76 

25. Zhu Z, Sun J, Li J, Huang P., "Investigation on the influence of 
tool wear upon chip morphology in end milling titanium alloy 

Ti6Al4V." The International Journal of Advanced 

Manufacturing Technology, Vol. 83, No. 9-12, (2016), 1477-

1485. http://dx.doi.org/10.1007/s00170-015-7690-1 

26. Zhu, Z., Guo, K., Sun, J., Li, J., Liu, Y., Chen, L., “Evolution of 

3D chip morphology and phase transformation in dry drilling 
Ti6Al4V alloys evolution of 3D chip morphology and phase 

transformation in dry drilling Ti6Al4V alloys”. Journal of 

Manufacturing Processes, Vol. 34, (2018), 531-539, 

https://doi.org/10.1016/j.jmapro.2018.07.001 

 

 

 

 

 

 

 

 

 

Persian Abstract 

 چکیده 

ای شکل از این آلیاژ انجام شد. ¬های استوانه¬کاری بر روی نمونه¬، آزمایش دریلTi-6Al-4Vکاری آلیاژ  ¬تاثیرریزساختارهای مختلف بر خواص ماشینبه منظور بررسی  

های مخلف، عملیات ¬با سیکلTi-6Al-4Vهایی از آلیاژ  ¬کاری و سایش ابزار را در آلیاژهای تیتانیم دارد. بدین منظور نمونه¬مورفولوژی براده نقشی اساسی بر قابلیت ماشین

های میکروسکوپ ¬کاری شدند. نتایج بررسی¬میلیمتر در هر دور، سوراخ  1/0ی  ¬متر بر ثانیه و نرخ تغذیه  8/18میلیمتر و با سرعت    2حرارتی شده و سپس توسط مته به قطر  

های مارپیچی ¬کند. با افزایش سختی آلیاژ، طول براده-کاری نیز تغییر می¬ده از عملیات حرارتی، شرایط ماشینالکترونی نشان داد که با تغییر فازها و مورفولوژی به دست آم

تری نیز ایجاد شد. با افزایش عمق  ¬کاری براده های روبانی شکل فشرده¬ها در عمق کم از ماشین¬کاری آسان آن است. در این نمونه¬یابد که بیانگر مته¬نیز افزایش می

 تری را ایجاد کردند.¬کاری پایین-تری داشتند، دمای سوراخ¬هایی که سختی پایین¬کاری، دما نیز افزایش یافت. از طرفی نمونه¬سوراخ
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A B S T R A C T   
 

 

Wireless body area network (WBAN) is an emerging technology that has been able to provide a better 

experience of mobility and flexibility for humans using tiny and low power sensors inside, outside, or 

around the body compared to the traditional wired monitoring systems. Due to numerous constraints in 
size, energy consumption, and security of implant devices in the human body, it is still a significant 

research challenge to design these systems in a reliable and energy-efficient fashion. To provide quality 

of service, timely and secure delivery of real-time data needs to be done without any loss. This paper 
attempts to provide a communication protocol in order to upgrade QoS levels in WBANs and reduce 

energy consumption in sensor nodes. To do so, the earliest deadline first (EDF) real-time scheduling 

algorithm and its combination with the least laxity first (LLF) scheduling algorithm were employed to 
prioritize sensor nodes for sending data packets. The proposed method could optimize the system 

performance when it is in the event of an overload and tasks miss their deadlines in a row. The 

OMNET++ simulation environment is used to evaluate the proposed solution's efficiency which checks 
packet delivery rate and mean-power consumption evaluation criteria in the sink and sensor nodes. This 

is done with different numbers of nodes in the network. The results show that the proposed strategy could 

provide an appropriate improvement in sending and receiving packets for body area networks. 

doi: 10.5829/ije.2022.35.01a.18 
 

 
1. INTRODUCTION1 

 

Body sensor networks (BSNs) or wireless body area 

networks (WBANs) are an emerging technological 

field for many human-centered applications, including 

medical monitoring, sport performance monitoring, 

social networking, etc. WBANs consist of low power, 

smart, micro- or nanotechnology sensors and actuators, 

which are placed on the human body or planted inside 

the body. Sensor nodes measure important 

physiological parameters such as body temperature, 

heart rate, body movements, blood glucose, and oxygen 
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saturation as well as transmitting them to a local 

processing unit called sink node. The sink node sends 

information to the hospital or any health care system for 

diagnosis and permanent records [1]. WBANs reduce 

health care costs by eliminating the need for expensive 

monitoring of patients in hospitals. However, many 

social and technical challenges need to be addressed to 

allow for the practical acceptance of these networks [2].  

Human health monitoring programs are considered 

critical in many cases and require low delays as well as 

immediate transmission of information in emergency 

cases. Therefore, WBANs have to provide immediate 
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emergency assistance to the patient in case of 

abnormalities in the physiological and vital signals. An 

important challenge of WBANs is the provision of 

quality of service (QoS), which must guarantee the 

timely and reliable delivery of real-time and non-real-

time data without losing data packets [2]. Continuous 

patient monitoring not only requires a technological 

platform, but it also needs time-sensitive algorithms 

that prevent data packets from colliding in wireless 

environments and minimize energy consumption in 

WBANs [3].  

One way to reduce energy consumption and 

improve the quality of service in WBANs is to 

prioritize data as some biological signals are more 

important than others. Different data collected by body 

sensors may differ in importance. The urgent data with 

the highest priority needs to be sent to the destination 

with the least delay. In addition, the presence of 

different amounts of data traffic in WBANs increases 

the importance of sequencing performance in 

coordinator nodes. 

This paper attempts to offer a strategy for real-time 

embedded systems operating in WBANs, which 

includes optimizing message scheduling. Through 

scheduling in the transmission layer, the proposed 

approach not only could solve the problem of packets 

collision, but it could also provide a better chance of 

receiving higher priority data. In the proposed method, 

higher priority will be allocated  to the nodes that are 

more important, for example, for the heart patient, the 

heart sensor has a higher priority than other sensors, so 

it get more priority. The proposed algorithm presents a 

combined EDF and LLF scheduling policy, which is 

used for real-time scheduling applications. The EDF 

scheduling algorithm is used, because the priority of 

information sent by nodes is not the same in WBAN. 

One of the important features of EDF algorithm is 

its priority-orientation. This means that the algorithm 

schedules and prepares existing tasks based on their 

priority. The main advantage of EDF's strategy is that 

it allows the optimal utilization of the communication 

channel, ensures the delivery of the message within a 

specific time, and avoids the packet collisions. 

However, one of the problems with the EDF algorithm 

is that it is unable to manage the system in the event of 

an overload. This means that when one system task 

misses a deadline, it is likely that other subsequent tasks 

miss their deadlines in a row as well. In order to tackle 

this issue and optimize the system performance, a 

combination of EDF algorithm with LLF scheduling 

algorithm is proposed. Since the LLF scheduling 

algorithm is an optimal priority-based scheduling 

algorithm, it could be used to solve the problems caused 

by the application of the EDF algorithm. 

This paper attempts to show that by using the real-

time scheduling algorithms and queuing the nodes 

based on their priority, the packet collision rate in the 

network is reduced and consequently the percentage of 

packet delivery rate in the sink node is increased. The 

results of the study demonstrate that the proposed 

method outperforms the method in which packets are 

sent randomly. Accordingly, the contributions of this 

paper is as follows: 

1. Providing a method to prevent the collision of data 

packets sent from sensor nodes in WBANs. 

2. Providing an approach to prioritize data packets 

before sending to enhance the QoS in WBANs. 

3. Providing a solution to reduce the energy 

consumption of the sensor nodes in WBANs. 

 
 
2. RELATED WORK 
 

Gambhir et al. [4] proposed a protocol based on 

occupying the queue, along with the loss of packets to 

control congestion in physical sensor networks. They 

assumed that the nodes do not lose their functionality 

due to the low battery life. In this method, congestion 

control consisted of two phases: the fast start phase and 

the phase of the congestion control module. Simulation 

results were compared with the conventional TCP 

method, which indicated performance improvement in 

throughput and reducing the impact of congestion in the 

system based on the proposed method. This procedure 

was done after the congestion to control it in WBANs 

and consequently increase the throughput and networks 

lifetime. The current work however, aims to schedule 

the sending of the packets in the sensor nodes before 

occurrence of congestion in order to prevent it. 

Indumathi and Santhi [5] proposed a dynamic 

multilevel priority (DMP) for Wireless Sensor 

Networks (WSNs) where the sensor nodes were 

organized in a hierarchical structure. The real-time data 

traffic with the same priority would be processed using 

the shortest job first (SJF) scheduling scheme, as it is 

very efficient in the average waiting time of the task. It 

ensures the minimum end-to-end data transmission for 

the highest data priority while exhibiting acceptance 

fairness towards lowest data priority. Their 

experimental results showed that the proposed DMP 

packet scheduling scheme had better performance than 

the existing first come first served (FCFS) and 

multilevel queue scheduler in terms of the average task 

waiting time and end-to-end delay. Caccamo and 
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Zhang [6] suggested a network architecture appropriate 

for sensor networks along with media access control 

protocol based on EDF scheduling. Their main idea was 

to utilize the alternating feature of the sensor network 

traffic, so that the prioritization was used instead of 

control packets. As a result, they provided lower delay 

and more throughput. This approach was implemented 

through utilizing the cellular network features in the 

WSN network, where most of the messages are 

duplicate data and differ from WBANs in terms of the 

importance of the data sent. Facchinetti et al. [7] 

proposed a novel MAC layer protocol, where nodes can 

enter or leave the communication space while avoiding 

collisions caused by simultaneous transmission. The 

algorithm, used to access the communication channel 

in this protocol, was based on EDF, which not only 

ensured time constraints on uninterrupted messages but 

also provided optimal utilization of the communication 

channel. In this approach, the collision in the 

transmission of messages was prevented, because each 

node sent messages at different times according to the 

order set by EDF. In this work, however, the problem 

of equal deadlines (domino effect) was not considered 

in using EDF algorithm, which might miss other 

deadliness in a row with the loss of one deadline. 

Almeida et al. [8] proposed a MAC layer protocol for 

scheduling real-time communications in a network of 

mobile robotic units in the wireless media which used 

implicit EDF to guarantee the real-time network traffic. 

By executing and replicating the implicit EDF 

scheduling in parallel in all nodes,  the collisions were 

prevented  in a highly synchronized way. In this 

strategy, the EDF is combined with an adaptive method 

to support dynamic resource reservation and topology 

management. The simulation results showed the 

effectiveness of the proposed protocol, even with the 

transmission and mobility errors of the nodes. Here, the 

implicit EDF scheduling is used in MANET networks 

that do not have excessive physical limitations and can 

generally use powerful processors, radio transmitters, 

and batteries. WBANs, on the other hand, have many 

limitations in these cases. Chéour et al. [9] developed a 

non-exclusive multiprocessor and dynamic 

management policy for periodic tasks. The EDF 

scheduling algorithm was used to handle complex 

applications such as video processing. In this method, 

the scheduling algorithm is used as a set of rules to 

select the task to be executed. Moreover, it investigates 

deadlines, restrictions, and dependencies of each task. 

The EDF provides the optimal utilization of the CPU 

and consequently, enables energy efficiency. 

Additionally, the task scheduling and managing CPU 

time help to improve the performance of sensor 

networks and predictive capabilities. Here, a real-time 

scheduling policy was implemented under the Linux 

operating system that saved significant energy. 

Therefore, in the proposed method, this useful feature 

of EDF is used to schedule the sending of packets of 

each sensor node in the body networks in which the 

energy challenge is of great importance. Wu et al. [10] 

proposed new techniques to limit the communication 

delays which were caused by collisions in the channel 

and sending conflicts in a wireless sensor and actuator 

network (WSAN). They also provided a method to 

reduce the disadvantages of accept control that uses the 

repetition of minimizing the limit of the delay for data 

flows with short deadlines. Their paper presented a new 

delay analysis for periodic streams in which 

transmissions are scheduled based on EDF policy. The 

experimental results showed that this delay analysis 

creates a safe limit for the real end-to-end delay. 

Simulation results demonstrated that EDF has a better 

real-time performance over static priority scheduling, 

and also leads to less computational cost. Ayele et al. 

[11] proposed a novel scheduling algorithm for hard 

real-time systems, reducing the amount of context 

switching and average waiting time, which in turn 

boosts the system performance. This method was a 

combination of EDF and LLF scheduling algorithms. 

The simulation results indicated that the proposed 

system reduces the context switching and the 

probability of overhead occurrence. In the current 

work, we used the same method to schedule the packets 

sending of each sensor node in physical networks. 

Zandvakili et al. [12] proposed a new task scheduling 

algorithm based on discrete pathfinder algorithm 

(DPFA) and modeled the objective function based on 

five parameters (i.e. make span, power consumption, 

tardiness, resource utilization and throughput). The 

results showed that this algorithm performs well in case 

of increasing the number of tasks. Yousefipour et al. 

[13] proposed a method for task scheduling 

improvement of cloud computing through an improved 

particle swarm optimization algorithm. In this method, 

selection of a proper objective function has led to 

balanced workload of virtual machines, decreased time 

of all tasks as well as maximum utilization of all 

resources and increased productivity in addition to 

dynamic placement of virtual machine on physical 

machine. Samal and Kabat. [14] proposed a traffic 

prioritized load balanced scheduling (TPLBS) 

algorithm for load balancing in different priority queues 

in WBANs. This work is to minimize packet drop in the 

queues to improve throughput of WBAN. 
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3. BASIC CONSEPTS 
 
3. 1. WBANs           A WBAN is a wireless network 

that consists of tiny bio-medical nodes distributed on 

the body surface, underneath the skin, inside the body, 

or in the vicinity of the body [15]. The sensors detect 

physiological data and transmit it, using an access 

point, to the medical server. Figure 1 shows three tiers 

of the architecture of WBANs. When the data is 

received in the server, it is analyzed by medical staff to 

detect the patient status. 
One of the most important points is to pay attention 

to energy consumption in sensors. Small size and, in 

some WBAN cases, irreplaceable batteries in the 

sensors must operate for multiple years. Therefore, 

providing a communication protocol to minimize 

energy consumption levels is the goal when using tiny 

batteries in WBAN [16]. This is while a real-time 

transmission protocol with guaranteed performance is 

required for the critical data in WBAN. In real-time 

WBAN applications, sensors should instantaneously 

sense and transmit feedback to the medical staff to 

process the obtained information while achieving a 

bounded delay latency. With the recent advances of 

WBAN systems, real-time applications have attracted 

prominent attention from researchers. In real-time 

WBAN applications, the criticality level of a sensor is 

determined based on the nature of measured data. 

According to the criticality level of a sensor, its priority 

level is determined. The priority level is used for 

scheduling data to minimize data collisions. Critical 

data should be transmitted with high priority. It means 

high-reliability level and minimum delay are two 

prerequisites for transmitting it [16]. 

3. 2. Real-Time Systems           A real-time system 

is a time-bound system that has well defined fixed time 

constraints. Processing must be done within the 

specified constraints, or the system will fail. Generally, 

computing systems involve one or more processes that 

is required to allocate a set of resources to these 

processes, such as computing resources, to perform 

user requests. These processes are divided into tasks. 

Tasks communicate with each other to achieve the goal 

of a process [17]. A task is real-time if the moments in 

which the results are produced are important as much 

as the logical accuracy of those results. A real-time 

system can consist of several real-time tasks. Regarding 

task period, real-time systems can be categorized into 

periodic or aperiodic tasks. In periodic tasks, a job is 

activated every T unit of the time where T equals its 

period. Aperiodic tasks are tasks in which there is no  

 
Figure 1. Three-tiers WBAN architecture 

 

 

fixed time interval between consecutive activations 

[17]. 
 
3. 3. Task Model          In one of the simplest task 

models, periodic and aperiodic tasks are described by 

certain parameters namely execution time, deadline, 

and the period. The worst-case execution time (WCET) 

is shown as “C”. It is the maximum time that a task 

needs a processor to finish its computation. The 

corresponding deadline indicated as “D” is the last 

moment of counting that starts from the process 

activation in which the calculation results are still 

useful. The period or the minimum time between 

activations is indicated by T. These features are 

bundled together to describe a task [18]. Equation (1) 

shows the model of a task, which is indicated here by 

the letter τ. 

τ = (𝐶, 𝑇, 𝐷)  (1) 

 
3. 4. Priority Assignment         Priority assignment 

of tasks in real-time systems is divided into static and 

dynamic modes. In static mode, the priority of tasks 

does not change during their execution, but in 

dynamic mode, this priority changes during task 

execution. 

 
3. 5. Real-Time Scheduling Algorithms 
3. 5. 1. RMS Scheduling Algorithm            Rate 

monotonic scheduling algorithm (RMS) is a static 

scheduling algorithm based on priority in which 

processes are assigned priorities as a monotonic 

increasing function of their rates. Equation (2) is used 

to determine the priority of processes in the RMS 

algorithm, in that the letter "τ" indicates the desired 

task, the letter "T" demonstrates the period of the task, 

and the letter "P" also shows the priority of the task. 

This means that for the two tasks, i and j, a higher 

priority is given to the task with a lower period [19]. 

∀𝜏𝑖 , 𝜏𝑗 ∈  𝜏, 𝑇𝑖 < 𝑇𝑗 ⇒ 𝑃𝑖 > 𝑃𝑗  (2) 
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3. 5. 2. FCFS Scheduling Algorithm           In the 

first come first serve (FCFS) scheduling policy, 

whenever a process is activated, the smallest priority is 

assigned to it. Over time, the age of the process and its 

priority increases. The process that has the highest 

priority is scheduled as the next process to run. A set of 

tasks is schedulable by FCFS if and only if all the tasks 

are simultaneously queued, (regardless of re-entry). 

Equation (3) represents this condition [20].  

∀ 𝑖:𝜏𝑖∈𝜏  ∑ 𝐶𝑗 ≤ 𝐷𝑖𝑗:𝜏𝑗∈𝜏   (3) 

which "τ" indicates the desired task, "C" demonstrates 

the worst-case execution time of the task, and "D" 

shows the corresponding deadline of the task. 

 
3. 5. 3. EDF Scheduling Algorithm         The 

algorithm earliest deadline first (EDF) is a dynamic 

priority-based algorithm. It means that the priority of a 

request is assigned to it upon its arrival, and a higher-

priority request can stop a lower priority request 

execution. In EDF, the higher priority is assigned to a 

request with the closest deadline. The utilization of this 

system, with the assumption that all deadlines are equal 

to their periods, has a limitation. Equation (4) indicates 

this limitation [21]. 

U =  ∑
Ci

Ti
≤ 1i:τi∈τ   (4) 

which "τ" indicates the desired task, "T" demonstrates 

the period of the task, and "C" shows the worst-case 

execution time of the task. 

In this case, EDF is an optimal scheduling policy 

among priority-based scheduling algorithms in which 

the deadlines are equal to their periods because the 

utilization value of no scheduling policy cannot reach 

above one [21]. 

Moreover, if EDF cannot schedule a set of tasks on a 

single processor, another algorithm cannot do this 

either [22]. The main disadvantage of the EDF 

scheduling algorithm is that it cannot manage the 

processor under overload conditions. After losing one 

of the deadlines, the following tasks will also miss their 

deadlines. This problem is known as a domino effect. It 

occurs when Equation (5) is valid [23].  

∑
𝐶𝑖

𝑇𝑖
> 1𝑛

𝑖=1   (5) 

which "n" indicates total number of tasks, "T" 

demonstrates the period of the task, and "C" shows 

the worst-case execution time of the task.   
 
3. 5. 4. LLF Scheduling Algorithm          Algorithm 

least laxity first (LLF) is another optimal scheduling 

algorithm based on dynamic priority assignment. The 

laxity of a process is the deadline of process minus the 

remaining execution time. Equation (6) defines the 

laxity of a process., which "L" indicates the laxity of a 

process, "D" shows the corresponding deadline of the 

process, and "C" shows the remaining execution time 

of the process. 

Li = Di − Ci (6) 

  In other words, it is the maximum time that the 

execution of a process can wait so that it does not miss 

its deadline. The algorithm assigns the highest priority 

to the process with the smallest laxity. Then, the 

process that has the highest priority is executed. So long 

as the process is running, it is possible to be stopped by 

another process with a smaller laxity than the running 

process. The problem occurs when the two processes 

have the same laxities. One process will be executed for 

a short period, and then will be preempted by another 

and vice versa [24]. 

One of the advantages of this algorithm is the fact 

that there is no other analysis except the schedulability 

test, namely the static priority assignment that should 

be made at the time of creation. Also, the task that is 

losing its deadline is detected at the same moment with 

the task that is not currently being performed. At that 

moment, the deadline is not still finished and 

emergency measures can be taken to cover the loss of 

the deadline. These advantages are associated with the 

issue of performing computational operations during 

scheduling. In addition, the LLF algorithm performs 

poorly when more than one task has the least laxity. In 

such a situation, at any unit of time, the content of the 

system switches from one task to another until they are 

finished (context switching). This behavior is referred 

to as the "thrashing" effect, which makes the system 

perform so many unnecessary switching between tasks. 

This high amount of context switching means loss of 

computing time [25]. 

 
 
4. PROPOSED METHOD 
 

In this research, to support the need for real-time 

communication in body area networks and the energy 

constraints of sensor nodes in these networks, attempts 

are made to reduce the collision rate of packets in the 

network using scheduling algorithms of real-time 

systems and subsequently reduce energy consumption 

in the sensor nodes. For this purpose, the EDF 

scheduling algorithm and its combination with the LLF 

scheduling algorithm are used. In the proposed method, 
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it is required to assign concepts such as the period, 

deadline, and the worst case of execution time to the 

sensor nodes in order to schedule the sending of 

packets. 

The general trend of the proposed method consists 

of two phases, (1) EDF prioritizing phase, (2) 

Correction of prioritizing phase using LLF algorithm. 

In this way, the EDF scheduling algorithm is executed 

simultaneously and in parallel on all network nodes to 

identify them for sending their packets. In this case, if 

the turn of the two nodes equals, then to refine the 

algorithm from the arisen problems, the laxity 

parameter, which is used to determine the priority in the 

LLF algorithm, will be used to specify the higher 

priority node. 

 
4. 1. EDF Scheduling Phase           In this phase, to 

take advantage of the features of the EDF algorithm, it 

is necessary that the parameters, which are used for 

scheduling in real-time systems, to be allocated to the 

sensor nodes. For this purpose, a period, a deadline, and 

the worst case of execution time are determined for 

each node. The worst case of execution time here is the 

number of packets to be sent at each period. Initially, to 

run the EDF algorithm, nodes must send their 

parameters to other nodes with the broadcasting 

method. All nodes have a table in their memory that 

stores the parameters obtained from other nodes. After 

completing these tables, the EDF algorithm is executed 

on all nodes in parallel, and their turn for sending 

packets will be determined. Figure 2 shows the pseudo-

code of the EDF algorithm. 

 
4. 2. Correction of Prioritizing Phase Using LLF 
Algorithm           As previously mentioned, in the EDF 

algorithm, if two deadlines happen to be equal, a 

domino effect may occur which leads to the loss of the 

 

 

 
Figure 2. EDF algorithm pseudo code 

next deadlines continuously. To remedy this problem, 

it is tried to use the laxity parameter, which is used to 

determine the priority in the LLF algorithm, to assign 

priority to the nodes to send their packets. 
The correction of the scheduling phase is such that, 

at first, the laxity parameter is calculated for nodes with 

the same deadlines. Then, the sending priority is 

allocated to the node which has less laxity. In this case, 

it is determined that if the laxity value of the two nodes 

are equal, then the node that is currently sending 

packets will continue its sending. Figure 3 illustrates 

the complete flowchart of the proposed method. 

 

 

Start

Allocating 
parameters to 

nodes

Broadcast the parameters to 
other nodes

Run the EDF 
algorithm

Two same 
deadlines

Laxity value calculating

Two same laxities

Prioritizing nodes
Assigning higher priority to 
the node that is currently 

sending (unchanged)

Sending packets to 
the sink node

Yes

No

No

Yes

 
Figure 3. Complete flowchart of the proposed method 
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4. SIMULATION RESULTS 
 

To simulate the proposed method, OMNET ++ 

simulator environment is used. Three different 

situations (random, EDF, proposed method) are used to 

simulate the body area network all of which are tested 

with 4, 10, 20 and 50 number of sensor nodes, and one 

sink node. The experimental results show that in case 

of dynamic scheduling, deadline based algorithms have 

supremacy over laxity based [26]. For this reason, the 

proposed method is not compared with LLF algorithm. 

The performance of each of the mentioned situations 

are evaluated in terms of two evaluation criteria; the 

percentage of packet delivery rate in the sink node and 

the average energy consumption in the sensor node. In 

the random scenario, whenever a node has a packet to 

send, it sends it to the sink node immediately without 

considering any time constraints. In the EDF 

scheduling scenario, the required parameters to execute 

the EDF algorithm, i.e. periodic, deadline, and the 

number of sent packets per period (capacity), are 

randomly assigned to the nodes. These parameters are 

stored in a table in the node's memory. Then, the nodes 

send their parameters to each other by broadcasting. 

Therefore, all nodes are aware of the parameters of the 

other nodes, and store this information in their table. 

After the tables are completed, the EDF algorithm is 

run simultaneously and in parallel on all nodes. 

According to this algorithm, the node with the 

smallest deadline has the highest priority. In this way, 

the priority and the order of the nodes to send the 

information packets are specified and the sending 

process starts.  

At each period, the packet transmission at each node 

begins again, and this transmission must be done in a 

specified deadline. In this scenario, when the two nodes 

have the same deadlines, the algorithm randomly 

selects one of the two nodes. 

In this case, the domino effect is likely to occur. For 

this reason, the algorithm is combined with the LLF 

scheduling algorithm in the third scenario. The hybrid 

scenario (EDF-LLF) behaves like the EDF scenario and 

the EDF scheduling algorithm runs on all the nodes in 

parallel and determines the nodes’ turn to send packets. 

(EDF scheduling phase). Only when the deadlines of 

the two nodes are equal, it is determined that the node 

whose laxity parameter is less has higher priority. At 

this time, if the laxity of the nodes is equal, the 

algorithm selects the node that was sending its packets 

from before (unchanged). The values of characteristics 

assigned to each node in the EDF and EDF-LLF 

scenarios are randomly assigned, and attempts are 

made only to establish Equation (7) between these 

features. In this relation, Pi is the period specified for 

node i and Di, is the deadline specified for node i, and 

Ci, is the capacity, or the number of packets that node 

i sends in each period. 

𝐶𝑖 ≤ 𝐷𝑖 ≤ 𝑃𝑖  (7) 

Figure 4 shows the percentage of packet delivery rate 

in the sink node for all three random, EDF and EDF-

LLF scenarios, as a linear graph, where n = 4, and n 

represents the number of sensor nodes in the network 

and t is the simulation time. 

As it can be seen, when there are 4 nodes in the 

network, the proposed situation works slightly better 

than the other two scenarios in terms of percentage of 

packet delivery rate in the sink node and this is due to 

the scheduling in packet delivery and the reduction in 

collisions between them. 

Figures 5, 6 and 7 show that the performance of the 

proposed scenario, and the EDF scenario, maintain this 

percentage of packet delivery rate even by increasing 

the number of nodes in the network while the random 

scenario has poor performance with an increased 

number of nodes in the network, and its percentage of 

delivery rate decreases. 

For a better comparison of the performance of the 

three scenarios in terms of the percentage of packet 

delivery rate in the sink node, Figure 8 shows this 

criterion for all three scenarios at t=150. 

As it can be seen, the percentage of packet delivery 

rate in the sink node, for the random scenario, decreases 

sharply as the number of nodes increases. Because in 

this scenario, whenever each node has a packet to send, 

it sends it, which by increasing the number of nodes and 

consequently increasing the number of sends, the 

 

 

 
Figure 4. Packet delivery rate in the sink node, n = 4 
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Figure 5. Packet delivery rate in the sink node, n = 10 

 

 

 
Figure 6. Packet delivery rate in the sink node, n = 20 

 

 

 
Figure 7. Packet delivery rate in the sink node, n = 50 

 

 

number of collisions between sent packets also 

increases. This reduces the percentage of packet 

delivery rate in the sink node. While this case for the 

other two scenarios, even with increasing the number  

 
Figure 8. Packet delivery rate in the sink node at t = 150 

 

 

of nodes is almost constant. As the scheduling of 

sending packets by real-time scheduling algorithms 

causes each node to send its packets in its turn, this 

causes the increase in the number of nodes in the 

network to have little effect on the percentage of packet 

delivery rate in the sink node. The proposed situation, 

by combining the two real-time scheduling algorithms 

and collision reduction, performs better, even 

compared to the EDF scenario. This is due to the better 

management of packet sending using the LLF 

algorithm. Figure 9 shows the evaluation criterion of 

the average energy consumption at node zero, with n= 

4, for the three random, EDF, and EDF-LLF scenarios, 

as in linear graphs. (n represents the number of sensor 

nodes in the network.) 

It is observed that the average energy consumption 

in the proposed method is higher than the random 

scenario in the node (0) at t=20. However, it is much 

less than the random scenario in continue of simulation. 

This is because at the beginning of the simulation, the 

proposed EDF-LLF algorithm has to be implemented in 

the nodes to specify their turn. This processing 

increases energy consumption at the beginning of the 

scenario. In continue the nodes can send their packets 

based on the specified order. This will reduce the 

average energy consumption in later times. Also, 

according to Figure 9, at t = 20, the average energy 

consumption for the EDF scenario is lower than the 

EDF-LLF. This is also because the EDF algorithm does 

not calculate the laxity parameter for prioritizing the 

nodes. That's why, although the energy consumption 

rate is low at the beginning of the scenario, it has a 

lower delivery rate than the EDF-LLF scenario. The 

same is true for the different number of sensor nodes in 

the network. Figure 10 shows the average power 

consumption at node (0) at t = 150, for all three 

scenarios, and all numbers of nodes. Figure 10 proves  
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Figure 9. Average energy consumption at node zero, n = 

4 

 

 

 
Figure 10. Average energy consumption at node zero at t 

= 150 

 
 

that the proposed method performs better in terms of 

average power consumption than the other two 

scenarios by increasing the number of nodes. 

 
 
5. CONCLUSION 
 

This paper aims to show that using real-time scheduling 

algorithms and queuing nodes based on their priority 

could reduce the packet collision rate in the network 

and consequently increase the packet delivery rate in 

the sink node. Reduced collisions would also lead to 

reduced packet retransmission, which in turn reduces 

energy consumption in sensor nodes. This paper also 

shows that by combining two scheduling algorithms 

EDF and LLF, the problem of domino effect could be 

avoided and as a result, data with higher priority will 

have a better chance of timely reception in the sink 

node. Future studies are recommended to focus on how 

to automatically assign priorities to the sensed data in 

sensor nodes. 
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Persian Abstract 

 چکیده 
ی اند تجربهتوان در داخل، خارج ویا اطراف بدن، توانسته های کوچک و کمگیری از حسگر( یک فناوری نوظهور هستند که با بهره  WBANsهای حسگر بدنی )  شبکه

های زیاد در اندازه، مصرف انرژی و امنیت دستگاه دلیل محدودیتبه های نظارتی سیمی سنتی فراهم کنند.پذیری را برای انسان نسبت به سیستمبهتری از تحرک و انعطاف

که قابل اطمینان و از لحاظ انرژی کارامد باشند، هنوز یک چالش تحقیقاتی بزرگ است. برای ارائه کیفیت خدمات در این  طوریها بهکاشتنی در بدن، طراحی این سیستم

، فراهم شود.در این مقاله، یک پروتکل ارتباطی به منظور ارتقای سطح  های داده بدون از دست دادن بسته درنگ،  های بیموقع و مطمئن داده  بایست تحویل به ها، میشبکه

و ترکیب آن با   EDF درنگ زمانبندی بی کار، از الگوریتم کیفیت خدمات در شبکه های بدنی و کاهش مصرف انرژی در گره های حسگر، ارائه خواهد شد. برای انجام این

سازی  به منظور بررسی کارایی راهکار پیشنهادی، از محیط شبیه  های اطلاعاتی استفاده خواهد شد.های حسگر در ارسال بستهبندی گره، جهت نوبتLLFبندی  الگوریتم زمان

OMNET++   داد مختلف گره در شبکه  استفاده شده است که معیارهای ارزیابی درصد نرخ تحویل بسته در گره چاهک و میانگین مصرف انرژی در گره حسگر را با تع
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A B S T R A C T  
 

 

Uncontrolled mining and the tailings produced can cause significant environmental impacts such as 
water, air, and soil pollution. In the present study, a contaminated soil of gold mines located in the 

Karnataka state of India was studied to know the geotechnical behavior of this soil as a foundation 

material and to suggest a suitable soil remediation technique to avoid contamination of surrounding water 
bodies. The in-situ dry unit weight of soil at the selected locations varied from 15.71 to 18.75 kN/m3. 

The effective shear strength parameters determined from Triaxial test results were in the range of 4.8 – 

8.2 kN/m2 and 19.40 – 29.80, respectively, for the cohesion and angle of internal friction. The soil samples 
were analyzed for bearing capacity and settlement using GEO5 software tool, and the economical 

dimensions of the footings were estimated. It was observed that the soil has sufficient bearing capacity, 

and the settlements are within the allowable range. The chemical analysis of the soil samples showed 
that there are considerable amounts of heavy metals present in the mine soil. Though the strength of the 

soil is good, the contaminants in the soil may cause groundwater contamination and damages to the 

footings. Hence, the soil washing technique as a remediation technique was also studied through column 
leaching tests using different leaching solutions and found that diluted hydrochloric acid (HCl) with 

Ethylenediamine-tetraacetic acid (EDTA) can effectively remove the heavy metals from the soil. 

doi: 10.5829/ije.2022.35.01a.19 
 

 
1. INTRODUCTION1 
 

In most of the mining areas around the world, the 

presence of poisonous metals was observed in soil and 

water which caused environmental damage. The 

widespread metal pollution happened due to mining and 

smelting activities at the site may lead to multiple 

environmental problems [1-3]. The waste products from 

the mining process which are called tailings primarily 

consist of sand, silt, and clay sized materials with 

chemicals and process water. The mineralized rock from 

the mines is processed and reduced in size to recover the 

economic mineral. A significant volume of tailings 

produced from mining and processing is generally left as 

permanent features of the landscape after the mining 

 

*Corresponding Author Institutional Email: noroozinejad@kgut.ac.ir 
(E. Noroozinejad Farsangi) 

ceases [4]. These tailings hold minerals such as chlorite, 

mica, quartz, etc. and also contain micronutrients [5-6]. 

The ecological restoration of dumps can be made using 

these mill tailings containing the nutrients and the 

effective method of stabilization of mine wastes is by 

growing a vegetation cover over the dumps [7-8]. The 

long-term stability, aesthetic view and low maintenance 

are possible by using native species for the vegetation 

cover. To assess the suitability of different species of 

plants, the tailings can be mixed with the soil in different 

proportions and their effectiveness can be studied [7]. 
Apart from the metal extraction, the mining activities are 

also common to extract thermal water which will be used 

for power generation and medical spa treatments [9]. 
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The mining activities in Kolar Gold Fields (KGF) 

were started around 2000 years back and has produced 

more than 800 tons of gold from the ore material of 

quantity 51 million tons. The quantity of gold yielded per 

ton of ore material has decreased gradually with time due 

to the exhaustion of the high-grade ore store. This has 

increased the processing costs and led to the closure of 

mining activities at this site for a few years. As the 

inferior quality of ore material was processed for yielding 

the gold, a huge quantity of mill tailings had generated 

and loaded in massive piles at KGF [10]. Around 32 

million tons of tailings dumped in 15 locations along a 

stretch of 8 km in the mining area [11]. Effective 

management of these sites requires complex site 

characterization and selection of suitable remedial 

technology [12]. Rao and Reddy [5] studied the 

properties of the tailings at the KGF site to predict the 

effect of cyanide and its migration due to acid drainage. 

During the cyanidation process of gold extraction, there 

is a possibility of renaissance of cyanide in the leached 

solution and the factors influencing this regeneration are 

pH, time and temperature [13]. The concentrations of 

cyanide in the tailings will degrade naturally due to 

volatilization, leaching, and bacterial action [14]. 

The mining activities, which cause serious 

environmental threats, also cause problems to human 

health as the pollutants may enter directly or indirectly 

into human bodies through the food chain. As the 

industrial growth and economy of a country depend on 

the mining, it is very important to find the solutions to 

rectify the environmental problems associated with 

mining. Proper soil remediation techniques need to be 

identified and implemented at the site to avoid the 

problems associated with soil contamination. Soil 

washing with diluted chemical agents is effective in the 

removal of crystallized metal pollutants from the soil [15, 

16]. Diluted acids such as EDTA and disodium ethylene 

diamine tetraacetate salt (Na2-EDTA) have the capability 

to wash out the metal pollutants from the soil [17-20]. 

But, to protect the ecosystem from contamination, the 

efluent collected after soil washing must be treated before 

releasing into the environment as it contains the metal 

pollutants [21]. Plantation in the mining area will reduce 

the soil erosion and bring other ecological benefits. [5] 

Studied the nature of mill tailings in the study area for 

vegetation purpose and identified that species such as 

Babool, Neem, Eucalyptus and Gulmohar are apposite 

for the soil conditions in the study area.  

In the current study, an effort is made to study the 

impact of dumping the mine tailings on the geotechnical 

characteristics of the study area. To study the 

geotechnical behavior of the soil at the site, four 

locations, namely, CN hill, Marikuppam, Champion reef 

and Coromandel were selected. The soil samples which 

were collected at the selected locations from a depth of 

0.5 m were examined to know the changes in their 

geotechnical properties. It was found that there was not 

much variation in the index properties apart from the 

variation in specific gravity indicating the existence of 

heavy metals. The quality of ground water collected from 

the bore wells of the study area was also checked to know 

the level of water contamination at the site. The water 

tests on the samples showed that the water is slightly 

alkaline. To predict the suitability of these dumping areas 

for constructing the buildings, bearing capacity and 

settlement analyses were carried out with respect to each 

location at the study area. The geotechnical properties of 

the soil samples are taken as input for software to analyze 

its bearing capacity as well as settlement. The analyses 

were carried out with assumption of footing size and 

loads. The economical sizes of the footings at different 

sites were also estimated using the GEO5 software tool. 

It was observed that the soil is having sufficient bearing 

capacity and the settlements are within the allowable 

range. Even though the soil is having sufficient strength 

to take the structural loads, a contaminated soil still poses 

threats like water contamination when migrate into 

nearby water bodies. The heavy metals even enter into 

food chain through plants grown on this land. The soil 

remediation at the study area is required to remove the 

contaminants from the soil. Hence, the soil washing 

technique as a remediation technique was studied 

through column leaching tests. The column leaching tests 

were conducted with different leaching solutions and the 

effective leaching solution was identified. The 

percentage removal of metals with each solution were 

identified with respect to various metals presented in the 

soil. These results are useful to remediate the soil at the 

study area to remove the contaminants from the soil.  

 
 
1. 1. Study Area             To study the effect of mining 

on soil properties, a gold mine area located at Kolar 

district in Karnataka state of India was selected, which is 

shown in Figure 1. The mining details of this area are 

specified in Table 1. Figure 2 shows the photographs of 

four locations in to study the effect of mining on soil 

properties, a gold mine area located at Kolar district in 

Karnataka state of India was selected, which is shown in 

Figure 1. The mining details of this area are specified in 

Table 1. Figure 2 shows the photographs of four locations 

in the study area. As the transportation of mined 

soil/tailings required a good infrastructure facility at the 

study area, it is required to conduct a survey as suggested 

by Ezirim and Okpoechi [22]. 

 

 

 

2. MATERIALS AND METHODS 
 

The research methodology of the current research work 

is shown in the flow chart (Figure 3). 
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TABLE 1. Mining Details of the Study Area 

Sites under consideration: CN hill, Marikuppam, Champion reef  and Coromandel 

Mine starting year: 1880 Technique of gold extraction: Cyanidation 

Mine closure year: 2001 Volume of ore milled: 51.124 million tons 

No. of mining shaft locations: 12 Volume of tailings generated: 32 million tons 

No. of tailing dump sites: 15 Gold produced: 800.3 tons 

Deepest mine: Location and shaft: Champion reef Gifford shaft Depth of the deepest mine: 3.2 km below ground surface 

 

 

 
Figure 1. Study Area 

 

 

 
 

(a) Marikuppam site (b) Cyanide Hill (CN hill) 

 

 

(c) Coromandel Site (d) Champion reef- Gifford shaft dump site 
Figure 2. Photographs at the Selected Locations of Study Area 
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Figure 3. Flowchart of the research methodology 

 

 
2. 1. Mine Soil Samples                The disturbed and 

undisturbed samples of soil were collected from four 

major dump sites, i.e., Marikuppam (Residential-oldest 

dumpsite), Cyanide hill (CN hill), Coromandel and 

Champion reef- Gifford shaft. The properties of the 

collected soil samples such as specific gravity, plasticity 

characteristics, soil classification, compaction 

characteristics, density and permeability are determined 

according to the procedures given in various Indian 

Standard Codes [23-27] which are specified in Table 2. 

 

 
TABLE 2. Index Properties of Mine Soil Samples 

Location 
Marik-

uppam 
CN hill Coromandel 

Champion 

reef 

Specific Gravity 2.76 2.42 2.72 2.89 

Liquid limit (%) 51.50 38.64 32.29 27.69 

PL (%) 28.42 22.70 22.31 18.78 

SL (%) 9.23 14.23 19.95 18.42 

Ip (%) 23.08 15.94 9.98 8.91 

% Gravel 9.7 14.85 0.75 0.7 

% Sand 68.7 66.30 67.05 69.95 

% Fines 21.6 18.85 32.2 29.35 

Cu 

Cc 

10.12 

1.4 

3.51 

0.68 

4.42 

1.77 

2.86 

1.36 

Soil type as per IS 

classification 
SW-SC SC SM SM 

In-situ bulk unit 

weight (kN/m3) 
16.75 14.32 13.4 12.87 

In-situ water content 21.63 10.27 2.19 1.52 

In-Situ dry unit 

weight (kN/m3) 
13.78 13 13.12 12.67 

In-situ void ratio 0.965 0.83 1.03 1.24 

Maximum dry unit 

weight from 

compaction test 

(kN/m3) 

15.71 18.60 18.40 18.75 

OMC (%) 20 14.8 14.2 15 

Coefficient of 

permeability, k 

(cm/s) 
2.04 x10-3 

1.19 

x10-3 
2.32 x10-4 1.19 x10-4 

 
 
2. 2. Water Samples at the Study Area              The 

ground water recharge characteristics of mining areas 

will vary as the backfill material properties differ from 

the original topsoil characteristics. The quality of ground 

water may also get affected as the backfill material may 

produce leachates of chemicals after mixing with the rain 

water. To analyze the quality of ground water in the study 

area, water samples at the selected locations of the study 

area were collected. The test results of the water samples 

are given in Table 3. The pH of natural water at study 

area ranges between 4–9 and the majority of the water 

samples are slightly alkaline. The presence of carbonates 

and bicarbonates of calcium and magnesium ions in the 

water show that the water is unsuitable for domestic 

purposes. Hardness can be removed by adopting some of 

the methods such as, addition of chemicals like 

lime/soda, using an ion exchange process such as resin 

etc.  

 

2. 3. Direct Shear Tests on Soil Samples of Study 
Area               The direct shear tests were carried out using 

the guidelines given by soil testing methods (IS BIS 

2720) [28] to know the shear strength parameters of test 

samples. To carry out the experiments, the oven dried soil 

 

 
TABLE 3. Characteristics of Water Samples 

Characteristics 

of water sample 
Marikuppam 

CN 

site 
Coromandel 

Champion 

reef 

Acidity 0 0 0 0 

Alkalinity (mg/l 

of CaCO3) 
    

Phenolphthalein 

alkalinity  
0 0 0 0 

Methyl orange 

alkalinity 
345.33 394.67 298.78 274.67 

Total Hardness 

(mg/l of CaCO3)  
1185 1168 956 668 

pH 7-7.5 6.5-7.5 6.5-7.5 6.5-7.5 
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sample was tamped in the shear box and the dry density 

was determined. The normal stress was applied through 

loading frame and shear stress through an electric motor. 

The normal stress was maintained constant and the shear 

load was applied till failure. The stress – strain curves 

were plotted to find the maximum shear stresses 

corresponding to the normal stresses applied. The normal 

and shear stresses of the samples tested were plotted on a 

graph and the shear strength parameters of soils were 

assessed. The parameters, thus estimated are as shown in 

Table 4. 
 

2. 4. Triaxial Tests on Mine Soil Samples             To 

estimate the effective shear strength properties of mine 

soil samples, the triaxial test procedures and soil testing 

methods (IS BIS 2720) [29] were adopted. The diameter 

and length of test samples are 3.8 cm and 7.6 cm, 

respectively, which were compacted to their maximum 

density. The soil samples were subjected to vertical and 

lateral pressures to find the principal stresses 

corresponding to failure. The shear strength parameters 

of soil were obtained by plotting Mohr circles using these 

principal stresses. The pore pressures developed in the 

soil samples during testing were also noted to determine 

the effective values of stresses and shear parameters. The 

shear strength parameters, thus estimated are presented in 

Table 4. 

 

2. 5. Consolidation Tests on Mine Soil Samples           
The consolidation tests on the soil samples were carried 

out as per the provisions in soil testing methods (IS BIS 

2720) [30]. In the current investigation, these 

experiments were conducted to analyze the variations in 

consolidation properties such as compression index (Cc) 

and coefficient of consolidation (Cv). The normal stress 

applied on the soil samples was in the range of 50 to 800 

kPa. The dial gauge readings (R) corresponding to 

different time periods (t) and pressure increments (σ1) 
were noted and their corresponding voids ratio (e) were 

calculated. The e-log σ1 plot was prepared and the slope 

of compression curve was taken as Cc. The R vs. log t 

plot was also prepared and Cv was estimated. The results 

of consolidation tests and the estimated properties are 

arranged in Table 5. 

 
2. 5. Leaching Tests on Soil Samples          The soil 

samples were tested with diluted chemical acids such as 

HCl, EDTA and combination of these two. The soil 

samples were subjected to a continuous supply of diluted 

acid solution and the effluent concentrations were 

measured with time. With this, the metals leached out 

with respect to each chemical acid were measured and the 

effective agent was identified [31]. 
 

 

3. RESULTS AND DISCUSSION 
 

3. 1. Geotechnical Characteristics of 
Contaminated Soil Samples in The Study Area         
The physical and chemical characteristics of the soil of 

selected locations were studied in detail. The soil is sandy 

soil and the index properties are not affected much due to 

the contamination happened during the process of 

mining. The specific gravity is slightly higher than the 
normal soil, which indicates the existence of heavy 

metals in the mine soil. The shear parameters (C&Ø) are 

relatively not affected, indicating that the effect of 

contamination on shear strength is negligible. To assess 

the bearing capacity as well as the settlement 

characteristics of this soil, GEO5 software tool is used. 
 

 

TABLE 4. Shear Strength Parameters of Soil Samples 

Location Marikuppam 
CN 

hill 
Coromandal 

Champion 

reef 

Direct Shear Test      

Cohesion, C (KPa) 12.8 14.6 15.4 16.8 

Angle of internal 

friction, Ø 
24.1 23.6 18.4 16.7 

Triaxial Test     

Effective cohesion, 

C1 (KPa) 
8.2 7.7 5.9 4.8 

Effective Angle of 

internal friction, Ø1 
29.8 26.2 21.7 19.4 

 

 
TABLE 5. Consolidation Properties of the Soil in Study Area 

Sample location 

Bulk unit 

weight, 

kN/m3 

Natural 

Moisture 

Content, % 

Consolidation characteristics 

Compression 

Index (Cc) 

Swelling 

Index (Cs) 

Pre-consolidation 

pressure (Pc), 

kN/m2 

Coefficient of 

compressibility (av) 

cm2/kg 

Coefficient of 

consolidation (Cv) 

m2/year 

CN Site 14.32 10.27 0.12 0.009 176.52 0.12-2.48 0.69-4.87 

Marikuppam 16.75 21.64 0.24 0.014 176.52 0.02-0.16 1.32-5 

Champion Reef 12.87 1.52 0.21 0.015 147.1 0.08-0.51 1.27-3.05 

Coromandel 13.4 2.19 0.19 0.011 98.07 0.1-1.71 2.51-9.09 
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3. 2. Ground Water Characteristics at The Study 
Area             The Acidity for all the water samples was 

found to be zero, which concludes that the water contains 

very minimal or nil hydrogen ions. Alkalinity for water 

samples from Marikuppam, CN site and Champion reef 

was found to be 345.33 mg/l of CaCO3, 394.67 mg/l of 

CaCO3 and 274.67mg/l of CaCO3, respectively, which 

are within the permissible limit (600 mg/l of CaCO3). But 

the lower values of alkalinity indicate that the water 

contains heavy metals (IS 10500-1991). Hardness of 

water in Marikuppam, CN site and Champion reef was 

found to be 1185 mg/l of CaCO3, 1185 mg/l of CaCO3 

and 668 mg/l of CaCO3 respectively, which is greater 

than the permissible limits (600 mg/l of CaCO3). The pH 

of the water in the 3 selected study area is in the range of 

7 to 7.5 which specifies the soil is slightly alkaline. 

 

3. 3. Bearing Capacity Analysis of Soils in The 
Study Area             The The results of laboratory 

experiments were provided as input to the software and 

the bearing capacity was analyzed for a footing of size 

1.6 m x 2 m placed at 1.5 m depth. The vertical load on 

the footing was taken as 300 kN with a service load of 

214.29 kN. The footing details and soil properties are 

shown in Figure 4 (for Marikuppam soil). From the 

analysis, the bearing capacity of the Marikuppam soil 

was estimated as 1001.97 kPa and the factor of safety 

corresponding to a contact pressure of 112.89 kPa was 

found as 8.88 which is relatively high. Hence, to get an 

economical section using the inbuilt functions of the 

software, the footing size was revised. The revised size, 

thus obtained from Marikuppam soil is 0.7 x 0.7 m 

(Figure 5). The CN hill soil was studied in the similar  

 

 

  

Figure 4. Foundation and Soil Details as Input to GEO5 Software (For Marikuppam Site) 
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Figure 5. Bearing Capacity Analysis of Marikuppam Soil 

 

 

way and found that the footing dimension of 0.7 x 0.7 m 

was not sufficient (Figure 6). The revised dimension of 

0.9 x 0.9 m yielded an economical design with a factor of 

safety of 1.55 and bearing capacity of 600.53 kPa. The 

economical footing dimensions obtained for Coromandel 

and Champion Reef soils were 1.2 x 1.3 m and 1.5 X 1.5 

m, respectively (Figures 7 and 8). The bearing capacities 

obtained for Coromandel and Champion Reef soils 

corresponding to these dimensions were estimated as 

327.32 kPa and 240.45 kPa, respectively. 
 

 

 

 

 

 
Figure 6. Bearing Capacity Analysis of CN Site Soil 
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Figure 7. Bearing Capacity Analysis of Coromandel Site Soil 

 

 

 

 
Figure 8. Bearing Capacity Analysis of Champion Reef Site Soil 

 

 

3. 4. Settlement Analysis of Soils in the Study Area         
The settlements that may occur at four locations of the 

study area were analyzed by taking the economical 

dimensions that were obtained from the bearing capacity 

analysis. The results of settlement analyses 

corresponding to four locations are shown in Figures 9-

12. The estimated settlements respectively, for 

Marikuppam soil, CN site soil, Coromandel soil and 

Champion Reef soil are 13.5 mm, 10.5 mm, 7.4 mm and 

6.1 mm which are less than the permissible settlement (25 

mm). A parametric study was conducted to know the 

variations in the settlement values with the applied load. 

The settlements corresponding to vertical loads of 300 

kN, 400 kN, 500 kN, 600 kN, 700 kN, 800= kN, 900 kN 

and 1000 kN were estimated with respect to each location 

of the study area (Table 6). From this table, it can be 

observed that the settlements corresponding to vetical 

load of 600 kN and above are above 25 mm. The effective 

dimensions of footings corresponding to these vertical 

loads to keep the settlements below 25 mm are given in 

Table 7. 
 

 

TABLE 6. Settlements (mm) with different vertical loads 

Vertical 

Load 
Marik-

uppam 

CN 

hill 
Coromandel 

Champion 

reef 

300 13.5 10.7 7.7 6.5 

400 18.5 14.5 10.4 8.7 

500 23.4 18.3 13.2 11.0 

600 28.3 22.2 16.0 13.4 

700 33.2 26.0 18.8 15.6 

800 38.2 30.0 21.7 18.0 

900 43.1 33.8 24.4 20.3 

1000 48.2 37.8 27.3 22.8 
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TABLE 7. Effective sizes (m) of footings subjected to different 

vertical loads 

Vertical 

Load 

Marik-

uppam 
CN hill Coromandel 

Champion 

reef 

300 0.7x0.7  0.9x0.9 1.3x1.2  1.5x1.5  

400 0.7x0.7  0.9x0.9 1.3x1.2  1.5x1.5  

500 0.7x0.7  0.9x0.9 1.3x1.2  1.5x1.5  

600 0.8x0.8 0.9x0.9 1.3x1.2  1.5x1.5  

700 1.0x1.0 1.0x1.0 1.3x1.2  1.5x1.5  

800 1.1x1.1 1.1x1.1 1.3x1.2  1.5x1.5  

900 1.2x1.2 1.3x1.3  1.3x1.2  1.5x1.5  

1000 1.5x1.5  1.4x1.4  1.4x1.4  1.5x1.5  

 

 
 

  
Figure 9. The Estimated Settlement of Marikuppam Soil 

 
 

  
Figure 10. The Estimated Settlement of CN Site Soil 

 
 

3. 5. Results of Column Leaching Tests               The 

soil in the study area needs to be remediated to remove 

the contaminants and to avoid problems due to 

contamination. The initial concentrations of chromium, 

lead, nickel, copper and zinc in the soil samples, 

respectively, were 45.72, 27.33, 19.78, 9.49 and 6.99 

mg/kg. The metal concentrations were almost same for 

all the four locations and hence the soil samples were 

mixed thoroughly and the leaching tests were conducted 

with different leaching solutions. The diluted acids were 

passed through the soil and the effluent concentrations 

were determined. From the effluent concentrations, the 

quantity of metals leaached were estimated and the 

percentage removal of metals were calculated. The 

metals leached out with respect to each leaching solution 

are given in Table 8. From this table it can be observed 
 

tAnA
Text Box
209



Sumalatha J.et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)    201-212                                                      184 

 

  
Figure 11. The Estimated Settlement of Coromandel Site Soil 

 

 

  
Figure 12. The Estimated Settlement of Champion Reef Site Soil 

 

 

that the highest removal efficiency was achieved with 0.1 

N HCl + EDTA. With this solution, the percentage 

removal of chromium, lead, nickel, copper and zinc in the 

soil samples were 66.17%, 77.84%, 83.74%, 88.74% and 

93.44%, respectively. It was found that a combination of 

HCl and EDTA solution diluted to 0.1 normality has 

yielded the best results and it can be used as a leaching 

agent to implement the soil washing technique as 

remediation in the study area. The results are similar to 

the Indian reported data [31]. 
 

 

TABLE 8. Percentage removal of metals with different 

leaching solutions 

Leaching Solution Chromium Lead Nickel Copper Zinc 

0.1 N HCl 23.35 33.54 50.35 62.93 57.30 

0.1 N EDTA 44.72 57.51 61.33 84.47 81.58 

0.1 N EDTA+HCl 66.17 77.84 83.74 88.74 93.44 

4. CONCLUSIONS 

 

The Geotechnical behaviour and remediation of soil in 

the mining area was studied in detail. The soil properties 

corresponding to four locations, namely Marikuppam, 

CN site, Coromandel and Champion reef were studied. It 

was observed that there were not much variations in the 

index properties The analyses of bearing capacity and 

settlement of soils were carried out using GEO5 software 

tool. From the analyses the minimum dimensions of the 

footings required at 1.5 m depth for Marikuppam, CN 

site, Coromandel and Champion reef soils were estimated 

to be 0.7 x 0.7 m, 0.9 x 0.9 m, 1.2 X 1.3 m and 1.5 x 1.5 

m, respectively. A parametric study was also conducted 

to know the variations in the settlements with respect to 

different loading conditions. Though the soil is having 

sufficient strength to take the structural loads, it may 

cause contamination of nearby water bodies as it contains 

tAnA
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considerable amounts of heavy metals. Hence, to 

remediate the soil, the soil washing technique was 

studied by conducting the column leaching tests with 

three leaching solutions. It was found that the soil 

washing technique can be effectively used as a 

remediation technique to clean up the site from heavy 

metals with a combination of diluted HCl and EDTA. 
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Persian Abstract 

 چکیده 
آب، هوا و خاک داشته باشد. در مطالعه حاضر، خاک آلوده معادن طلا واقع   یمانند آلودگ  یقابل توجه  یطیمح  ستیتواند اثرات ز  یشده م   دیتول  یمعادن کنترل نشده و باطله ها

اطراف   یآب ها  یاز آلودگ  یریجلوگ  یخاک مناسب برا   حروش اصلا  ک ی  شنهادیو پ  ی خاک به عنوان ماده پ  ن یا  ی کیشناخت رفتار ژئوتکن  یکارناتاکا هندوستان برا  الت یدر ا

 شده ن ییمؤثر تع   یمقاومت برش  یبود. پارامترها  ریبر متر مکعب متغ   وتنیلونیک  18.75تا    15.71انتخاب شده از    یواحد خشک خاک در مکان ها. وزن  ه استمورد مطالعه قرار گرفت

 ی ها. نمونهه استبود  یاصطکاک داخل  هیو زاو   یچسبندگ  یبرادرجه    29.80  -  19.40و    مربع   بر متر  وتنیلونیک  8.2  -  4.8در محدوده    بیبه ترت   یسه محور  شیآزما  جیاز نتا

مشاهده شد که خاک    پی ها به لحاظ اقتصادی مورد ارزیابی قرار گرفتند.قرار گرفت و    لی و تحل  هیمورد تجز  GEO5افزار  و نشست با استفاده از نرم  ی باربر  تی خاک از نظر ظرف

در خاک معدن وجود    نیفلزات سنگ  یقابل توجه  ریخاک نشان داد که مقاد  ینمونه ها  ییایمیش  هیها در محدوده مجاز قرار دارند. تجزبوده و نشست  یکاف  یباربر  تیظرف  یدارا

  ی ستشوش  کیرو، تکن  نیز اا  شده باشد.  پی هابه    بیو آس  ی نیرزمیز  یآب ها  یموجود در خاک ممکن است باعث آلودگ  یها  ندهیدارد. اگرچه استحکام خاک خوب است، اما آلا

عنوان   به  از محلول  یستون  ییآبشو  یهاش یآزما  قیاز طر  زین   یاصلاح  ک یتکن  کیخاک  استفاده  اس  نگ یچیل  یهابا  که  قرار گرفت و مشخص شد  مطالعه    د ی مختلف مورد 

 نماید. ذفرا از خاک ح ن یبه طور موثر فلزات سنگ تواندی ( مEDTA) دیاس ک یتتراست نیآمید لنیبا ات شدهق ی ( رقHCl) کیدروکلریه
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A B S T R A C T  
 

 

Friction stir welding process (FSW) is a solid-state welding technique which has several unique 

advantages. On the other hand, FSW process has some limitations such as low speed and high torque 

which limit the productivity and applicability of the process. To overcome these limitations, several 
secondary energy sources were integrated with FSW process. In the present paper, FSW was assisted by 

ultrasonic vibration energy in a process known as ultrasonic assisted friction stir welding (UAFSW). 

This paper aims to optimize  the main process parameters of UAFSW  process using 4 levels for each 
parameter with a total number of 16 experimental trials using Taguchi technique to help welders to select 

the proper parameters to achieve the highest efficiency of the joint in terms of the ultimate tensile strength 

(UTS). The parameters to be optimized are vibration amplitude (20-80 𝜇𝑚), traverse speed (40-160 

mm/min) and tool rotational speed (630-1200 rpm). In addition, ANOVA analysis was utilized to 
determine the contribution percentage of each process parameter. The effect of each process parameter 

on the UTS was also investigated and analyzed. The results showed that the optimum condition is 20 

𝜇𝑚, 80 mm/min, and 800 rpm. ANOVA analysis demonstrated that the rotational speed is the most 

significant parameter. An UTS of 290 MPa is predicted by the model, where the actual value is 297 MPa 

with an error percentage of 3.5%.  

doi: 10.5829/ije.2022.35.01a.20 
 

 
1. INTRODUCTION1 
 

Friction Stir Welding (FSW) is a new procedure 

employed to weld two metal pieces depending on the heat 

generated by friction between the tool and the base metal. 

AA 6082 is considered as one of the most promising 

alloys, as it has the highest strength of all 6xxx series 

alloys with excellent corrosion resistance, tensile 

strength, and hardness so; it can be used in aerospace 

industry and heat sink applications, bridges, beer barrels, 

cranes, and trusses. [1-3]. Traditional FSW depends on 

the frictional heat and plastic deformation. The process 

has some disadvantages such as the low welding speed, 

heavy welding loads on the tool [4]. The enhancement in 

the plastic material flow have been investigated [5- 8]. 

Mabrouk et al. [9] used a mathematical model to express 

the heat generation during ultrasonic vibration improved 

friction stir welding process. The moving heat source 
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technique was applied to simulate the welding process. 

The comparison between measured and simulated results 

showed acceptable accuracy of the model.  

Thomä et al. [10] investigated the role of ultrasonic 

vibration in dissimilar FSW of aluminum to steel. The 

study showed that the steel particles from the base metal 

in the nugget zone produced by the assistance of 

ultrasonic vibration were less and smaller than those 

found in the nugget zone produced by conventional FSW. 

Hua et al. [11] investigated the influences of ultrasonic 

vibration on the mechanical properties, microstructure in 

terms of tensile properties, micro-hardness, weld 

formation, weld appearance by conducting a comparative 

study between conventional FSW and ultrasonic-assisted 

FSW. Ultrasonic vibration caused grain refinement at the 

stirring zone as well as its desirable role in improving the 

mechanical properties and eliminating some weld defects 

at high welding speeds. Several modeling techniques 
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such as response surface methodology (RSM), Taguchi 

method, and artificial neural networks (ANN) were 

applied to FSW and UAFSW processes for several 

reasons such as: determining the contribution percentage 

of each process parameter, determining the optimum 

combination of process parameters, obtaining a 

mathematical model for the output in terms of the input 

process parameters [12-13]. Nourani et al. [14] analyzed 

the process variables of FSW process of AA 6061 using 

the Taguchi approach to minimize the heat affected zone 

(HAZ) distance from the weld line. Three process 

parameters i.e. traverse speed, rotational speed and axial 

force at three levels were involved in the model with a 

total number of 9 experiments. ANOVA analysis was 

also performed to evalute the significant parameter. The 

optimum combination of process parameters is a traverse 

speed of 1.9 mm/s, rotational speed of 385 rpm, and axial 

force of 11 kN. Effect of the welding parameters (i.e. 

ultrasonic power, rotational speed, traverse speed, and 

axial force) in UAFSW process on the tribological and 

mechanical properties of AA 6061 joints was studied. 

The experiments were carried out according to the 

L9Taguchi design. The objective was to maximize the 

formability and tensile strength as well as, minimizing 

the surface roughness and sliding wear rate once as a 

single-objective optimization problem using Taguchi 

technique and again as a multi-objective optimization 

problem using grey relational analysis [15]. Taguchi 

technique was applied to FSW process of AA 6082-T6 to 

obtain the optimum combination of process parameters 

to achieve the best ultimate tensile strength. The welding 

speed, rotational speed, pin profile, and tool shoulder 

diameter were the input process variables that have been 

used at 4 levels with a total number of 16 experiments. 

ANOVA analysis was also performed to determine the 

contribution percentage of each parameter. The optimum 

combination is a welding speed of 30 mm/min, rotational 

speed of 1200 rpm and tool with a cylindrical threaded 

pin, and diameter of shoulder of 16 mm [16]. Rostamiyan 

et al. [17] analyzed the effect of the process parameters 

such as ultrasonic vibration, rotational speed, tool plunge 

depth, and dwell time on hardness and lap shear force 

(LSF) by developing L18 Taguchi design. The 

contribution percentage of each parameter was also 

calculated using the analysis of variances. It was reported 

that ultrasonic vibration has a favorable effect on both 

LSF and hardness of welded joints and has the highest 

contribution percentage. The optimum condition was 

determined by grey relational analysis and a combination 

of applying ultrasonic vibration, 1200 rpm rotational 

speed, 6 mm tool plunge depth and 6 s dwell time was 

found to achieve the maximum LSF and hardness. The 

process parameters in FSW of AA 5083 were modeled 

and analyzed utilizing response surface methodology. 

The experiments were conducted according to the central 

composite design with a total number of 30 experiments. 

The process parameters included in this model were 

traverse speed, rotational speed, tool tilt angle, and dwell 

time. The responses in the model are tensile strength and 

elongation. Empirical relationship was summarized 

between the responses input and process parameters. The 

established models have revealed that tool rotational 

speed and tool tilt angle have a more dominant influence 

on the responses as compared to other parameters [18].  

It is clear from the review that there is a shortage in 

optimizing the UAFSW process. This study aims to 

analyze the effect of the process parameters such as tool 

rotational speed, vibration amplitude and traverse speed, 

in UAFSW process on the tensile properties using the 

Taguchi technique. In addition, determining the optimum 

combination of process parameters. 
 

 

2. EXPERIMENTAL PROCEDURES  
 

2. 1. Materials                In this paper, the material used 

is Aluminum alloy 6082-T61. T61 is  the temperature 

designation and refers to the alloy is solution heat-

treated, artificially aged, and then stress relieved by 

stretching. The chemical compositions and mechanical 

properties of AA6082-T61 as provided by the supplier 

are shown in Tables 1 and 2 [11,19].  
The dimensions of an aluminum sheet samples are 

(160×100×3) mm and were cut using an abrasive water 

jet machine. 

The ultrasonic processor was utilized to obtain the 

required ultrasonic vibration. A vibrating tool head 

(sonotrode) is considering the critical component of the 

processor, which evaluates the maximum amplitude and 

output power of the device, An ultrasonic processor 

processed by (Hielscher ultrasonics GmbH) was utilized 

to obtain the required ultrasonic vibration. Ultrasonic 

vibration waves of amplitude from 20 μm up to 100 μm, 

frequency of 20 KHz, and a power of 85 Watt were 

employed [9]. The ultrasonic processor is attached to the 

head of a milling machine through a suitable attachment 

as shown in Figure 1. The tool head can move along the 

welding line ahead of the FSW tool by a distance of 25 

mm and with an inclination angle of 60°  to keep it away 

from the tool. Therefore, the ultrasonic vibration waves 

can be transmitted directly into the workpiece area 

without any loss in the transmitted energy [11].  
 

 

TABLE 1. Mechanical properties of AA6082-T61 

UTS (MPa) YS (MPa) Elongation (%) Hardness (HV) 

320 230 9 112 

 

 

TABLE 2. Chemical composition of AA6082 

Si Fe Cu Mn Mg Cr Ni Ti Al 

0.9 0.5 0.1 0.7 0.6 0.25 0.2 0.1 REM 
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Figure 1. Experimental setup including the ultrasonic 

processor 
 

 

2. 2. Process Parameters                The experiments 

were carried out to study the effect of the main process 

parameters involved in UAFSW process (i.e. rotational 

speed, amplitude and traverse speed) on the joint 

efficiency besides determining the optimum condition to 

achieve the maximum joint efficiency using Taguchi 

technique. 
 

 

3. DESIGN OF EXPERIMENTS 

 

Taguchi technique is a powerful statistical tool that was 

utilized extensively in various fields. Taguchi technique 

is applied to investigate the impact ratio of the process 

parameters, in addition to, determining the optimum 

condition in UAFSW process. Taguchi technique with 

four levels and three factors was applied. The values of 

the three factors i.e. rotational speed, welding speed, and 

ultrasonic vibration amplitude are listed in Table 3.  

 
3. 1. Tests and Measurements              A tensile test 

was performed for the welded joints as the ultimate 

tensile strenght was utilized as the output function in 

TAGUCHI model to express the joint efficiency and 

quality. The design and planning of the experiments 

according to TAGUCHI technique with total number of 

16 experiments is given in Table 4. 
 

 

4. RESULTS AND DISCUSSION 

 

4. 1. Optimization of UAFSW           Taguchi 

experimental design technique L16 orthogonal array was 
 
 

TABLE 3. Process parameters and their levels 

Process 

parameter 
Range Level 1 Level 2 Level 3 Level 4 

Rotational 

speed (rpm) 
630:1200 630 800 1000 1200 

Traverse speed 

(mm/min) 
40:160 40 80 120 160 

Amplitude (𝜇𝑚) 20:80 20 40 60 80 

TABLE 4. Design and planning of experiments according to 

Taguchi 

 Rot. Speed Trav. Speed Amplitude 

1 630 40 20 

2 630 80 40 

3 630 120 60 

4 630 160 80 

5 800 40 40 

6 800 80 20 

7 800 120 80 

8 800 160 60 

9 1000 40 60 

10 1000 80 80 

11 1000 120 20 

12 1000 160 40 

13 1200 40 80 

14 1200 80 60 

15 1200 120 40 

16 1200 160 20 

 

 

to evaluate the effect of the traverse speed, tool rotational 

speed and vibration amplitude at four levels as control 

factors, on the UTS of the welded joints resulting from 

UAFSW process as the response (quality characteristic).  

As well as determining the optimum condition of process 

parameters to achieve the best weld quality in terms of 

the UTS. This is carried out using two measures, namely, 

signal to noise ratio (S/N ratio) and the mean, which are 

calculated for each experimental trial. S/N ratio is chosen 

according to the objective function. In this analysis, the 

S/N ratio is chosen according to "larger is better" criteria, 

as the objective function is to maximize the response. In 

this case, the S/N ratio is estimated from Equation (1) 

[20]: 

𝜂 = −10 log(𝑛−1∑𝑌−2)  (1) 

where, 𝜂 is the S/N ratio, n is the number of experiments, 

and Y is the experimental value of the response. On the 

other hand, the mean for one level is estimated as the 

average of all responses that are related to that level. 

Minitab 18.1 software was utilized to perform this 

analysis. After the experiments were carried out 

according to Taguchi design of experiments, a tensile test 

was performed to measure the UTS for each sample. The 

values of process parameters and the corresponding UTS 

for each experimental trial are listed in Table 5. ANOVA 

was also applied to determine the contribution percentage 

of each process parameter.  
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4. 2. Taguchi Analysis         After running the analysis 

using Minitab 18.1 software, the experimental data was 

transformed into S/N ratio values and average means for 

each control factor under different levels as shown in the 

response Table 6.  

 
4. 2. 1. Optimum Condition         As the better-quality 

characteristic i.e. UTS corresponds to the larger S/N ratio 

as observed from the response table. The optimal level of 

each process parameter can be determined based on the 

values of the S/N ratio which are provided in the response 

 

 

TABLE 5. Design of experiment using Taguchi and the 

corresponding UTS 

Test 

Control factors Response 

Rot. 

Speed 

(Rpm) 

Trav. Speed 

(mm/min) 

Vibr. 

Amplitude 

(𝝁𝒎) 

UTS 

(MPa) 

1 630 40 20 126 

2 630 80 40 120 

3 630 120 60 116 

4 630 160 80 91 

5 800 40 40 188 

6 800 80 20 197 

7 800 120 80 132 

8 800 160 60 121 

9 1000 40 60 143 

10 1000 80 80 152 

11 1000 120 20 137 

12 1000 160 40 125 

13 1200 40 80 132 

14 1200 80 60 154 

15 1200 120 40 118 

16 1200 160 20 130 

 

 

TABLE 6. S/N ratios and means for each process parameter at 

different levels 

Level 

S/N ratios (dB) Means (MPa) 

Rot. 

Speed 

Trav. 

Speed 

Vibr. 

Amp. 

Rot. 

Speed 

Trav. 

Speed 

Vibr. 

Amp. 

1 39.98 42.76 42.71 100.8 140.0 140.0 

2 43.5 43.23 42.05 154.5 148.3 130.3 

3 42.22 41.03 41.57 129.5 113.3 121.3 

4 41.79 40.47 41.17 123.5 106.8 116.8 

Delta 3.52 2.76 1.54 53.8 41.5 23.3 

Rank 1 2 3 1 2 3 

table. It is clear from the results that, rotational speed at 

level 2 (800 rpm), traverse speed at level 2 (80 mm/min), 

and vibration amplitude at level 1 (20 𝜇𝑚) are the 

optimum process parameters condition to obtain the 

largest UTS. The same result can be realized from the 

main effect plots for both, the S/N ratios and means as 

shown in Figures 2 and 3, respectively.   
 
4. 3. Determining the Most Significant Parameter         
The response table can be used also to determine the most 

significant factor, as each factor has its rank. It is clear 

from the results that, the rotational speed is the most 

influential factor because it has a higher rank, followed 

by the traverse speed then followed by the vibration 

amplitude. 

 
4. 4. Effects of Process Parameters on The 
Response          The effects of the different process 

parameters on the response (UTS) can be investigated 

through discussing and explaining the main effects plots 

obtained from Taguchi analysis as follows. 
 
4. 4. 1. Effect of Rotational Speed              Figure 3 

shows the UTS at various rotational speeds. The lowest 

value of UTS is at a rotational speed of 630 rpm. This 

may be attributed to the lower heat input due to using low 

rotational speed. Low heat input causes inadequate 

material softening, leading to improper material flow. 

Thus, the weld joint is incomplete and different defects 

such as tunnel defects are encountered. The UTS reaches 

its maximum value at a rotational speed of 800 rpm. On 

the further increase of the rotational speed, the UTS 

decrease. This reduction can be explained by the 

coarsening of grain structures at the weld zone due to the 

excessive heating resulting from high rotational speeds.  

 
4. 4. 2. Effect of Traverse Speed             The effect of 

the traverse speed on the UTS is shown in Figure 2. As 

 
 

 
Figure 2. A plot for S/N ratios 
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Figure 3. A plot for means 

 
 
shown from the figure, the optimum value of UTS is at a 

traverse speed of 80 mm/min. By increasing the traverse 

speed to 120 mm/min a considerable reduction in the 

UTS is recorded due to the low heat input and insufficient 

material plasticization. The worst value of UTS was 

recorded when a traverse speed of 160 mm/min was 

applied, where the very low heat input causes insuffient 

softening leading to significant defects at the weld zone 

that deteriorate the mechanical properties. 

 
4. 4. 3. Effect of Vibration Amplitude         As shown 

in Figure 3, the maximum value of the UTS is at a 

vibration amplitude of 20 𝜇𝑚 then, the value decreases 

until reaches its lowest value at a vibration amplitude of 

80 𝜇𝑚. From the previous findings, it can be stated that 

increasing the amplitude of the ultrasonic vibration may 

cause acoustic hardening leading to a negative effect on 

the materials flow and subsequently on the UTS of the 

joints. 

 

4. 5. The Maximum Value of Response at the 
Optimum Condition           One of the powerful tools in 

Taguchi approach is the ability to predict the value of the 

response at any experimental condition if even it was not 

performed. The value of the optimum condition was 

predicted and a value of 290 MPa was obtained. 
 
4. 6. ANOVA Analysis             ANOVA test was 

conducted using Minitab software to evalute the process 

parameters significance which affect the ultimate tensile 

strength of FSW joints by calculating the contribution 

percentage for each process parameter. ANOVA results 

are indicated in Table 7. As shown from the results, the 

rotational speed is the most prominent factor with a 

contributing factor of 41.09 % on the UTS of FSW joints, 

followed by the traverse speed which has a contribution 

percentage of 37.52 %. The lowest effective parameter is 

the vibration amplitude with a contribution percentage of 

8.57 %. Another type of data that can be obtained from 

ANOVA is the interaction plot which is used mainly to 

show how the relationship between a process parameter 

depends on the other process parameters, as shown in 

Figure 4. As shown from the figure, the lines are not 

parallel and there are intersections between them. This 

indicates that the relation between one process parameter 

and the UTS depends on the values of the other 

parameters. For instance, at a rotational speed of 800 

rpm, the value of the UTS is highly affected by the value 

of the traverse speed and reaches its maximum value at a 

traverse speed of 80 mm/min and the vibration amplitude 

of 20 𝜇𝑚. 
 

4. 7. Confirmation Test            The final step has to 

verify the predicted value of the UTS at the optimum 

condition. An experimental trial was performed at the 

optimum condition, a rotational speed at level 2 (800 

rpm), a traverse speed at level 2 (80 mm/min), and a 

vibration amplitude at level 1 (20 𝜇𝑚). The tensile test 

was conducted on the friction stir welded joint which was 

welded at the optimum condition and UTS of 290 MPa 

was recorded. While the actual value of the experiment 

was 297 MPa, here an error of 3.5%, as the percentage of 

error was realized. 

 

 
TABLE 7. ANOVA analysis 

Source DF SS MS 
F-

Value 

P-

Value 

% 

Contribution 

RS 3 4344.2 1448.1 6.41 0.027 41.09% 

TS 3 3966.8 1322.3 5.86 0.032 37.52% 

VA 3 906.3 302.1 1.34 0.347 8.57% 

Error 6 1354.5 225.7   12.81% 

Total 15 10571.8    100.00% 

 

 

 
Figure 4. Interaction plots for means of UTS 
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5. CONCLUSIONS  
 

The Ultrasonic-assisted FSW process was optimized 

using Taguchi technique to evaluate the optimum 

condition of process parameters and analyzing the 

process parameters effect on the joint quality using the 

UTS as the objective function. The results showd that a 

vibration amblitude of 20 𝜇𝑚, a traverse speed of 80 

mm/min and a rotational speed of 800 rpm are the 

optimum condition to achieve the highest UTS. The 

predicted value of the UTS at the optimum condition is 

290 MPa which is in a good agreement with the actual 

value of 297 MPa with 3.5% error. Rotational speed was 

found to be the most effective parameter. The effect of 

each process parameter was investigated. A reduction in 

the UTS value was realized by reducing the rotational 

speed and increasing the traverse speed and this can be 

attributed to the fall in the heat input which results in 

inadequate softening and improper material flow. 

Increasing the vibration amplitude larger than 20 𝜇𝑚 can 

cause acoustic hardening rather than acoustic softening 

leading to a decrese in the UTS.  
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Persian Abstract 

 چکیده 
دارای محدودیت هایی مانند سرعت کم و گشتاور بالا   FSWاز سوی دیگر، فرآیند  های جوشکاری حالت جامد است.    روش فرآیند جوشکاری اصطکاکی اغتشاشی یکی از  

توسط    FSWادغام شدند. در مقاله حاضر،    FSWاست که بهره وری و کاربرد فرآیند را محدود می کند. برای غلبه بر این محدودیت ها، چندین منبع انرژی ثانویه با فرآیند  

کند. هدف این مقاله بهینه سازی پارامترهای فرآیند عمل می  (UAFSW)انرژی ارتعاشی اولتراسونیک در فرآیندی به نام جوشکاری اغتشاشی اصطکاکی به کمک اولتراسونیک  

اگوچی است تا به جوشکاران کمک کند تا پارامترهای مناسب  آزمایش تجربی با استفاده از تکنیک ت  16سطح برای هر پارامتر با مجموع    4با استفاده از    UAFSWاصلی فرآیند  

میکرومتر(،    80- 20پارامترهایی که باید بهینه شوند عبارتند از دامنه ارتعاش )  .(UTSرا برای دستیابی به بالاترین راندمان اتصال از نظر نهایی انتخاب کنند. استحکام کششی ) 

برای تعیین درصد مشارکت    ANOVAدور در دقیقه(. علاوه بر این، تجزیه و تحلیل    1200- 630رعت چرخش ابزار )میلی متر در دقیقه( و س  160-40سرعت تراورس )

در   مترمیلی   80میکرومتر،    20نیز مورد بررسی و تجزیه و تحلیل قرار گرفت. نتایج نشان داد که شرایط بهینه    UTSهر پارامتر فرآیند استفاده گردد. تأثیر هر پارامتر فرآیند بر  

شود که بینی می مگاپاسکال توسط مدل پیش   UTS 290نشان داد که سرعت چرخش مهم ترین پارامتر است.    ANOVAدور در دقیقه است. تجزیه و تحلیل    800دقیقه و  

 درصد است.  3.5مگاپاسکال با درصد خطای  297در آن مقدار واقعی 
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A B S T R A C T  
 

 
 

Effects of dispersant (Tri polyphosphate sodium) amount on gel viscosity, mechanical activation of raw 
materials, raw materials mixture composition, and reduction atmosphere on the prepared composites and 

NiO reduction mechanism were investigated. It was found that 2.5 wt % dispersant is an optimum amount 

for a gel suspension with 50 V% of solid consisting of alumina, graphite, and nickel oxide. XRD results 
of reduced and sintered product (at 1200-1500 °C) showed that alumina, nickel, and nickel aluminate 

spinel are present in the prepared composite. The porosity of the composite made with 12 h ball milled-

alumina was 48%, while it was 64 % in the sample made with 20 min ball-milled alumina. The results 
of TG-DTA analyses showed that the reduction temperature and mechanism are dependent on the raw 

materials’ ball milling time. Thermal analyses revealed that mechanical activation of raw materials 

decreases the NiO reduction temperature and increases the metallic Ni production.  

doi: 10.5829/ije.2022.35.01a.21 
 

 
1. INTRODUCTION 
1 

From the unique advantages of hybrid composites over 

conventional composites are the balanced strength and 

stiffness, the desired mechanical properties, cost and 

weight reduction  [1, 2]. Porous ceramic materials with a 

combination of metals have emerged as a new class of 

materials. These materials exhibit unusual mechanical 

and thermal properties, including energy storage, 

vibration and sound absorption, and thermal insulation, 

leading to a wide range of applications [3, 4]. 

Alumina-nickel bodies are attractive due to their 

mechanical and magnetic properties as well as their 

widespread use in the catalyst industry [5, 6]. The 

presence of porosity in the alumina body of composite 

increases its surface activity and uses possibility in 

various applications such as absorbers, filters, and 

electrical sensors [7]. In the preparation of alumina-

nickel bodies, instead of the direct use of nickel, nickel 

oxide or nickel nitrate is used to supply metallic nickel 
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(during the reduction process) to make the uniform 

distribution of small nickel particles in the final body [8]. 

Usually, in the methods of making alumina-nickel 

composites, a pre-formed body of a mixture of alumina 

and nickel oxide is made. The body is then placed in a 

furnace under the flow of hydrogen gas to reduce the 

nickel oxide to metallic nickel. Common methods of 

forming alumina-nickel composites such as pressing, sol-

gel, and slurry casting methods have problems that 

prevent their widespread use, and except for the slurry 

casting method, it is not possible to make a porous 

product with mentioned methods [7, 9-11]. The gel 

casting method is a relatively simple process to produce 

a body with final dimensions close to the original raw 

body. In this method, the ceramic slurry containing the 

polymerizable additives is poured into a mold in the 

desired shape. Since the particles do not have the 

opportunity to settle down in the slurry, they stick 

together due to the gelling process and take the shape of 

a mold. Finally, after leaving the mold, the casting part is 
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dried and sintered [5]. Although in the gel casting 

process, the slurry contains a large volume of solids 

(about 50% by volume or more), it still has a high fluidity 

[12]. The mold materials used in this method are cheap 

and include wax, plastic, glass, and metal [13, 14]. The 

amount of organic monomers in the gel casting method 

is very small compared to other processes, and it is easily 

removed during the burning of the adhesive, and the parts 

are strong enough to be machined [5]. The gel casting 

method was first used in the metals and ceramics 

processing group at Oak Ridge National Laboratory 

during the 1990s [15]. This relatively simple method was 

performed to solve challenges such as limitations in the 

production of parts with desired shape and size. This 

method can be used for the production of a wide range of 

materials including metals, ceramics, alloys and 

composites [16]. 

In recent years, the use of gel casting method for the 

production of various composites as well as porous 

products has been considered during various researches 

such as production of porous alumina composites 

containing nickel nanoparticles with nickel nitrate as a 

source of nickel and hydrogen gas as the reducing agent 

[5], porous alumina-nickel composite as a catalyst with 

nickel oxide as a source of supply of nickel and CO gas 

as a reducing agent [17],  porous silicon carbide with 

carbon in resin as reducing agent and source of carbon 

and SiO as source of Si [17], alumina composite 

containing tungsten nanoparticles by gel casting method 

and tungsten in situ reduction [19], alumina-nickel 

composite with complex shapes by gel casting and using 

3D printer technology [20], alumina-nickel composite by 

gel casting method and centrifugal method for fabrication 

of parts with high density and homogeneous properties 

[21],  alumina-nickel layer composites by casting 

alumina gel between tungsten metal plates [22], making 

transparent alumina plates by gel casting with pressure 

control [23]. The study of the effect of thermal regime 

and atmosphere on the properties of alumina-nickel 

composite made of nickel powder by sol method was 

investigated by Zygmuntowicz et al. [24]. In addition, 

magnesium aluminate spinel with alumina and 

magnesium oxide by gel casting method [25], use of pre-

sinter to improve the mechanical properties of alumina 

based composites made by gel casting [26], and recently, 

making high porosity alumina with suitable strength by 

gel casting method and optimizing the production 

process were invesitgated [27]. 

In this research, a porous alumina-nickel composite 

containing nickel nanoparticles was prepared by gel 

casting, in which for the first time, instead of using 

reducing gas, graphite particles (dispersed in the 

preformed body) were used as the reducing agent. The 

advantages of this new method are the reduction of nickel 

oxide by graphite instead of reducing gas removes the  

complex equipment from the system, the possibility of 

using conventional furnaces, the possibility of the 

composite production under air atmosphere, and creating 

the porosity in the composite body during the reduction 

process. All these advantages reduce production costs, in 

addition to the fact that the properties of the produced 

composite in terms of quality are quite competitive with 

the quality of the produced composite with other 

methods. Moreover, in this study, mechanical activation 

of the raw materials was used to control and change the 

temperature of the reduction process. Reduction with 

graphite compared to reduction with CO gas has the 

advantage such as uniform distribution of graphite 

particles in the composite and then removing graphite 

during the reduction process resulted in uniform 

distribution of porosity in the composite structure. Also, 

since graphite is an industrial lubricant and its coefficient 

of friction is low, so its presence in the gel casting process 

increases the slurry fluidity and more uniform filling of 

the mold and thus helps to improve the gel casting 

process. 

 

 

2. MATERIALS AND METHODS 
 
2. 1. Raw Materials            Raw materials, including 

nickel oxide, alumina, and graphite were used so that the 

final composite (after reduction and sintering) contained 

5% V of nickel metal. The raw materials specifications 

used to prepare the slurry required for the gel casting 

process are given in Table 1. 

In this research, two different methods namely 

Methods 1 and 2 were used to prepare the main samples 

of porous alumina-nickel composite and the resulting 

samples were named SM1 and SM2, respectively (Table 

2). Also, various experiments using a mixture of the raw 

material without gel casting and only to investigate the 

NiO carbothermic reduction mechanisms were 

conducted according to the conditions given in Table 3. 

 

 
TABLE 1. Specifications of the raw materials  

Material 
Purity 

(wt %) 

Particle 

size (µm) 
 

α-Alumina 98.5 88 
Iran 

Alumina 

Nickel Oxide 99.9 2 Merck 

Graphite 99 100 nm Armina 

Gelatin 98 <800 Microteb 

CMC adhesive 

Carboxylmethyl callouses 
99.5 <150 

Yolung-

china 

Dispersant 

Tripolyphosphate sodium 
99.8 <150 

LYG-

china 
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2. 2. Methods of Preparation and Characterization 
of Porous Alumina-nickel Composite          The 

following methods were used to prepare the porous 

alumina-nickel composite: 

Method 1: alumina powder mixed with 15 wt % ethanol 

and ball milled (20 minutes, rotation speed of 230 rpm, 

ball to powder ratio of 12) in a planetary ball mill (M200-

Retsch-Germany) equipped with a polyethylene chamber 

and alumina balls. Next, the milled alumina was passed 

through a sieve (mesh 70 equivalents to 210 µm) and 

dried in an oven at 110 °C for 1 h. Graphite powder and 

nickel oxide were weighed based on reaction 1 (section 

3.3) and their purity (Table 1). Then, they were ball 

milled in the air for 6 h with a ball to powder weight ratio 

of 12, at a rotation speed of 230 rpm. 

To mix graphite powder and nickel oxide with 

alumina powder, these powders were milled for 5 

minutes with the ball to powder weight ratio of 12 in air. 

In a solution containing 6 wt % gelatin, the gelatin 

powder was dissolved in distilled water for 2 hours at 45 

°C with using a heater/magnetic stirrer [28]. The amount 

of distilled water required to prepare the gel casting slurry 

was subtracted from the amount of water in which the 

gelatin was dissolved. For the preparation of the gel 

casting slurry, the gelatin solution was mixed with 

graphite powder, nickel oxide, alumina, and distilled 

water, along with sodium triphosphate as a dispersant and 

CMC adhesive with specified weight ratios according to 

Table 2 using a mixer (model MY2011-NabBei) for 10 

minutes. Then, the prepared slurry was poured into a 

cylindrical aluminum mold with a diameter of 1.5 cm and 

Reduction and sintering processes were conducted in 

an electric furnace (Nobertherm-Ht 40/17) in the air. To 

prevent the oxidation of the reduced nickel, the piece was 

placed in an alumina crucible filled with carbon powder 

[30]. Then, the process was started from ambient 

temperature with a heating rate of 10 °C/min and 

continued until the furnace temperature reached 1200 °C. 

The piece was kept at 1200 °C for half an hour. Then, the 

process was continued with a heating rate of 2.5 °C/min 

to 1500 °C and it was kept at this temperature for half an 

hour. After finishing the process, the piece was gradually 

cooled in the furnace to room temperature.  

Method 2: The difference between the first and 

second methods was in the ball milling time of alumina, 

nickel oxide, and graphite. To reduce the particle size of 

alumina and have a dense piece, the ball milling time of 

alumina in this method was 12 h at a speed of 230 rpm 

and the ball to powder weight ratio of 12. The ball-

milling time of graphite and nickel oxide was 10 minutes 

just to increase their contact. 

The phase analysis of the SM1 and SM2 samples 

was performed by XRD (X’pert PW 3040/60-Philips) at 

25 °C with a step of 0.2 degrees using Cu-kα radiation. 

SEM images were prepared by Scanning Electron 

Microscope (VP 14500-LEO) and used to observe the  

 

 
TABLE 2. Coding and preparation conditions of alumina-nickel composites 

 

 
TABLE 3. Specifications of powder samples and conditions for TG-DTA tests 

TG-DTA 

model 
Heating rate 

(°C/min) Atmosphere Rotation speed 

(rpm) 
Ball to powder 

weight ratio 
Ball milling 

time (min) 

Powder composition (wt %) 

Code 
Alumina Graphite Nickel oxide 

Q600-TA 10 Ar 230 12 10 0 14 86 A 

Q600-TA 10 Ar 230 12 360 0 14 86 B 

Q600-TA 10 Ar 230 12 720 85 2.10 12.8 C 

Sintering  

Ball 

milling 

time of 

alumina 

ball milling 

Ball milling 

time of 

graphite and 

nickel oxide 

mixture 

Composition (wt %) 

Code CMC 

adhesive 

Distilled 

water Dispersant Gelatin Nickel 

oxide Graphite Alumina 

Half an hour at 

a temperature 

of 1200 °C then 

increase the 
temperature to 

1500 °C 

20 min 6 h 

0.075 28.2 2.50 0.75 8.50 1.36 58.63 

SM1 

12 h 10 min SM2 

Other details were described in 2-2 section. 
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filled to a height of 1.5 cm. To dry the piece more evenly 

and prevent distortion and cracking, the mold was 

covered with a plastic bag and placed in an environment 

at a temperature of 20 °C for 72 h [29]. Then, the dried 

piece was removed from the mold. 



 

dimensions of the porosity and the presence of nickel 

particles in the alumina body. The density of prepared 

composites was measured using the immersion method 

(Archimedes method). The porosity percentage was then 

calculated according to the measured density and 

composite body dimensions. The optimal amount of the 

dispersant to have a slurry with the desired fluidity was 

determined by a rotary viscometer (Anton Paar –physical 

mcr 301). 

 

2. 3. Nickel Oxide Reduction Mechanism      To 

investigate the reduction mechanism of carbothermic 

reduction of nickel oxide and to analyze the reactions that 

occur during heating of the SM1 and SM2 samples, the 

powder samples (containing graphite, nickel oxide, and 

alumina) without gel casting were prepared following the 

conditions given in Table 3 and analyzed by TG-DTA. 

 

 

3. RESULTS AND DISCUSSIONS 
 
3. 1. Characterization of Composite 
3. 1. 1. Slurry Rheology and Dispersant Amount  

The graph of viscosity changes in Figure 1 shows that 

with an increase in the amount of dispersant in the slurry 

containing 50 V% of the solid, the viscosity first 

decreases until the viscosity reaches a minimum value in 

the slurry containing 2.5 wt % dispersant. Figure 1 

displays that increasing the dispersant amount excess 

than 2.5 wt %, slightly increases the slurry viscosity. The 

reason for this increase is that in the slurry containing 

3.20 wt % of the dispersant, the slurry particles are 

saturated with the dispersant and the free ions in the 

slurry increased with viscosity [31]. It is observed that 

the viscosity curve of 1.8 % TPP in the range of 40-110 

1/s is lower than the viscosity curve of 2.5 % TPP. That 

is related to the measurement error of the viscometer. 

Therefore, the 2.5 wt % dispersant is an optimum amount 

for the preparation of gel casting slurry. 

 

3. 1. 2. Phase Analysis         The XRD patterns of SM1 

and SM2 samples after the sintering process are shown in 

Figure 2. The XRD patterns show the alumina (α-

alumina), metallic nickel, and nickel aluminate spinel are 

present in the composites. As can be seen in the XRD 

pattern of SM1, the metallic nickel main peak (45 

degrees) is more intense than it in the XRD pattern of 

SM2. It confirms that mechanical activation of the nickel 

oxide and graphite mixture has improved the nickel oxide 

reduction (metallic nickel production) process. Nickel 

aluminate spinel is a blue to green pigment. The presence 

of this phase caused the color of the prepared composite 

to be green-blue. The formation of this phase has no 

negative effect on the properties of alumina-nickel 

composite. Nickel aluminate spinel has catalytic 
 

 
Figure 1. Rheological behavior of the gel casting slurry (50 

V% of solid and 1 wt % of gelatin) containing the various 

amounts of dispersant 

 

 

properties and is used in methane production process 

from hydrogen [32]. It has been suggested that the 

formation of nickel aluminate spinel in alumina-nickel 

catalysts increases the catalyst life [17]. 

 

3. 2. Composite Microstructure            The SEM 

images in Figure 3 show the porosities in the structure of 

the SM2 sample. In these images, porosities with 

dimensions up to 50 microns can be observed. The results 

showed that the SM1 sample, in which alumina was 

milled for a shorter time, had more porosity than the SM2 

sample. The porosities of SM1 and SM2 samples were 

64 and 48% by volume, respectively. The longer milling 

time in the SM2 sample reduced the particle size and thus 

reduced the porosity in the sample. 

 

 

 
Figure 2. The XRD Pattern of SM1 and SM2 samples after 

the sintering process 

Z. Hosseini et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   220-227                                                    223 



224                                      Z. Hosseini et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   220-227                                                     

 

Figure 4 shows the SEM images of the SM2 sample 

at a higher magnification. According to these images, the 

presence of nickel particles and a small amount of nickel 

aluminate spinel in the alumina field are quite clear. In 

Figure 4a, part of the alumina body is shown as a 

continuous phase, which indicates the proper connection 

and sintering of alumina after the sintering process. 

Nickel particles are seen in a light color. Figure 4b refers 

to the part of the composite that is deeper point from the 

surface. Figure 4c shows the nickel particles in 

nanometer dimensions. Alumina-nickel composites 

containing nickel nanoparticles have desired magnetic, 

optical, mechanical, and catalytic properties [5, 10]. 

Therefore, nickel nano-particles production by the 

method used in this research is a great advantage. 

 

 

 

 

Figure 3. Porosities created in alumina-nickel composite 

(SM2) made by gel casting and reduction with graphite 

powder 
 

 

 

 

 
Figure 4. a) Structure of alumina-nickel composite-SM2, b) 

Structure of alumina-nickel composite-SM2 in the deeper 

point from the surface, c) Structure of alumina-nickel 

composite-SM2 containing Ni nano-particles 
 

 

3. 3. Mechanism of Carbothermic Reduction of 
Nickel Oxide           The TG-DTA analyses of sample A 

are shown in Figure 5. It is seen that weight loss starts at 

100 °C, which is related to the release of water absorbed 

by the powder. The weight loss continues up to 400 °C, 

which is related to the complete removal of bond water 

and volatiles. From 400 to 500 °C the weight is constant 

and no reaction occurs. 
 

 

 
Figure 5. The TG-DTA curves of sample A 
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The reduction mechanism of most metal oxides with 

carbon, when there is no transition phase between the two 

materials, is described in two steps. In the first step 

(reaction 1), which is a slower step, the surface of the 

nickel oxide particles reacts with solid carbon. In the 

second step (reaction 2), the remained nickel oxide 

particles react with the CO gas resulted from reaction 1 

[33]. Weight loss begins again at 500 ° C, which 

corresponds to the beginning of the reduction process of 

nickel oxide with graphite (Figure 5).  

𝑁𝑖𝑂 + 𝐶 = 𝑁𝑖 + 𝐶𝑂(𝑔)  (1) 

𝑁𝑖𝑂 + 𝐶𝑂(𝑔) = 𝑁𝑖 + 𝐶𝑂2 (𝑔)  (2) 

As can be seen in Figure 5, the rate of reaction 1 is 

initially slow. The diffusion of solid into solid (graphite 

and nickel oxide) is still low. As the temperature raised 

to 630 °C the reaction rate increased. Other studies have 

reported that the reaction of solid carbon with nickel 

oxide accelerated at high temperature close to 630 °C 

[34]. 

The solid-solid reaction takes place up to about 810 

°C, and the slope continues to increase up to 810 °C. Here 

the second phase of the reaction, i.e. the reduction of 

nickel oxide with CO, begins and the rate of the reduction 

is reduced. There are two possible reasons for this 

decline. The first reason is that this temperature is the 

same as the temperature of CO formation; various studies 

have concluded that although CO itself is a reducing 

agent of nickel oxide, its formation initially slows down 

the reduction of nickel oxide with solid carbon. It is not 

clear why the presence of CO formation is an obstacle to 

the reduction reaction [33-35]. The formation of CO may 

consume some of the system energy and thus slow down 

the nickel oxide reduction process. The second reason is 

that at the beginning of CO formation, i.e. at a 

temperature of about 810 °C, the CO pressure has not yet 

reached a level that supports to react effectively. As a 

result, the reduction reaction as a whole was slowed 

down [33]. 

The TG-DTA analyses of sample B in Figure 6 show 

that due to the longer mechanical activation of sample B 

than sample A, the reduction reaction is initiated at a 

lower temperature (390 °C) than sample A (630 °C). 

According to Figure 6, in sample B, the onset 

temperature (775 °C) of the reaction rate decline is also 

lower than it in sample A (810 °C). It can be said that due 

to the reduction of nickel at a lower temperature and due 

to the catalytic role of nickel, the beginning of the carbon 

monoxide formation has also started from a lower 

temperature [35]. 

According to TG curves in Figures 5 and 6, the 

overall weight losses at 800 °C for samples A and D are 

22 and 29 wt %, respectively.  The loss of weight is 

equivalent to oxygen removal of the specimens during 

 

NiO reduction. This confirms that the mechanical 

activation not only decreases the reduction temperature 

but also increases the metallic nickel production. 

To investigate the effect of alumina in the reduction 

process, a thermal analysis was performed for the sample 

containing alumina (sample C) (Figure 7). A comparison 

of Figures 7 and 5 shows that the presence of alumina 

does not affect the reduction process. In general, the 

peaks in Figure 5 (sample A) are clearer than in Figure 7 

(sample C) because sample A contains only graphite and 

nickel oxide. The slope of Figure 7 is due to the high 

thermal resistance of alumina resulted in a high heating 

rate during thermal analysis [36]. 

 

 

 
Figure 6. The TG-DTA curves of sample B 

 

 

 
Figure 7. TG-DTA curves of sample C 
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4. CONCLUSION 
 

The following conclusions were obtained from this 

research: 

1. The optimum amount of tripolyphosphate sodium as a 

dispersant for preparation of a slurry with 50 V% of solid 

(alumina, graphite, and nickel oxide) was 2.5 wt %. 

2. The porosity of the sample made with 12 h ball-milled 

alumina was 48% and it was 64 % in the sample made 

with 20 min ball-milled alumina. 

3. The presence of nickel seems to reduce the temperature 

of CO formation during the Boudouard reaction due to its 

catalytic effect. 

4. Due to the mechanical activation of the graphite and 

nickel oxide mixture for 6 h, more nickel was reduced 

than the inactivated sample. 

5. In addition to alumina and nickel nano-particles, the 

sample also contained nickel aluminate spinel. 

6. The mechanical activation of raw materials decreased 

the NiO reduction temperature and increased the metallic 

Ni production. 

 

 
5. REFERENCES 
 

1. Saindane, U. V., Soni, S., Menghani, J. V. "Dry Sliding Behavior 

of Carbon-Based Brake Pad Materials." International Journal of 

Engineering, Transactions B: Applications, Vol. 34, No. 11, 

(2021), 2517-2524. DOI: 10.5829/ije.2021.34.11b.14 

2. Saindane, U. V., Soni, S., Menghani, J. V. "Studies on 

Mechanical Properties of Brake Friction Materials Derived from 

Carbon Fibres Reinforced Polymer Composite." Materials 

Today: Proceedings, Vol. 47, No. 17, (2021), 5760-5765. DOI: 

10.1016/j.matpr.2021.04.079 

3. Dehaghani, M. T., Ahmadian, M.  "Fracture Mechanism of 
CoCrMo Porous Nano-Composite Prepared by Powder 

Metallurgy Route." International Journal of Engineering, 

Transactions A: Basics, Vol. 31, No. 1, (2018), 19-24. DOI: 

10.5829/ije.2018.31.01a.03 

4. Nekokar, N., Pourabdoli, M. "Isothermal Redox Kinetics of 

Co3O4-Fe2O3 Nano-Composite as a Thermochemical Heat 
Storage Material.", International Journal of Engineering, 

Transactions B: Applications, Vol. 32, No. 8, (2019), 1200-

1209. DOI: 10.5829/ije.2019.32.08b.17 

5. Niihara, K., Kim, B. S., Nakayama, T., Kusunose, T., Nomoto, 

T., Hikasa, A., Sekino, T. "Fabrication of Complex-Shaped 

Alumina/Nickel Nanocomposites by Gel Casting Process." 
Journal of the European Ceramic Society, Vol. 24, No. 12, 

(2004), 3419-3425.  

https://doi.org/10.1016/j.jeurceramsoc.2003.10.027 

6. Kim, B. S., Sekino, T. , Nakayama, T. , Kusunose, T., J. S. Lee,  

K. Niihara.  "Mechanical and Magnetic Properties of 

Alumina/Nickel Nano Composites Prepared by Pulse Electric 
Current Sintering." Journal of Ceramic Society of Japan, Vol. 

111, No. 1295, (2003), 257-460.  

7. Kritikaki, A., Tsetsekou, A. "Fabrication of Porous Alumina 

Ceramics from Powder Mixtures with Sol–Gel Derived 

Nanometer Alumina: Effect of Mixing Method." Journal of the 

European Ceramic Society, Vol. 29, (2009),1603-1611. DOI: 

10.1016/j.jeurceramsoc.2008.10.011 

8. Sekino, T., Nakajima, T., Ueda, S., Niihara, K. "Reduction and 
Sintering of a Nickel-Dispersed-Alumina Composite and its 

Properties" Journal of the American Ceramic Society, Vol. 8, 
(1997), 1139-1148. https://doi.org/10.1111/j.1151-

2916.1997.tb02956.x 

9. Sekino, T., Nakajima, T., Niihara, K. "Mechanical and Magnetic 
Properties of Nickel Dispersed Alumina-Based Nanocomposite." 

Materials Letters, Vol. 29, (1996), 165-169. 

https://doi.org/10.1016/S0167-577X(96)00136-X 

10. Roy, B., Martinez, U., Loganathan, K., Datye, A. K., Leclerc, 

C.A. "Effect of Preparation Methods on the Performance of 

Ni/Al2O3 Catalysts for Aqueous-Phase Reforming of Ethanol: 
Part I-Catalytic Activity." International Journal of Hydrogen 

Energy, Vol. 37, (2012), 8143-8153. 

https://doi.org/10.1016/j.ijhydene.2012.02.056 

11. Zhao, A., Ying, W., Zhang, H., Ma, H., Fang, D. "Ni-Al2O3 

Catalysts Prepared by Solution Combustion Method for Syngas 
Methanation." Catalysis Communications, Vol. 17, (2012), 34-

38. https://doi.org/10.1016/j.catcom.2011.10.010 

12. Koclar, G. S. "Gelcasting of Alumina Ceramics with Gelatin and 
Carrageenan Gum and Investigation of Their Mechanical 

Properties." M.Sc. Thesis, Materials science and engineering, 

Izmir Institute of Technology, 2013. 

13. Dhara, S., Kamboj, R. K., Pradhan, M., Bhargava, P. "Shape 

Forming of Ceramics via Gel Casting of Aqueous Particulate 

Slurries." Journal of Bulletin of Materials Science, Vol. 6, 

(2002), 565-568. DOI: 10.1007/BF02710552 

14. Pabst, W. , Gregorová, E. , Havrda, J. , Týanová, E.  Gelatin 

casting and starch consolidation of alumina ceramics", Book 
chapter in Ceramic Materials and Components for Engines, 

WILEY‐VCH Verlag GmbH, 2001, pp. 587-592. 

15. Omatete, O. O., Janney, M. A., Nunn, S. D. "Gel Casting: From 

Laboratory Development to Industrial Production." Journal of 

the European Ceramic Society, Vol. 17, (1997), 407– 413. 

https://doi.org/10.1016/S0955-2219(96)00147-1 

16. Tari, G. "Gel Casting Ceramics: A Review." American Ceramic 

Society Bulletin, Vol. 82, No. 4, 43-46.  

17. Becerra, A. M., Castro-Luna, A. E. "An Investigation on the 

Presence of NiAl2O4 in a Stable Ni on Alumina Catalyst for Dry 

Reforming." Journal of the Chilean Chemical Society, Vol. 2, 
(2005), 465-469. http://dx.doi.org/10.4067/S0717-

97072005000200005 

18. Cheng, H., Yang, J. F., Zhang, N. L. "Fabrication and 

Characterization of Hierarchical Porous SiC Ceramics via Gel 

Casting and Carbothermal Reduction Between Carbon and SiO." 
Journal of the Ceramic Society of Japan, Vol. 128, No. 9, 

(2020), 589-594. DOI: DOI:10.2109/jcersj2.20063 

19. Zygmuntowicz, J., Piątek, M., Miazga, A., Konopka, K., 
Kaszuwara W. "Dilatrometric sintering study and 

Characterization of Alumina-Nickel Composites." Processing 

and Application of Ceramics, Vol. 12, No. 2, (2018), 111-117. 

DOI:10.2298/PAC1802111Z 

20. Ndinisa, S. S., Whitefield, D. J., Sigalas, I. "Fabrication of 

Complex Shaped Alumina Parts by Gel Casting on 3D Printed 
Moulds." Ceramics International, Vol 46, No. 3, (2020), 3177-

3182. https://doi.org/10.1016/j.ceramint.2019.10.021 

21. Zygmuntowicz, J., Zielant, D., Suchecki, P., Konopka, K., 
Kaszuwara, W. "Fabrication of Al2O3-Ni Graded Composites by 

Centrifugal Casting in an Ultracentrifuge.", Composites Theory 

and Practice, Vol. 18, No. 3, 174-179.  

22. Kedzierska-Sar, A., Starzonek, S., Kukielski, M., Falkowski, P., 

Rzoska, S. J., Szafran, M. "Gelcasting of Al2O3–W Composites: 

Broadband Dielectric Spectroscopy and Rheological Studies of 
Tungsten Influence on Polymerisation Kinetics, Ceramics 

International, Vol. 45, No. 12, 15237-15243. 

https://doi.org/10.1016/j.ceramint.2019.05.012 

23. Chen, H., Shunzo, S., Zhao, J., Di, Z. "Pressure Filtration Assisted 

Gel Casting in Translucent Alumina Ceramics 

http://dx.doi.org/10.1016/j.matpr.2021.04.079
https://doi.org/10.1016/j.jeurceramsoc.2003.10.027
https://www.jstage.jst.go.jp/AF06S010ShsiKskGmnHyj?chshnmHkwtsh=Bum-Sung+KIM
https://www.jstage.jst.go.jp/AF06S010ShsiKskGmnHyj?chshnmHkwtsh=Tohru+SEKINO
https://www.jstage.jst.go.jp/AF06S010ShsiKskGmnHyj?chshnmHkwtsh=Tadachika+NAKAYAMA
https://www.jstage.jst.go.jp/AF06S010ShsiKskGmnHyj?chshnmHkwtsh=Takafumi+KUSUNOSE
https://www.jstage.jst.go.jp/AF06S010ShsiKskGmnHyj?chshnmHkwtsh=Jai-Sung+LEE
https://www.jstage.jst.go.jp/AF06S010ShsiKskGmnHyj?chshnmHkwtsh=Koichi+NIIHARA
http://dx.doi.org/10.1016/j.jeurceramsoc.2008.10.011
https://doi.org/10.1111/j.1151-2916.1997.tb02956.x
https://doi.org/10.1111/j.1151-2916.1997.tb02956.x
https://doi.org/10.1016/S0167-577X(96)00136-X
https://doi.org/10.1016/j.ijhydene.2012.02.056
https://doi.org/10.1016/j.catcom.2011.10.010
http://dx.doi.org/10.1007/BF02710552
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=Pabst%2C+W
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=Gregorov%C3%A1%2C+E
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=Havrda%2C+J
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=T%C3%BDanov%C3%A1%2C+E
https://doi.org/10.1016/S0955-2219(96)00147-1
http://www.scielo.cl/scielo.php?script=sci_serial&pid=0717-9707&lng=es&nrm=iso
http://dx.doi.org/10.2109/jcersj2.20063
http://dx.doi.org/10.2298/PAC1802111Z
https://doi.org/10.1016/j.ceramint.2019.10.021
https://doi.org/10.1016/j.ceramint.2019.05.012


Z. Hosseini et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   220-227                                                      227 

 

Fabrication.", Ceramics International, Vol 44, No. 14, 16572-

16576. DOI: 10.1016/j.ceramint.2018.06.079 

24. Zygmuntowicz, J., Wiecinska, P., Miazga, A., Konopka, K., 

Szafran, M., Kaszuwara, W. "Thermoanalytical Studies of the 
Ceramic-Metal Composites Obtained by Gel-Centrifugal 

Casting." Journal of Thermal Analysis and Calorimetry, Vol. 

133, No. 1, (2018), 303-312. https://doi.org/10.1007/s10973-017-

6647-z 

25. Shahbazi, H., Shokrollahi, H., Tataei, M. "Gel-Casting of 

Transparent Magnesium Aluminate Spinel Ceramics Fabricated 
by Spark Plasma Sintering (SPS)." Ceramics International, Vol. 

44, No. 5, (2018), 4955-4960. DOI: 

10.1016/j.ceramint.2017.12.088 

26. Lv, L., Lu, Y., Zhang, X., Chen, Y., Hou, W., Liu, W., Yang, J. 

"Preparation of Low-Shrinkage and High-Performance Alumina 
Ceramics via Incorporation of Pre-Sintered Alumina Powder 

Based on Isobam Gelcasting." Ceramics International, Vol 45, 

No. 9, 11654-11659. 

https://doi.org/10.1016/j.ceramint.2019.03.039 

27. Zhang, M. et al. "High-Strength Macro-Porous Alumina 

Ceramics with Regularly Arranged Pores Produced by Gel-
Casting and Sacrificial Template Methods." Journal of Materials 

Science, Vol. 54, No. 14, (2019), 10119-10129. 

https://doi.org/10.1007/s10853-019-03576-8 

28. Montanaro, L., Coppola, B., Palmero, P., Tulliani, J. M. "A 

Review on Aqueous Gel Casting: A Versatile and Low-Toxic 

Technique to Shape Ceramics." Ceramics International, Vol. 45, 

No. 7, (2019), 9653-9673. DOI: 10.1016/j.ceramint.2018.12.079 

29. Esfahani, H. B., Yekta, B. E., Marghussian, V. K. "Rheology and 

Gelation Behavior of Gel-Cast Cordierite-Based Glass 
Suspensions." Ceramic International, Vol. 38, (2011),1175-

1179. DOI: 10.1016/j.ceramint.2011.08.046 

30. Chan, C. F. , Argent, B. B. , Lee, W. E. "Influence of Additives 

on Slag Resistance of Al2O3‐SiO2‐SiC‐C Refractory Bond Phases 

Under Reducing Atmosphere." Journal of the American 

Ceramic Society, Vol. 81, (1998), 3177-3188. 

https://doi.org/10.1111/j.1151-2916.1998.tb02754.x 

31. Kim, H. M., Venkatesh, R. P., Kwon, T. Y., Park, J. G. "Influence 

of Anionic Polyelectrolyte Addition on Ceria Dispersion 

Behavior for Quartz Chemical Mechanical Polishing." Colloids 

and Surfaces A: Physicochemical and Engineering Aspects, 

Vol. 411, (2012), 122-128. 

https://doi.org/10.1016/j.colsurfa.2012.07.009 

32. Ding, C., Liu, W., Wang, J., Liu, P., Zhang, K., Gao, X., Ding, 

G., Liu, S., Han, Y., Mac, X. "One Step Synthesis of Mesoporous 

NiO–Al2O3 Catalyst for Partial Oxidation of Methane to Syngas: 

The Role of Calcination Temperature." Fuel, Vol. 162, (2015), 

148-154. https://doi.org/10.1016/j.fuel.2015.09.002 

33. Lebukhova, N. V., Karpovich, N. F. "Carbothermic Reduction of 
Copper, Nickel, and Cobalt Oxides and Molybdates." Inorganic 

Materials, Vol. 8 (2008), 1003-1007. DOI: 

https://doi.org/10.1134/S0020168508080207  

34. L'vov, B. V. "Mechanism of Carbothermal Reduction of Iron, 

Cobalt, Nickel and Copper Oxides." Thermochimica Acta, Vol. 

360, No. 2, (2000), 109-120. DOI: 10.1016/S0040-

6031(00)00540-2 

35. Yang, H., McCormic, P.G. "Mechanically Activated Reduction 

of Nickel Oxide." Metallurgical and Materials Transactions B, 
Vol. 29, (1998), 29, 449-455. https://doi.org/10.1007/s11663-

998-0123-x 

36. Haines, P. J., Principles of thermal analysis and calorimetry, The 

Royal Society of Chemistry, Cambridge, 2002. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Persian Abstract 

 چکیده 
و اتمسفر احیا روی کامپوزیت های تهیه شده و    اولیه، ترکیب مخلوط مواد  اولیهفعال سازی مکانیکی مواد    و  )تری پلی فسفات سدیم( بر ویسکوزیته ژل  پراکنده سازمیزان    اثر

جامد متشکل از آلومینا، گرافیت    حجمی درصد  50برای یک سوسپانسیون ژل با    پراکنده سازدرصد وزنی    5/2مورد بررسی قرار گرفت. مشخص شد که    NiO  احیامکانیسم  

درجه سانتیگراد( نشان داد که اسپینل آلومینا، نیکل و آلومینات نیکل در    1200- 1500دمای    شده )در  سینترمحصول احیا و    XRDاست. نتایج  مقدار بهینه ای  و اکسید نیکل  

کامپوزیت تهیه شده با آلومینای آسیاشده به مدت   تخلخل  ودرصد    48ساعت،   4ل کامپوزیت ساخته شده با آلومینای آسیاشده به مدت  کامپوزیت تهیه شده وجود دارد. تخلخ

حرارتی نشان داد که فعال سازی مکانیکی مواد    بستگی دارد. آنالیز  اولیهآسیاکاری مواد  به زمان    احیانشان داد که دما و مکانیسم    TG-DTAنتایج    بود.درصد    64دقیقه،    20

 و افزایش تولید نیکل فلزی می شود.  NiO احیاباعث کاهش دمای  اولیه
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A B S T R A C T  
 

 

Shape memory alloys (SMAs) are functional materials that feature shape memory effects and super-
elasticity. These features have made SMAs efficient materials for reinforcement and improvement of 

the stability of a structure. The present study investigated the effect of local post-tensioning with SMAs 

to improve the load-carrying capacity of tapered steel industrial sheds. For this purpose, ABAQUS 
software was used to predict the flexural strength and load-bearing capacity of the alloys. The effects 

of the diameter and the post-tension force applied to the SMA tendons were investigated. The results 

showed that external post-tensioning using SMA tendons is an effective way to increase the load-
carrying capacity of industrial sheds. In the maximum load capacity of the frame for the steel and SMA 

tendons increased by 36 and 60%, respectively. The performance of the sheds was improved by local 

post-tensioning, which can reduce the weight of the structures.   

doi: 10.5829/ije.2022.35.01a.22 
 

 
1. INTRODUCTION1 
 
Industrial metal structures have been used for a wide 

nge of applications in different factories; such as poultry 

houses and aircraft hangars to sport stadiums. This 

means that it is necessary to improve and reinforce 

existing industrial metal structures to enhance their 

performance and stability. In the past, post-tensioning 

technology has been extensively used to reinforce 

concrete and metal structures; however, the effects of 

post-tensioning on industrial sheds have not yet been 

investigated. The improvement of the load-carrying 

capacity of tapered steel industrial sheds using post-

tensioning technology also has not been investigated.  

The high cost of installing new sheds has made it 

necessary to develop ways of reinforcing steel industrial 

sheds. The post-tensioning method is an available 

approach to strengthening an existing structure to cope 

with an increase in service loading. In this technology, 

some parts of the structure are reinforced in order to 

increase the total load-carrying capacity of the structure.  

 

*Corresponding Author Email: m.alilotfollahiyaghin@gmail.com (M. 

A. Lotfollahi-Yaghin) 

In the past two decades, post-tensioning has been 

commonly used to improve the performance of steel and 

concrete structures [1-12]. Nunziata [13] investigated 

the behavior of post-tensioned steel beams through 

experimental analysis. The results indicated that post-

tensioning resulted in a 15% decrease in the weight of 

the structure.  

Post-tensioned beams have technical and financial 

advantages over more simply fabricated structures. 

Studies have examined the use of post-tensioning cables 

in earthquake-resistant structural steel moment-resisting 

frames [14-17]. Nazir [18] applied post-tensioned cables 

to a bridge with a curved steel beam. Their results 

indicated that post-tensioning increased the load-

carrying capacity of the structure as a suitable and 

affordable approach to the reinforcement of existing 

steel structures.  

In the post-tensioning technique, prestress is 

introduced with the use of tensioning tendons because, 

when tendons are grouted, re-tensioning is impossible. 

Researchers have explored prestressing techniques that 

employ SMAs to overcome this disadvantage of 

conventional prestressing. SMAs possess physical and 

mechanical features that make them successful 
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candidates for use in structural engineering applications. 

They can regain their original shape after being 

deformed up to 6 to 8% as a result of underlying 

reversible solid-solid phase transformation. SMAs have 

shown promise, especially for applications in which the 

added value is more important than purely economic 

considerations. Some of the advantages of SMAs 

include bio-compatibility, usefulness for a variety of 

applications, and good mechanical properties, such as 

strength and corrosion resistance [21].  

Park et al. [19] performed a numerical study using 

ABAQUS software to investigate the effect of post-

tensioning method to increase the flexural strength and 

load-carrying capacity of I-shaped steel beams. The 

results indicated that the external prestressing technique 

creates a stiffer steel beam by applying suitable 

prestresses when parameters are appropriately 

combined. Taoum et al. [20] applied local post-

tensioning to a steel beam for reinforcement of damaged 

steel bridges and I-shaped beams. The results showed 

that post-tensioning technology could be extensively 

used for steel beams due to its low cost and ease of 

preparation. Ghannam et al. [15] studied the effect of 

post-tensioned cables for strengthening steel frames 

(simple, double-bay, and double-story frames) using 

ANSYS finite element (FE) method. The results of the 

FE models indicated that the use of post-tensioned 

cables significantly increased the load capacity of the 

steel frame. The post-tensioning force must be designed 

to ensure that the connections remain safe after post-

tensioning. In other words, the structural connections 

must also be considered for the design of post-

tensioning forces. 

The development of materials research has led to 

intelligent materials such as metals (e.g. shape-memory 

nickel-titanium alloy), ceramics, and SMAs, which can 

alter their properties to adapt to changes in the 

environment. Several studies have focused on the 

application of SMAs to structures [21–24]. A review of 

the use of SMAs in civil engineering applications can be 

found by Chang and Araki [25]. Shrestha et al. [26] 

evaluated the behavior of concrete structures optimally 

equipped with SMAs as they are being used along with 

plastic hinge of the beams. For this purpose, a 

reinforced concrete (RC) beam, a 2D RC frame, and a 

3D RC building were considered, which were tested in 

previous studies under cyclic loading and on a shaking 

table. Daghash and Ozbulut [27] studied the cyclic 

behavior of composite materials reinforced with super-

elastic NiTi SMA wires using uniaxial tensile tests. The 

results of the tests indicated that the SMA-FRP 

composites can recover from relatively high strains 

upon unloading and also revealed very high damage 

strains. Strieder et al. [28] performed an experimental 

study on the behavior of concrete beams post-tensioned 

with steel-based SMAs. They found that the 

serviceability behavior of a concrete beam improved by 

the application of a second thermal activation at 

different temperatures and stress states for activation 

along the SMA strip. The study on application of shape 

memory alloys in had been done  previously with 

different methods. This new material have the unique 

ability to sustain  large  deformations  and  returned  to  

their  original  shape  upon  stress  applied  for  

superelastic  SMA  or  by  heating  the  SMA. Shape 

memory alloys due to their benefits of superelasticity 

and shape-memory effect have been successfully used 

in a number of  industries  and civil engineering such as 

pre-stressing, pre-tensioning, post-tensioning, SMA 

based dampers, etc. The benefits of using SMAs in pre-

stressing are: 

    Active control on the amount of pre-stressing with 

increased additional load-carrying capacity. 

   No involvement of jacking or strand-cutting. 

   No elastic shortening friction and anchorage losses 

over time. 

Conventional pre-stressing of concrete members by 

pre-tensioning wires requires jacking  and  release  of  

pre-stressing  strands, which causes crack at the end of 

the girders during strand cutting. So, if we use SMA for 

pre-stressing, than jacking or strand-cutting are not  

required. A literature review showed that many studies 

have been done in the field of strengthening concrete 

structures using SMA, which shows the significant 

effect of SMA in increasing the bearing capacity of 

these members. However, this method has not been used 

in the case of steel structures, which was the main 

purpose of the present study. The main advantages are 

that the SMA bars do not need ducts nor anchorages and 

have no friction during pre-stressing or post-stressing.  

A review of previous studies has shown that the 

application of post-tensioning to steel structures became 

a common way to reduce the cost and weight of 

structures. The use of high-strength steel tendons and 

post-tensioning can allow a decrease in the size of the 

steel elements and increase the load-carrying capacity of 

the structures. In recent years, the application of the 

post-tensioning method to steel structures has been 

investigated; but the application of this method to 

improve the characteristics of industrial sheds has not 

been considered. The present study investigated the use 

of this method as well as the application of SMA 

tendons as reinforcing structures using FE simulations 

using ABAQUS software. The effects of the diameter 

and the post-tension force applied to the SMA tendons 

were investigated. The results showed that external 

post-tensioning using SMA tendons is an effective way 

to increase the load-carrying capacity of industrial 

sheds. For the maximum load capacity of the frame, the 

steel and SMA tendons had an increase of 36 and 60%, 

respectively. The performance of the sheds was 
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improved by local post-tensioning, which can reduce the 

weight of the structures. 

 

 

2. NUMERICAL SIMULATION 
 
2. 1. 3D Model Details           As shown in Figure 1, an 

industrial shed of 20 m in length with a height that 

varies from 7 m at the supports to 9 m at the midspan 

was investigated. The slope of the roof in all models is 

20%. The type of steel used is ST275. The cross-section 

of the rafter and column is I-shaped and has a variable 

cross-section. In all the studied models, the lateral 

bearing system in the transverse direction is considered 

as a normal bending frame and in the longitudinal 

direction, a simple frame with a conventional 

converging brace is assumed. For analysis and design of 

the industrial shed structure,  ETABS2018 software was 

used depending on American code AISC 360-10 and the 

steel profile will be analyzed by using both LRFD 

design provisions according to AISC 360-10 and ASCE 

7-16. Beams and columns are considered as beam 

elements to carry their weight,  additional dead load, 

and the live load as gravity distributed pressures. The 

design loading combinations are the number of 

combinations of the prescribed response cases for which 

the building is to be checked/designed. In the LFRD 

method design shall be performed according to AISC 

Committee [29]: 

u nR R  (1) 

where Ru is required strength using LRFD load 

combinations, Rn is nominal strength, and   is the 

resistance factor. The performance characteristics of the 

designed sections obtained based on the LFRD method 

in ETABS software is shown in Figure 1. As can be 

seen, the designed frame has a good performance. 

 
2. 2. Modeling in ABAQUS             In the current study, 

the effect of local post-tensioning technology on the 

performance of steel industrial sheds has been 

investigated. For this purpose, an industrial steel shed 

was designed in ETABS software based on the LFRD 

method and this structure then was simulated in 

ABAQUS. The results were used to apply monotonic 

loading to study the effects of diameter of the elements, 

type of material and post-tensioning force on the 

performance of structure.  
The structure was of grade S275 steel with an elastic 

modulus of 187 MPa, the yield stress of 275 MPa, the 

ultimate strength of 430 MPa and failure strain of 0.33. 

The structure was meshed using 3D C3D8R elements. 

The convergence of meshing was checked for the 

selection of a suitable mesh density to improve analysis 

precision and reduce computing time. Based on the 
 

 
(a) 

 
(b) 

Figure 1. (a) Geometric characteristics of the tapered steel 

industrial shed used in finite element analysis, (b) The 

performance characteristics of the designed sections 

 
 

initial results of the analysis, 0.02 cm was chosen as the 

size of the elements. The bolt load method was used for 

applying the post-tension load. Analysis was performed 

under displacement control. The boundary conditions 

were simulated as joint supports below the columns. 

Figure 2 shows the employed details of the FE model. 

The Newton–Raphson incremental iterative solution 

method was used to solve the equations in nonlinear FE 

analysis.  

 
2. 3. Mechanical Features of SMA Tendons             As 

stated, the novelty of this study was the reinforcement 

of steel industrial sheds using SMA tendons under 

 

 

 
Figure 2. Employed details of the FE model 
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external post-tensioning. The reversible phase change of 

SMAs in intelligent materials composed of gold-

cadmium (Au-Cd) was first observed by Chang and 

Read [30]. Nili Ahmadabadi et al. [31] reorted the shape 

memory properties in nickel-titanium (Ni-Ti) alloy. At 

present, several types of SMA have been developed and 

used by different researchers.  
Ni-Ti alloy, known as Nitinol, has many applications 

in practical engineering because of its high 

thermomechanical and thermoelectric characteristics. 

SMAs have two main phases, austenite and martensite, 

that are stable at low and high strain levels, respectively 

[34, 35]. The austenite and martensite phases can be 

mediated by heat or tension (See Figure 3). At the 

macroscopic scale, SMAs show two types of behavior: 

shape memory and super-elasticity. The shape memory 

effect requires a minimum temperature for returning to 

its former shape. The super-elastic effect provides 

reversibility of total deformation of SMAs under a 

minimum required temperature. The mechanical 

properties of the Nitinol used in the current study are 

presented in Table 1. The stress-strain curve for the 

Nitinol SMA is presented in Figure 4. In the current 

study, the area, ASMA, and length, LSMA, of the 

corresponding SMA are calculated as: 
 

 

 
Figure 3. Super-elastic and shape memory effect [32] 

 

 

 
Figure 4. Stress-strain behavior for SMA used in present work 

[33] 

ySMA

AS

s

F
A


=  (2) 

SMA SMA
SMA E A

L
K

=  (3) 

where Fy is the yielding force, K is the axial stiffness 

and ESMA is the elastic modulus of the SMA material 

under a stress level of AS

S , at which point it enters the 

inelastic range (i.e., initiates forward transformation). 
 
2. 3. Design of Experiments            Determining the 

design parameters employing experimental analysis by 

trial and error is time-consuming and costly. FE analysis 

can lead to reduce costs and overcome design obstacles. 

The design of experiments (DOE) technique allows 

process characterization, optimization and modeling in 

FE simulations [35]. Because it is important to identify 

the effective parameters and rank them from the highest 

to lowest priority, the main purpose of DOE is to 

investigate how the parameters affect the output of the 

process [36, 37]. 
In the current study, DOE was performed using 

response surface methodology (RSM) with a D-optimal 

design in order to determine the correlation between the 

outputs and the input parameters. The maximum 

displacement of the frame and maximum stress were 

considered as responses. The material properties, 

diameter and post-tension force applied to the tendons 

were modeled using the FE method and experiments 

designed in Design-Expert software. Table 2 shows the 

values of the parameters. Design Expert determined the 

design matrices according to the values of the geometric 

parameters on three levels (1, 0, 1). These design 

 

 
TABLE 1. Mechanical properties of Nitinol (Ni-Ti) used in 

the current study [33] 

Value Material properties 

400 MPa Forward transformation stress (𝜎𝑀𝑠) 

500 MPa Forward transformation stress (𝜎𝑀𝑓) 

250 MPa Reverse transformation stress (𝜎𝐴𝑠) 

150 MPa Reverse transformation stress (𝜎𝐴𝑓) 

700 MPa Plastic stress (𝜎𝑃) 

70 GPa Young’s modulus (austenite) (𝐸𝑃) 

40 GPa Young’s modulus (martensite) (𝐸𝑀) 

3 GPa Modulus of plasticity 

5% Maximum transformation strain (𝜀𝐿) 

0.33 Poisson’s ratio (austenite) 

0.33 Poisson’s ratio (martensite) 
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TABLE 2. Values of investigated geometric parameters 

Level 
Parameters 

-1 0 1 

SMA - Steel Tendon material 

5mm 12.5mm 20mm Tendon diameter 

0N 20kN 40kN Post-tension force 

 

 

matrices then were used to perform 18 runs of FE data 

in order to determine a correlation between the input 

parameters and the responses. 

 

 

3. RESULTS 
 

In the results of nonlinear static FE analysis on the 

structure, the validity of the FE model was examined 

prior to studying the post-tension effect. 

 

3. 1. Validation              Since there are no studies 

available in the open literature that examined the post-

tensioning of steel tapered beams. The experimental 

results of post-tensioning I-shaped beams with steel 

rebars has been reported by Taoum et al. [20] which is 

used for validation. The results of the present work were 

compared with the control beam reported by Taoum et 

al. [20] and the moment-deflection curve of both results 

are shown in Figure 5. As illustrated, the FE model 

predicted the behavior of the I-shaped steel beams with 

reasonable accuracy at a maximum error of less than 

10%. It is concluded that the developed model is 

capable of studying the performance of the post-

tensioned structures. 
Figure 6 compares the final deformation of the beam 

obtained from our FE modeling and the experimental 

results reported by Taoum et al. [20]. The application of 

the force resulted in a plastic hinge in the middle section 

 

 

 
Figure 5. Moment-deflection curve obtained from literture 

[20] and, the results obtained by the presented finite element 

model 

 
Figure 6. Stress distribution (Pa) of the beam obtained from 

finite element simulation and the experimental data reported in 

literature [20] 
 

 

of the beam in the upper flange and local buckling at the 

place of loading. Comparison of the FE method and the 

experimental results for the deformation of the beam 

revealed that the FE model predicts the deformation of 

the post-tensioned beam at high accuracy [20]. 

 
3. 2. Post-tension with SMA Tendons        To ensure 

that finite element results produce the appropriate 

accuracy, we conducted a convergence analysis by 

changing elements size from comparatively coarse to 

excessively refined meshes i.e. 1mm to 20cm. Figure 7 

shows the results for element sizes ranging from 1 mm 

to 20 cm for sample of No. 1. The results show that 

elements size of 2 mm is in agreement with an 

acceptable convergence. 
 

 

 
Figure 7. Comparison results between different mesh sizes for 

sample No.1 
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Since it was confirmed that our FE model is 

accurate, it was used to investigate the applicability of 

SMA tendons to improve the performance of tapered 

industrial sheds. Figure 8 shows the deformation of steel 

industrial sheds in samples No. 1, 3, 10, and 12. As 

listed in Table 3, samples 1 and 3 have been reinforced 

with SMA tendons with post-tension forces of 10 and 

40 kN, respectively. Samples No. 10 and 12 have been 

reinforced with steel tendons at post-tension forces of 

10 and 40 kN, respectively. Figure 8 shows that the 

maximum displacements in samples No. 1 and 10 were 

15.5 cm and 20.4 cm, respectively. Whereas the 

maximum displacement for samples No. 3 and 12 were 

6.8 cm and 10.3 cm, respectively. The SMA tendons 

caused an increase in the equivalent stiffness of the 

structure, which decreased the maximum displacement 

of the structure. The important result of this work is that 

the displacement of the steel industrial sheds decreased 

as the post-tension force increased. For example, the 

SMA tendons with post-tension forces of 10 and 40 kN 

resulted in 73% and 83% improvement in performance 

after post-tensioning, respectively. 

The load-deflection curves are shown in Figure 9 for 

three types of steel industrial sheds at a post-tension 

force of 10 kN; without post-tensioning (sample 0), 

post-tensioning with SMA tendon (sample 1), post-

tensioning with steel tendon (sample 10). As shown in 

this figure, the load decreased sharply after the peak 

load for all samples. The results showed that the post-

tension approach significantly improved the 

performance of the steel industrial shed. The load 

capacity for samples 0, 1 and 10 were 85, 220, and 135 

kN, respectively. The SMAs and steel tendons resulted 

in a 36% and 60% increase in the load capacity of the 

frame. It was found that the SMA tendons resulted in a 

two-fold increase in the load-carrying capacity in 

comparison with steel tendons under equivalent 

conditions. The performance of the SMA-tendon 

reinforced frame was similar to that of the steel-tendon 

reinforced frame in deflections of less than 5 mm. 

 

 

 
Figure 8. Deformation (m) of steel industrial sheds, (a) No.1, 

(b) No. 3, (c) No. 10, (d) No. 12. 

TABLE 3. Design matrices for modeling geometric 

parameters 

F (kN) D (mm) Material No. 

0 

5 

SMA 

0 

10 1 

20 2 

40 3 

10 

15 

4 

20 5 

40 6 

10 

20 

7 

20 8 

40 9 

10 

5 

Steel 

10 

20 11 

40 12 

10 

15 

13 

20 14 

40 15 

10 

20 

16 

20 17 

40 18 

 

 

However, an increase in the deflection resulted in a 

significant increase in the equivalent stiffness of the 

post-tensioned structure with SMA tendons due to their 

super-elastic characteristics and the phase change of 

such alloys under large deflections. 

The influences of the effective parameters on the 

performance of steel industrial sheds based on the 

experimental design matrices (See Table 3) are 

presented in Figures 10 and 11. The results revealed that 

the geometric characteristics and the applied post-

tension force also affected the performance of the sheds. 

In general, an increase in the element diameter and post-

tension force significantly increased the load-carrying 

capacity. At a constant tendon diameter, high post-

tension forces did not affect the load-carrying capacity 

of the frames. For example, for an SMA tendon with a 

diameter of 5 mm, the load-carrying capacity of the 

structure increased up to 53% with an increase in the 

post-tension force from 10 to 40 kN in comparison with 

samples without post-tensioning. Similar results were 

observed for post-tensioning with steel tendons. Figure 

9 showed that an increase in the post-tension force from 

10 to 40 kN for a steel tendon with a diameter of 5 mm 

increased the load-carrying capacity of the structure by 

more than  45% in comparison with the sample without 

post-tensioning. The results also indicated that the post- 
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Figure 9. Load-deflection curve for three samples of No. 0, 

No.1, and No.10 

 

 

 
Figure 10. Load-deflection curve for the samples of post-

tensioned industrial sheds by SMAs tendons 

 
Figure 11. Load-deflection curve for the samples of post-

tensioned industrial sheds by steel tendons 

 

 

tension force is more effective in the SMA tendons 

rather than the steel tendons. 

According to Table 3, samples No. 1 and No. 3 are 

reinforced with shaped memory tendons with 10kN and 

40kN post-tensioning forces, and samples No. 10 and 

No. 12 are reinforced with steel tendons with 10kN and 

40kN post-tensioning forces, respectively. Based on the 

results, it can be seen that the maximum deflection 

created in No. 1 and No. 10 samples is 45.5cm and 

20.4cm, respectively. Tthese values for samples No. 3 

and No.12 are 56.8cm and 20.5 cm, respectively. As can 

be seen, in the general case, the use of SMA tendons 

increases the equivalent stiffness of the structure and 
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thus reduces the maximum deflection and deformation 

created in the structure. The remarkable result is that the 

effect of SMA tendons on the reduction of steel frame 

deflection increases with an increase in post-stress 

force. For example, the use of SMA tendons for post-

tension forces equal to 10kN and 40kN increases the 

performance of using the post-tensioning method by 

73% and 83%, respectively, compared to similar 

samples of steel tendons. 

 

 

4. CONCLUSIONS 

 

The current study examined the effect of post-

tensioning on an industrial shed using local post-

tensioning technology and SMA steel tendons. 

Response surface methodology and design of 

experiments methods with D-optimal designs were used 

for the selection of effective parameters. The 

experimental results on post-tensioned I-shaped beams 

with steel rebars were used for validation. The FE 

model was employed to predict the behavior of I-shaped 

steel beams with reasonable accuracy at a maximum 

error of less than 10%. The obtained results of the 

present work indicated that the external post-tensioning 

method significantly increased the load-carrying 

capacity of an industrial shed. The SMA tendons 

increased the equivalent stiffness and decreased the 

maximum displacement of the structure. They also 

caused greater improvement in the performance of the 

structure rather than the steel tendons. The SMA 

tendons produced a two-fold increase in the load-

carrying capacity in comparison with steel tendons 

under equivalent conditions. The steel and SMA 

tendons increased the maximum load capacity of the 

frame 36% and 60%, respectively. The geometric 

characteristics and applied post-tension force affected 

the performance of the steel industrial sheds. An 

increase in the element diameter or post-tension force 

significantly increased the load-carrying capacity of the 

sheds. The use of local post-tensioning can improve the 

performance of structures, decrease the weight of the 

structure, and also is more cost-effective. 
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Persian Abstract 

 چکیده 
بزرگ را تحمل نمایند. در اعضای متشکل از این مصالح،   های تغییرشکل  توانندمی  بوده و  با عملکرد تابع شرایط اعمال بار و تغییرشکل  مصالحی  شکلی،  دارحافظه  آلیاژهای

با اولیه  تغییرشکل،  ایجاد کننده  تنش  رفتن  بین  از  عضو    فولادی   هایسازه  پایداری  و  رفتار  بهبود  و  تقویت  برای  شکلی  دارحافظه  آلیاژهای  از.  گرددبر می  خود  به حالت 

های های فولادی و میلهاستفاده از میله  با  فولادی  دار شیب  قابهای  باربری  ظرفیت   افزایش   به منظور  موضعی  کشیدگی   پس  اثر  بررسی   به  حاضر  در مطالعه.  شودمی  استفاده

دار فولادی  شیب  قابهای  باربری  ظرفیت  و   خمشی  مقاومت  بینی   پیش  برای  آباکوس  افزار  نرم  از  منظور،  این  به.  پرداخته شده است  شکلی  دارحافظه  ساخته شده از آلیاژهای

تاثیر  با  شده  تقویت مطالعه حاضر،  در  است.  شده  استفاده  نوع مصالح،  نیروی  و  قطر  این دو  بهپس  مقدار  اعمال شده  تاندونمیله  تنیدگی  و  از  هایهای فولادی   متشکل 

  موثر  روشی  شکلی،  دارحافظه  آلیاژهای  هایتاندون  از  استفاده  با  تنیدگی خارجیپس  که  دهدمی  حاصل نشان  نتایج.  قرار گرفته است  مورد بررسیشکلی    دارحافظه  آلیاژهای

  باربری  درصدی در ظرفیت  60  و  36  افزایش  به ترتیب باعث  دارحافظه  آلیاژهای  های تاندون  و  فولادی  هایمیله.  است   دار فولادیشیب  بهایقا  باربری  ظرفیت  افزایش  برای

 گردد.قابها می تنیدگی موضعی سبب کاهش وزن شوند. همچنین استفاده از پسمی تنیدگی موضعیپس با دار فولادی شیب بهایقا بهبود عملکرد و قابها
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A B S T R A C T  
 

 

Productivity and heat transfer in the stepped solar still by varying the glass cover angle and steps height 

were numerically investigated. In order to obtain the productivity and heat transfer coefficient, mass, 

momentum, energy, and diffusion equations were applied for simulating the distillation process. Further, 
the numerical simulation validated by existed experimental data. Simulation results indicated the highest 

freshwater production in comparison with experimental set up condition, which is at the step height 4cm 

and glass cover angle 60.23◦, belongs to the step height of 5.5cm with 1400 mL/m2h,  namely 91⁒ 
increase and much less for the step height of 1cm with 350 mL/m2h, namely 52⁒ decrease. Most increase 

in Nusselt number obtained for the angle of 55◦ with Nu=12.03 with 29⁒ increase and much less for the 

angle of 65◦ with Nu=8.16 with 12⁒ decrease. In addition, most and less variation of the heat transfer 
coefficient obtained for the step height of 5.5cm with hc=4.04 W/m2 K, with 39⁒ increase and for the 

step height of 1cm with hc=2.18 W/m2 K,  with 24⁒ decrease, respectively.  

doi: 10.5829/ije.2022.35.01a.23 
 

 

NOMENCLATURE 
C concentration [k mol / m3] Greek Symbols 

Cp specific heat [kJ/kg K] β thermal expansion factor[1/K] 

D molecular diffusion coefficient [m2/s] β٭        species expansion factor [m3/k mol] 

g gravity [m/s2] ΔT      difference between water and glass[K] 
H mean distance between water and glass [m] φ         relative humidity 

h heat transfer coefficient [W/m2 K] ω         humidity ratio 

k thermal conductivity [W/m K] μ          dynamic viscosity [kg/m s] 
L length [m] ρ          density [kg/m3] 

ṁ productivity [mL/m2 h] Subscripts 

Nu Nusselt number a air 

P absolute pressure [Pa] c         convection 
Ra Rayleigh number g         glass 

T temperature [K] i          diffusive species index 

u x axis velocity [m/s] l          left 

v y axis velocity [m/s]  m        mean temperature 

x direction n         normal direction 

x′ parallel direction with glass r          right 
Y mass fraction of water in wet air sat       saturation 

y direction w         water 

 
1. INTRODUCTION1 
 

There are two potential in the solar irradiation, i.e. its 

light and heat. The sunlight can be converted into 

 

*Corresponding Author Institutional Email: assari@ jsu.ac.ir (M.R. 

Assari) 

electrical power by means of photovoltaic (PV) modules 

[1-5]. Moreover, its thermal energy can be also used to 

produce electricity by solar thermal power plants [6, 7]. 

Besides, the thermal energy of sun also can be utilized 
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directly for thermal objectives, e.g. in solar chimney [8, 

9], air heating [10, 11], solar dryers [12, 13], solar water 

heaters [14-16]. Another interesting applications of the 

solar heat is solar desalination, which is studied in this 

study. Providing potable water which is a serious 

challenge these days; although oceans and seas cover 

about 70 percent of earth, however, most are salty and not 

suitable for consumption, not only for drinking even for 

farming. Scientist and engineers proposed various 

method for purification of water, most common method 

is reverse osmosis. Some of the methods have advantages 

and disadvantages which were discussed by researchers 

and could be found in the literatures [17-19]. Since most 

water treatment methods use considerable amount of 

energy and subsequently electricity, therefore using 

renewable energy such as solar energy, seems more 

reasonable and promising. Many experimental and 

numerical researches were reported in this field. Most 

recent work to be continued these days and some of the 

related ones will be reviewed here. de Paula and Ismail 

[20] numerically investigated on heat and mass transfer 

on an inclined solar still. Their results indicated that for 

high Rayleigh numbers an increase in cavity inclination 

causes the Nusselt and Sherwood numbers and the 

condensation rate to increase. Kabeel et al. [21] reported 

a comprehensive review article about tubular solar still 

and the advanced design techniques in tubular solar still 

which aimed to improve the yield of stills. Gazar et al. 

[22] showed that the fractional model has more accuracy 

compare with the classical model and hybrid nanofluid 

rises daily productivity by 27.2% in summer and 21.7%, 

in winter compare to the still without the nanofluid. 

Hedayati et al. [23] studied on the exergy performance 

evaluation of basin type double slope solar equipped with 

PV/T collector. The PV/T collector improves the 

freshwater production during the sunshining hours of the 

day by preheating the saline water and utilization of 

phase change material (PCM) makes it possible to 

produce freshwater at the night. Khalilmoghadam et al. 

[24] investigated on a system of energy recovery using 

PCM and pulsating heat pipe. Their result showed an 

increase in productivity also decreases cost per liter of 

water. Sivaram et al. [25] studied on the effect of external 

condenser on the stepped solar still to improve 

productivity. Their results have shown an increase in the 

overall efficiency of still by 10.6% in summer and 12.2% 

in winter. Higher performance was observed in winter 

than summer when the passive external condenser was 

added with the stepped evaporator and found inverse for 

the stepped solar still without condenser. Bouzaid et al. 

[26] numerically analyzed the thermal performances for 

a cascade solar desalination still with baffles on basins. 

The performance of the still investigated and compared 

with the ordinary model; the results indicated that the 

design allows an increase in the production. Rahbar and 

Esfahani [27] estimated productivity of single slope solar 

still numerically and their results compared with 

experimental data. Rahman et al. [28] studied 

numerically triangular solar collector based on double 

diffusion natural convection model and achieved local 

and average heat and mass transfer coefficient using 

dimensionless numbers. El-samadony et al. [29] 

investigated on influence of glass cover inclination angle 

on radiation heat transfer rate within the stepped solar 

still and presented a theoretical analysis of the radiation 

heat transfer rate inside the stepped solar still. In addition, 

radiation shape factor between the hot saline water and 

glass cover for the stepped solar still computed. It was 

found that the influence of the radiation shape factor on 

the thermal performance predictions is significant. Most 

experimental works indicated minimum depth of water in 

the basin lead to more efficiency of solar still. Stepped 

solar stills by providing maximum cross section and 

minimum depth and less chamber volume in comparison 

with one basin solar still with one or double slope are 

more desirable for more productivity. Gawande et al. [30] 

studied on the shape of absorber surface and performance 

of the stepped type solar still by utilizing convex, 

concave absorber instead of flat absorber and indicated 

increase in the productivity of 57⁒ and 29⁒, respectively. 

The effect of tilt angle on the productivity of a solar still 

was experimentally studied by Cherraye et al. [31]. The 

experiments were performed in arid climate of Ouargala 

city, Algeria. Different angles of 10˚ to 45˚ were tested. 

As results, it was reported that the inclination angles of 

20˚ for summer and spring, and 30˚ for autumn and 

winter, were the optimum values. Ashtiani and Hormozi 

[32] studied the stepped solar still based on entropy 

generation, their results indicated that the number and 

height of the stepped were effective parameters for 

irreversibility and entropy generation. The effect of 

different environmental parameters and operational 

parameters on the system productivity were discussed, 

e.g., the decrease in humidity increases the productivity, 

the wind velocity significantly reduces the (Ti–To) 

difference temperature, which adversely affects the 

productivity of the system, and the cloud coverage affects 

the solar radiation intensity. 

Present study aims to demonstrate numerical 

simulation with some modifications on the reported 

theoretical study. The reported theoretical study was 

mostly based on the experimental measurement. Hence, 

obtaining experimental data requires lots of time and 

expensive setup in terms of cost and operation. 

Obviously changing in the experimental setup is another 

problem for optimizing of solar still performance, 

contrary the numerical method has not any of this 

hardship. However, in the presented method only 

temperature is the main input value that one needs and 

the rest such as mass fraction of water vapor in air can be 

obtained from psychrometric chart or using some 

reported correlation. To the best of the authors 

knowledge numerical study on the stepped solar still for 

estimating the productivity, heat transfer coefficient and 

Nusselt number have not yet fully been investigated. In 

this research, after comparing the proposed numerical 
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simulation with the reported experimental and theoretical 

study, the geometry optimization by varying the glass 

cover angle and steps height were reported. Therefore, 

this study soughts various and possible scheme to 

increase the productivity of freshwater in the stepped 

solar still by changing the geomety and seeking the 

thermal behavior and consequently productivity to 

achieve maximum and optimal production. 

 

 

2. MODELING 
 

Consider solar still is in equilibrium condition with an 

ambient and since there is, no external force such as 

pump and blower use in the passive solar, only natural 

convection occurs in the solar still cavity. Two-

dimensional steady state governing equations on the 

moist air inside cavity, mass, momentum, and energy 

conservations are [33, 34]: 
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Equation (5) can be rewritten as Equation (6): 
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iY is mass fraction of water vapor in wet air i

i(Y )
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and the relation between density and concentration is 

i

i
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= and 

iJ defines by Equation (7): 

i w a i i
ˆ ˆJ D i Y j Y

x y
−

  
= − + 

  
 (7) 

Equations can be solved simultaneously for velocity, 

temperature, and concentration of water vapor. The 

boundary condition for velocity, temperature, and 

concentration are: 

For cover glass: 

g
g i g T T , 100%

u v 0,T T ,Y Y
= =

= = = =


 (8) 

For steps basin: 

w
w i w T T , 100%

u v 0,T T ,Y Y
= =

= = = =


 (9) 

For other walls: 

iYT
u v 0

x x


= = = =

 
 (10) 

Note that for the concentration value in boundaries, 

Psychrometric chart was used in φ=100⁒ and then the 

mass fraction in specific temperature defined as follows: 

iY
1


=

+
 (11) 

which ω is the specific humidity and one can use: 

sat

sat

P
0.622

P P


=

−
 (12) 

Numerically solving above equations and using 

temperature and concentration profile, one can obtain the 

productivity of solar still and Nusselt number as follows 

[27,35]: 

gL

w a i

g 0 g

3600 D Y
m dx

L y

−−  
=


 (13) 

gL

g w g 0 g

H T
Nu dx

L (T T ) n

− 
=

− 
 (14) 

The convective heat transfer coefficient could be 

calculated using definition as [36]: 

c

Nu k
h

H


=  (15) 

 

 
3. DESIGN GEOMETRY AND SIMULATION 
PROCEDURE 
 

Two-dimensional geometry of solar still which was used 

by Kabeel et al. [37] has been used for comparing the 

trend which is shown in Figure 1. 

Step 1 has 10cm length and steps 2, 3, 4, each one has 

12.5cm. Also, the offset height of each step increases 

4.5cm. Front side length is 4.4cm and back side is 15cm. 

All walls are considered in the adiabatic condition except 

the top cover (glass) and steps (water surface). In this 

simulation, the air is assumed completely humid φ=100% 

and the properties are shown in Table 1. Moreover, the 

maximum solar radiation of 1050 W/m2 was assumed 
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Figure 1. Sketch of stepped solar still geometry 

 

 

and can be found in literature [37]. In this study, back 

side, H1=15cm, front side, Hr=4.4cm, step1 length 10 cm, 

step 2, 3, 4, 5 length 12.5cm, step height 4cm, edge height 

0.5 cm, and depth 200 cm were taken and temperatures 

variation were shown in Table 2.   
 

 

4. SOLUTION PROCEDURE AND MESH 
INDEPENDENCY 
 

Since this is an internal flow case, Rayleigh number can 

be determined as: 

( )2 3

p l r
g c H T H H

Ra , H
k 2

   +
= =


 (16) 

where Hl and Hr are the length of front and back side, 

respectively. By substitute the physical parameters in the 

above equation the Rayleigh number obtained to be less 

than 108; therefore, the flow regime is laminar in this 

study. SIMPLE algorithm was used for pressure-velocity 

coupling. Besides, PRESTO scheme was suitable and 

used for pressure interpolations due to the natural 
 

 

TABLE 1. Properties of humid air [35] 

Quantity Expression, T (oC) 

Specific heat, Cp 
999.2+0.1434xTm+1.101x10-

4xTm
2-6.758x10-8xTm

3 

Density, ρ 353.44/(Tm+273.15) 

Thermal conductivity, k 0.0244+0.7673x10-4xTm 

Viscosity, υ 1.718x10-5+4.62x10-8xTm 

Expansion factor, β 1/(Tm+273) 

Species expansion coefficient, 

βc 
[Ma/Mv-1]/ρ=0.513 

Diffusion coefficient, Da-w 
0.26x10-4 x (101.325/P) x 

(T/298)3/2 

 

 
TABLE 2. Thermal condition and geometry parameters used [37] 

Case 1 2 3 4 

Time 12 pm 13 pm 14 pm 15 pm 

Tw(oC) 76 74 74.5 67 

Tg(
oC) 46 44 43 41 

convection vortices in the solar still. The momentum, 

energy, and species equations were discretize using 

second-order upwind scheme [38]. The discretized and 

linearized equations were solved by iterative method and 

the convergency criterion was 10-7 for all equations 

except for continuity equation, which was 10-4. After 

convergency hourly productivity per unit area, Nusselt 

number, and convective heat transfer coefficient were 

determined. Figure 2 shows the implemented meshing 

which was tetrahedral and structured. Table 3 shows 

effect of mesh elements and nodes on the Nu, 

productivity, and heat transfer coefficient and in Figures 

3 and 4 the simulation results by changing in the number 

of mesh are shown. 

Further the simulation results compared with the 

reported experimental data and theoretical analysis [36] 

are shown in Figure 5 and Table 4. As shown in figure 

and table, the maximum productivity errors between this 

simulation and for the reported experiment is 30% and 

for the theoretical method is 13%. Therefore, this 

simulation indicates similar trend, however the reported 

study uses mostly experimental data. 

 

 

4. PARAMETRIC STUDIES 
 

Simulations were obtained as stated in Table 2 for 12:00 

p.m. Velocity profile inside the solar still chamber is 

 

 

 
Figure 2. Meshing 

 

 
TABLE 3. Number of mesh elements 

Number of 

mesh 

elements 

88783 131752 193388 253538 340983 365955 

Number of 

mesh nodes 
89910 133132 195036 255415 343160 368205 

Nusselt 

number 
10.5 10.1 9.9 9.74 9.83 9.81 

Productivity 

[mL/m2hour] 
805 795 790 760 735 732 

Heat transfer 
coefficient 

[W/ m2 K] 
3 2.94 2.87 2.85 2.81 2.8 
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Figure 3. Heat transfer coefficient between water surface 

and glass vs mesh number 

 

 

 
Figure 4. Nusselt and productivity vs mesh number 

 

 

 
Figure 5. Productivity this simulation with experimental and 

theoretical reported model [37] 

TABLE 4. Comparison of  productivity for this simulation with 

the reported experiment and modeling [37] 

Time 12 pm 13 pm 14 pm 15 pm 

Productivity of 

experiment [37] 

(mL/h.m2) 

900 870 800 690 

Productivity of 

modeling [37] 

(mL/h.m2) 

1000 960 910 770 

Error with exp. (%) 11 10 14 12 

Productivity of this 

simulation (mL/h.m2) 
732 602 570 540 

Error with exp. (%) 19 31 29 22 

 

 

shown in Figure 6. Since the temperature of steps is more 

than glass temperature as expected, a natural heat transfer 

convection occurs inside solar still. 

Figure 7 shows the temperature profile and 

circulation of the fluid inside the solar still. All big 

vortexes in the figure are counter clockwise and 

physically satisfy the thermal condition in the solar still 

because the glass cover has lower temperature than mean 

temperature of the humid air. 

Figure 8 depicts the water vapor fraction contour. As 

one knows from thermodynamic point of view that the air 

with higher temperature has capability for mixing with 

much more amount of water vapor and for this reason the 

mass fraction of water near the steps are more than glass 

surface. 

 

 

 
Figure 6. Velocity profiles inside the stepped solar still 

 

 
Figure 7. Temperature profile inside the solar step 
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Figure 8. Water vapor mass fraction profile inside the solar 

still 

 
 
5. EFFECT OF VARIATION OF GLASS COVER ANGLE 
 

In Figure 4 the experimental model glass cover angle was 

reported 60.23◦; therefore, simulations were extended and 

preformed for different angles, i.e. 55◦, 57◦,62◦, and 65◦. 

It can be seen from Figure 9 that velocity profiles vary 

significantly by changing the angles. since the natural 

convection is the most important phenomenon in the 

passive solar stills, variation in the productivity, Nusselt 

number, and heat transfer can be expected to be 

significant. Figure 10 shows the productivity and Nusselt 

number in terms of glass angle. Increase in the 

productivity and decrease in the Nusselt number were 

observed and their quantitative values are given in Table 

5. 

 

 

 

 

 

 
Figure 9. Velocity profile in solar still for different angles 

 

 

 
Figure 10. Nu & productivity vs angle of head 

 

 
TABLE 5. Nusselt number and productivity vs variation of 

angle of the head 

Angle of the head in degree Nu Productivity (mL/m2 h) 

55 12.03 550 

57 10.9 568 

60.23 (Exp. model [37]) 9.3 732 

62 8.7 818 

65 8.16 1250 
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Figure 11 shows the heat transfer coefficient and 

mean distance between steps and glass versus angle of 

the head. As shown in the Nusselt number in the figure 

with decreasing trend, heat transfer coefficient increases 

by increasing angle of the head. 

Similarly, Table 6 indicates values of the heat transfer 

coefficient and mean distance between steps and glass 

beside their variations versus angle of the head changes. 

As can be seen by decreasing the angle value, the mean 

distance between steps and glass (H) increases and heat 

transfer coefficient decreases and vice versa. 

Another fluid flow property which variation of that 

offer meaningful relation with productivity and heat 

transfer, is vorticity of fluid flow. Figure 12 shows 

vorticity versus variation of angle of the head or the glass 

cover angle. Productivity, convective heat transfer 

coefficient and vorticity all have incremental trend by 

increasing angle, also one can notice from figure, which 

the bigger angle of the glass cover causes smaller 

chamber of solar still and then more vortex to be able to 

form. In general, by increasing the glass cover angle of 

solar still, the chamber became smaller and more 

vortexes appeared and these vortexes lead to enhance the 

heat transfer and productivity. 

 
 

 
Figure 11. Heat transfer coefficient and mean distance 

between steps and glass (H) 

 

 
TABLE 6. Heat transfer coefficient and mean distance between 

steps and glass (H) versus angle of the head 

Angle of the head in 

degree 

Heat transfer 

coefficient [W/m2 k] 
H(cm) 

55 2.71 13 

57  2.72 11 

60.23 (Exp. Model [37])  2.8 9 

62 2.9 8 

65 3.36 7 

 

 
Figure 12. Vorticity vs angle of the head of solar still 
 

 

6. EFFECT OF HEIGHT OF STEPS 

 

Figure 13 shows for steps height of 1 to 5.5cm and 

compares to experimental model [37], which is 4cm. 

With increasing the step height, the cavity of solar still 

becomes smaller and as expected smaller chamber gives 

better heat transfer and also more productivity. As seen 

in figure, the velocity profiles are very different with 

respect to either experimental model (Figure 6) and each 

other. 
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Figure 13. Velocity profile in solar still for various step 

height of (a) 1 cm, (b) 2 cm, (c) 3 cm and (d) 5.5 cm 
 

 

Figure 14 shows the Nusselt number and Productivity 

for the above cases. As seen in figure, by increasing the 

steps height, the productivity increases and the Nusselt 

number decreases. This behavior caused by creation of 

vortexes and decrease mean distance between the steps 

and glass simultaneously. Table 7 illustrates the 

quantitate values and variation of them. Further, the 

convection heat transfer coefficient and the mean 

distance between steps and glass (H) plotted versus the 

steps height and are shown in Figure 15. 

 

 

 
Figure 14. Nusselt and productivity vs steps height of solar 

still 

TABLE 7. Nusselt number and productivity for various step 

height 

Step height (cm) Nusselt number 
Productivity 

(mL/m2 h) 

1 11.34 350 

2 10.33 420 

3 10.1 660 

4 (Exp. model [37]) 9.07 732 

5.5 8.5 1400 

 

 

 

 
Figure 15. Heat transfer convection and mean distance 

between the steps and glass (H) 

 

 

Their quantitative values for each case are shown in 

Table 8. Vorticity of fluid in this case, is shown in Figure 

16 and it can be seen that like productivity and hc have 

incremental trend by increasing the step height and this 

behavior is due to smaller space for wet air circulation. It 

means the vortexes on the steps must have more variation 

in their path direction and this variation lead to more heat 

and mass transfer. Hence, the productivity and hc increase 

by increasing the step height and vice versa. 

 
 

 

TABLE 8. Heat transfer coefficient and mean distance between 

steps and glass (H) for various step height 

Step height (cm) 
Heat transfer coefficient 

[W/m2 K] 
H (cm) 

1 2.18 15 

2 2.29 13 

3 2.8 11 

4 (Exp. model [37]) 2.9 9.07 

5.5 4.04 6 
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Figure 16. Vorticity variation vs step height of solar still 

 

 
7. CONCLUSIONS 

 
In this study, numerical simulation was performed on the 

stepped solar still to estimate the productivity and heat 

transfer criteria. For this purpose, mass, momentum and 

energy equation with species transport equation solved 

simultaneously, then by using mass fraction and 

temperature profiles and also Equations (13) and (14) 

productivity and Nusselt calculated. After validating the 

trend between this simulation with the reported 

experimental data and theoretical model, the variation in 

the geometry, the productivity and heat transfer 

coefficient were investigated. Results shows heat transfer 

and productivity extremely affected by change 

geometrical parameters which here discussed about glass 

cover angle and step heights. Some significant results 

which obtained are as follow: 

• Geometry is one of the main factors in the 

productivity; the less space in solar still is 

equivalent to more productivity and vice versa. 

Therefore, based on this simulation by changing in 

the angle of the head of solar still, the productivity 

increases up to 70% and reaches to 1250 mL/m2h 

and by variation of the step’s height increases up to 

91% and reaches to 1400 mL/m2h. It was shown that 

the step height variation is more efficient in 

productivity because it gives higher increase in the 

productivity. 

• Nusselt number unlike heat transfer coefficient 

decreases with decreasing solar still cavity volume 

and vice versa. Simulation indicated for up to 57◦ 

cover angle, the Nusselt decreased and heat transfer 

coefficient (hc) significantly increased. The heat 

transfer coefficient varies from 2.72-3.36 W/m2 K, 

Nusselt from 10.9 to 8.16. Hence, there should be 

an optimum point and needs more investigation. 

• Nusselt number varies as the solar still geometry 

changes, this variation is having reverse effect with 

hc and direct effect with mean distance between 

water and glass (H). The largest Nusselt was 

obtained is 11.34 for H=15cm and the least Nusselt 

is 8.5 for H=6cm. 

• The maximum freshwater production occurs for the 

step height of 5.5cm which was 1400 mL/m2h. 

Therefore, due to the experimental restrictions for 

changing the angle of glass cover, it is better to use 

this parameter to enhance the productivity. 

• It was noticed that anywhere the vorticity increases, 

the heat transfer coefficient and the productivity 

increase too. Therefore, a physical conclusion can 

be inference from this numerical calculation is that 

vortexes are the main mechanism that affected on 

the heat transfer and productivity. 
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Persian Abstract 

 چکیده 
ها مورد بررسی قرار گرفته  وری و انتقال حرارت در آب شیرین کن خورشیدی پلکانی با تغییر زاویه پوشش شیشه و ارتفاع پلهی بهره  ای عددی در حوزهدر این مقاله، مطالعه

 یساز  هیشب  جیشده است. نتا  دییموجود تا  یتجرب  ی با داده ها  یعدد  یساز  هیشب  ن،یعلاوه بر ااست. بدین منظور از معادلات پایستگی جرم، حرکت، انرژی و انتشار استفاده شد.  

درجه است، متعلق به    60.23  یا  شهیپوشش ش  ه یمتر و زاو  ی سانت  4که در ارتفاع پله    ی شیاآزم  یراه انداز  طی با شرا  سهیدر مقا   ن یر یآب ش  دیتول  زان یم  ن یشترینشان داد که ب

درجه    52  یعنی،  ساعت برمترمربعتریل  یل یم  350متر با    یسانت  1ارتفاع پله    یکمتر است. برا  اریدرجه و بس  91  شیافزا  یعنی  h 2mL/m  1400  متر با  یتسان  5.5ارتفاع پله  

  بدست   ⁒ 12  شبا کاه  Nu=8.16با    درجه  65  ه یزاو  یکمتر برا  بسیار  و  ⁒29  شیبا افزا   Nu=12.03با    درجه  55 هیزاو  یعدد ناسلت برا  شیافزا  ن یشتری. بابدی  یکاهش م

ch 2.18=متر با    ی سانت  1ارتفاع پله    یو برا  شافزای  ⁒ 39، با  K2=4.04 W/mchمتر با  یسانت  5.5ارتفاع پله    ی انتقال حرارت برا  بی ضر  ر ییوکمتر تغ   نی شتریب  ن،برای  علاوه.  آمد

K2W/m افتی کاهش ⁒24، با . 

 

https://doi.org/10.1016/j.desal.2011.12.023
https://doi.org/10.1016/j.desal.2011.12.023
https://doi.org/10.1016/j.desal.2008.06.024
https://doi.org/10.1016/j.desal.2008.06.024
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A B S T R A C T  
 

 

Shallow stiffened footing, in particular the Vierendeel typology, are considered as a design techniques 

for structures on expansive soils which have proven their success as challenging solutions; combining 

economy and safety. The current study is investigating an analytical model for preliminary design of 
strip footings for light structures on expansive soils, in particular the Vierendeel beam. The developed 

model is used to calculate, through soil–structure interaction analysis, the algebraic expressions for the 

bending moment and the footing displacement at any point on the footing. The method is based on a 
simplification of the clayey ground reaction (Pi) and structure geometry and is derived from an 

integration of the beam-on-Winkler mound equation. The analytical model is then used to assess the 

effect of the structure loads on the contact state between the structure and the clayey ground (full or 
partial contact) as well as the impact of this contact state on the value of the maximum bending moment 

inside the beam. The results underlines the influence of the construction load on the contact state between 

the foundation and the swelling soil. The results shows that the bending moment in the footing strongly 

depends on the contact state between this footing and the clayey ground. 

doi: 10.5829/ije.2022.35.01a.24  
 

NOMENCLATURE 
Pi  Soil Pressure (KPa) ∆  Permissible deflection of the footing (m) 

y 
Free-field soil movement (assumed to occur in the absence of the 

footing) (m) 
L  Footing length (m) 

Y  Maximum soil swell (m) C   
Detachment index, which is defined as the ratio of the 
footing length in contact with the soil to the total length of 

the footing (0 ≤ C ≤ 1) 

f  Footing deformation (m) E  
Young's modulus of the material constituting the beam 
(KPa) 

k  Soil swell stiffness (KPa/m) I  Quadratic moment of inertia of the cross section (m4). 

 
1. INTRODUCTION1 
 

Since engineers realized that special precautions are 

required when building on expansive soils, many designs 

of foundations have been developed in an attempt to 

overcome the negative impact of swelling soils [1-3]. 

These usually consist of methods that avoid expansive 

soil layers and load the building onto an underlying stable 

layer [4]. Shallow stiffened footing, as Vierendeel ones, 

are also widely used and can be laid directly on expansive 

soils because of their structural capacity to resist the 

expansive movement of the ground [5-7]. 

 

*Corresponding Author Email: zineb.farid@gmail.com (Z. Farid) 

Actually, due to its simplicity of construction, 

shallow stiffened footing are considered to be, in many 

cases, a better cost saving solutions compared to the pile-

beam foundation system, especially for lightweight 

structures such as one and two-story residential and 

commercial buildings as noted in literature [8, 9]. 

According to the classification of the Moroccan Guide on 

design measures for foundations in the North of the 

Kingdom, a shallow stiffened footing is the best solution 

for structures built on expansive soils in morocco and 

over the world. It ensures a high to very high level of 

protection to the buiding against the differential heave of 

the foundation subsoils. Negative impacts are avoided or, 
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at least, reduced to low cracking of the building, hardly 

visible on the outside and easily repairable. 

However, while the design of a pile-beam foundation 

may be based on conventional procedures well 

established in soil mechanics [10], the design of stiffened 

footings continues to be a major problem in the field of 

expansive soil mechanics. It is due to considerable 

complexity in quantifying precisely the behavior of a 

swelling soil, and modeling of the structure which 

interacts with this soil movement. This is so difficult that 

many codes of practice for the design of slabs, such as the 

Israeli draft code [11], deliberately avoid giving firm 

recommendations for the design of shallow reinforced 

footings. Most commonly, strip footings are designed 

from experience [8]. 

The objective of this paper is to develop an analytical 

model for calculating  a strip footing, Vierendeel type, 

resting on a soil mass subjected to swelling movements. 

The developed model presents theoretical solutions for 

deflection and moment along the strip, taking into 

account the phenomenon of clay soil-structure 

interaction. Althoug it involves a number of 

simplifications, e.g. it considers a uniform section strip 

and assumes that the shape of the soil movement profile 

beneath the building can be predicted, the method 

presented herein should provide a basis for preliminary 

design of strip footings on expansive soils.  

The building’s mechanical behaviour is modeled 

using Euler–Bernoulli beam theory, and the soil’s 

behaviour is modeled with a Winkler approach. The 

focus of this study is on the simplification of the swelling 

soil reaction expression Pi(x) under the building. Indeed, 

the literature review revealed a lack of simplified and 

practical models for determining the reaction of 

expansive ground along the soil-structural contact 

surface from the results of simplified laboratory tests. 

The existing soil – structure interaction models for 

expansive soils are mostly based on experimental, 

sometimes heavy, test results [12-14]. and require 

complex numerical methods by using finite element 

modeling software [5, 15, 16]. 

Therefore, the challenge is to use the proposed model 

to investigate two fundamental questions for the 

understanding of the complex behavior of the swelling 

soil-structure system and yet very limited studies exist in 

the literature: 

❖ Effects of applied load on the contact state 

between the footing and the clayey ground (full or 

partial contact). This aspect is little explored in the 

scientific literature [5, 8-17]. 

❖ The impact of this contact state on the design of 

the foundation especially on the value of the 

maximum bending moment inside the footing which 

is an original part of this work. 
This analysis is carried out through a case study of a 

shallow foundation placed superficially on swelling clay 

soil in Ouarzazate city, located in the south of Morocco 

and subjected to different loading (w) cases (w = 30 KPa, 

50 Kpa, 100 Kpa, 150 Kpa and 200 KPa) . 

 

 

2. MATERIALS AND METHODS 
 

In the current study, the behavior of the expansive soil-

structure system is modeled using the concept of beam on 

swelling dome proposed by Chen [5],  

The most frequent situation of shallow foundations on 

swelling soils will be examined in this work, namely the 

swelling of the soil under the center of the foundation 

(central heave).  

 In order to take into account, in this model for the 

worst-case scenario, the foundation seating depth is taken 

equal to zero. 

The principles of the resistance of materials are used 

to calculate the foundation. The equations for this 

problem are based on the balance of forces involved; 

principle of action and reaction. 

The study of soil behavior is carried out using the 

techniques of soil mechanics. 

For the iterative calculation of the parameters “C” and 

“a” (defined in section 4.2. of this paper) of the model 

presented below, an algorithm has been developed, using 

the Python language. 

The graphical representations are obtained using 

autoCAD and Excel software. 

 

2. 1. Description of the Model         Figure 1 shows the 

distance under a building undergoing suction variations 

caused by humidification of the clayey soil under the 

effect of a water source located at a depth H below the 

middle of the foundation.   

This change in suction content (Figure 1) leads to a 

differential settlement of the building and the ground 

between the center and edges (illustrated in Figures. 2a 

and 2b), and may in some cases lead to detachment of 

foundation from clayey ground (Figure 2b).  

The problem is to determine the distribution of 

swelling soil reaction under the building, beam deflection 

and bending moment along the beam for a specified 

distribution of «free-field» movements.  

The current study proposes to analyze the behaviour 

of a typical foundation, Vierendeel placed superficially 

on swelling clay soil. This variant consists of intersecting 

rigidified continuous beams. Each of these Vierendeel 

beams consists of two continuous members connected by 

vertical uprights (stiffening posts) embedded and thus 

forming a square mesh network (Figure 3). For building 

modeling, the plan of the structure can be divided into 

overlapping rectangles. So that in the current study, the 

analysis will be carried out on a rectangular dimensions 

of length (L) with fixed section, constant rigidity EI, 
 



250                                         Z. Farid et al. / IJE TRANSACTIONS A: Basics  Vol. 35, No. 01, (January 2022)   248-257                                                         

 

 

 
Figures 2. Simplified model for a soil–foundation 

interaction (a) Contact between soil and foundation              

(b) detachment of foundation from soil 

 

 

 
Figure 3. Outline of the Vierendeel type 

 

 

Young’s modulus E and tolerating a maximum 

admissible deflection ∆. 

In this work, the soil–foundation interaction is 

investigated by exploiting the model developped by  

Farid et al. [23]. The problem considered is shown in 

Figure 4, which is based on the following points:  

• The soil is assumed to be an isotropic, elastic half 

space and the variability beneath the building of the 

modulus of reaction, noted k is not considered. The 

behaviour of the expansive soil-structure system is 

modelled using the concept of beam on swelling 

dome proposed by Chen [5]. 

• To make the analysis general, the beam loading is 

modelled by a linear perimeter distribution W (KN / 

m) (wall loads), a linear distribution acting in the 

center of the building (partitions) P (KN / m) and a 

uniform distribution w (KPa) and a vertical 

distribution Pi(x) that corresponds to the swelling soil 

reaction under the building (Figure 4). For the 

modelling of the studied system, a linear 

representation is chosen for the soil reaction under the 

frame Pi (KPa).  

 

2. 2. Constitutive Equation of the Model and 
Resolution Procedure            As proposed by Winkler 

soil model [24], the expression of the ground reaction Pi, 

induced by the interaction between the swelling soil and 

the structure, is declined as follows:  

Pi= k (y-f)      (1) 

In the current study, the following expression of the soil 

reaction modulus k (KPa) determined from the swelling 

tests is retained :  

k = 
σa

y0−ya
 (2) 

where 𝜎𝑎 is the pressure applied to the test specimen,  𝑦0  

is the amplitude of the free swelling of the soil and 𝑦𝑎 is 

the amplitude of the swelling of the soil under the applied 

pressure 𝜎𝑎. 

The distribution along footing for the free 

deformation of soil, called “swelling domes”, is 

approximated by the Lytton equation [5, 15-18] as 

follows:  

y (x) =(
2x

L
)mY                                               (3) 

 

 

 

 
Figure 4. Definition of the building load, ground reaction and the building and ground deflections. For centre Heave (normal or dry 

season) 
 

Where “at” is a width of the active area and “Ht” is the active 

depth over which the suction variation is not negligible. 

Figure 1. Suction change under the center of the foundation 

(central heave) 
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The exponent “m” in Equation (3) is an empirical 

coefficient reflecting the form of the “Swelling dome”, 

which depends on the length of the foundation (L) and 

the depth of the active area of the clayey ground (H) 

(Figure 1) and takes values between 2 and 20. The 

following expression for the form factor “m” Equation 

(4), established by Mitchell [8] from analytical solutions 

of the steady state diffusion equation, is adopted in this 

study:  

m =1,5
L

Ht
 (4) 

Inspired by the models of Chen [5] and Mitchell [8] 

the expression for beam deformation is declined as 

follows: 

f(x) =(
2𝑥

𝐿
)𝑎 Δ                                              (5) 

In Equation (5), an exponent of this equation “a” is an 

integer. 

To model the soil-foundation system response, as a 

first approximation, the contact state between the ground 

and the foundation can be considered partial. 

At any point of intersection between the soil profile 

and the footing profile, the soil displacement equals the 

footing displacement. Equation (6) is used to ensure 

compatibility between y(x), f(x) and 𝛿0:  

With δ0 is the settlement at point x = 0 . 

f(x) = y(x) - 𝛿0 (6) 

Thereafter, the analysis will be limited to half of the 

beam due to the symmetry of the problem. Thus, the strip 

footing behaves like a console beam of maximum length 

L/2 and embedded at its origin x = 0.  

According to the principles of the resistance of 

materials, if the footing is in equilibrium, and has lost 

contact with the soil over a certain length of footing, then 

three simultaneous equations are established : 

1. In the final state, the superstructure loads must 

equal the soil forces over the length of footing in 

contact with the soil: 

∑ 𝐹= P + 
w∗L

2
+W = ∫ 𝑃𝑖(𝑥) 𝑑𝑥

𝐶𝐿/2

−𝐶𝐿/2
 (7) 

2. At any point x of the beam, the bending moment 

due to the external loads and soil reaction must equal 

to the bending moment corresponding to the 

curvature of the footing: 

M(x) = M(x)ext (8) 

3. The equation of the beam deflection is a second-

order differential equation that relates the vertical 

deflection f(x) and the bending moment M(x) in the 

x-abscised cross section: 

M(x) = − 
𝑬𝑰∗ 𝒅𝒇(𝒙)𝟐

𝒅𝒙𝟐  (9) 

4. Taking into account the relationship between the 

shear force and the bending moment (the Euler-

Bernoulli theorem): 

V(x) = 
𝒅𝑴(𝒙)

𝒅𝒙
 (10) 

The four equations can be used to determine the 

distribution of soil reaction along the length of footing in 

contact with the soil, thereby enabling the determination 

of the bending moment to permit a footing design. Figure 

4 shows the applied load (W, w and P), ground reaction 

(pi(x)) and the building deflection (f(x)). 

 
 
3. RESULTS 
 

The calculation of the swelling soil reaction Pi(x) under 

the building, induced by the interaction between the 

swelling soil (modeled by springs) and the structure at 

static equilibrium, can be obtained by applying the least 

squares method to the expression of the soil reaction Pi 

resulting from Equation (7). The result is declined as 

follows: 

Pi(x) = Pi max (
−𝟐

𝑪𝑳
𝒙 + 𝟏)  

With Pi max = k((𝐶)𝑚𝑌 −  (𝐶)𝑎𝛥 ).        
(11) 

where Pi max denotes the maximum value of the contact 

pressure of the swelling soil (the wettest zone) and C the 

detachment index. 

When there is detachment, the reaction of the ground 

Pi (x) is zero throughout. 

In a state of final equilibrium, the expressions of 

bending moment M(x), shear force V(x) and beam 

deflection are established by applying the relevant 

boundary conditions to Equations (7), (8) and (9). 

Equations (12) and (15) give the bending moment, 

Equations (13) and (16) give the shear force, Equations 

(14) and (17) give the footing displacement, wich when 

added to δ0 give the total footing movement:              

- For 0 ≤  x ≤  
CL

2
  (contact between the ground and 

the foundation) 

𝑀1(𝑥) =  
𝑏∗𝑃𝑖𝑚𝑎𝑥

3∗𝐶𝐿
𝑥3 + 𝑏 ∗ (

𝑤

2
−  

𝑃𝑖𝑚𝑎𝑥

2
) 𝑥2 +

  𝑏 ∗ (
(𝐶𝐿∗𝑃𝑖𝑚𝑎𝑥)

4
  −

𝑤𝐿

2
− 𝑊) 𝑥 +  𝑏 ∗ (

𝑤 𝐿2

8
+

 
𝑊𝐿

2
−   

 (𝐶𝐿)2𝑃𝑖𝑚𝑎𝑥

24
)  

(12) 

V1(x) = 
Pimax∗b

CL
*x2+b*(w-Pimax)x+ b*( 

CL∗ Pimax

4
−

wL

2
− W) 

(13) 

𝐟𝟏(𝒙) =
𝑏

𝐸𝐼
(

𝑃𝑖𝑚𝑎𝑥

60∗𝐶𝐿
𝑥5 − 

(𝑃𝑖𝑚𝑎𝑥−𝑤)

24
𝑥4 +

 (
( 𝐶𝐿∗𝑃𝑖𝑚𝑎𝑥)

24
  −

𝑤𝐿

12
− 

𝑊

6
) 𝑥3 + (

𝑤𝐿2

16
+ 

𝑊𝐿

4
−

  
(𝐶𝐿)2𝑃𝑖𝑚𝑎𝑥

48
) 𝑥2)  

(14) 

Wile for  
𝐶𝐿

2
 ≤  𝑥 ≤  

𝐿

2
   (loss of contact between the 

soil and the foundation) 
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 𝑀2(𝑥) =
𝑏∗𝑤

2
𝑥2 −  𝑏 ∗ ( 

𝑤𝐿

2
+ 𝑊) 𝑥 +  𝑏 ∗

(
𝑤 𝐿2

8
+

𝑊𝐿

2
)  

(15) 

𝐕𝟐(𝒙)= V1 (
CL

2
) + w∗ b ∗ (x −

CL

2
)  (16)                     

 𝒇𝟐(𝒙) =
𝑏

𝐸𝐼
(

𝑤

24
 𝑥4 − (

𝑤𝐿

12
+

𝑊

6
) 𝑥3 +  (

𝑤𝐿2

16
+

𝑊𝐿

4
) 𝑥2 −

(𝐶𝐿)3𝑃𝑖𝑚𝑎𝑥

192
 𝑥 − 

3∗𝑃𝑖𝑚𝑎𝑥

640
 (𝐶𝐿)4)  

(17) 

where W (KN/m) is a linear perimeter distribution (wall 

loads), w (KPa) is a uniform distribution of 

superstructure loads and Pi max is the maximum value of 

the contact pressure of the swelling soil given by 

Equation (11). Furthermore, L (m) is a footing length and 

C is the detachment index (0 ≤ C ≤ 1). 

 

 

4. APPLICATIONS 
 
For the purpose of this article, the results of the model 

developed above are used to investigate the influence of 

building load on the contact state between the clayey 

ground and the foundation first and then the impact of 

this contact state on the value of the maximum bending 

moment inside the beam. In this section, a reference case 

is defined. This case corresponds to a building 

characterized by a length L = 9 m and having an 

admissible deflection ∆ = 0.009 m. The loading system is 

reduced to an equivalent uniform load w (KPa) 

(corresponding to the building self-weight and the 

loading service). Several loading scenarios will be 

examined (w = 200 kPa, 150 KPa, 100 KPA, 50 KPa and 

30 KPa). The beam is considered placed on the surface 

(the most critical case) on a layer of soil of the city of 

Ouarzazate, south of Morocco. It is specified that the 

studied site is located north of Ouarzazat city, belonging 

to the High Atlas. The soil mass is characterized by a 

rigidity k (KPa / m), undergoing a maximum free 

swelling Y = 0.160 m (Figure 4) and a depth of the active 

zone Ht (m) under the effect of a water source located at 

a depth H = 0.5m beneath the middle of the foundation. 

 

4. 1. Effect of the Construction Loads on the 
Contact State between the Swelling Soil and the 
Foundation       In this section, the effect of the 

construction loads on the contact state between the 

swelling soil and the foundation is evaluated analytically 

using the method proposed by Farid et al. [17], wich is 

briefly recalled below: 
To decide whether there is full or partial contact, the 

following approach is suggested: 

• If the total structural load ∑ 𝐹sup is less than the 

value of the "Detachment Factor", which is estimated by 

Fd = 
𝐿𝑘

4
 (Y − Δ), then a theoretical loss of contact between 

the clayey soil and the foundation can be expected at x 

= 
𝐶𝐿

2
 . 

The surface rate engaged in the shallow footing - 

expansive soil interaction can then be equal to CL.  

• If not, no detachment occurs and C=1.  

Table 1 summarizes values of the soil reaction 

modulus k (KPa/m), for each value of the equivalent load 

of the structure w (KPa). The values of the parameter k 

are estimated from the results of oedometric laboratory 

tests carried out on samples of swelling soils taken from 

the experimental site which is the subject of this study 

(Figure 5), located in Ouarzazate city , by means of 

Equation (2). 

Once all parameters defining the "Detachment factor" are 

known, the prediction of the swelling soil/ foundation 

contact state can be made by comparing the respective 

values of the superstructure forces and the “Detachment 

factors” for different values of the uniform load w (KPa). 

The results are synthesized in Table 2. 

Thus, perfect soil - foundation contact is expected for 

structures with a load exceeding w = 166.7 KPa. A value 

for which the detachment factor and the superstructure 

forces take the same value Fd = Fsup = 750.1 KN/m. 

Thus, for less loaded structures (w = 150 KPa; 100 KPa; 

50 KPa and 30 KPa) partial separation would occur. 

 

4. 2. Deformations of the Soil-foundation System 
in the Final Equilibrium State           This analysis is 

extended below in order to determine the deformations of 

the soil-foundation system in the final equilibrium state 

as well as the extent of the soil-structure contact surface 

under different values of structural loads w (KPa). 
 

 

TABLE 1. Soil reaction modulus k (KPa) for different values 

of construction loads 

Construction 

loads w(KPa) 
w=200 w=150 w=100 w=50 w=30 

Soil reaction 
modulus k 

(KPa/m) 
2247.2 2142.9 2041 2000 2000 

 

 

 
Figure 5. Result of an oedometer swelling test, cited by 

Ejjaouani [7] 
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TABLE 2. Contact state between the foundation and the clayey 

ground according to the construction loads 

Uniform load w 

(KPa) 
200 150 100 50 30 

Superstructure 
forces (KN/m) F sup 

= 
𝒘∗𝑳

𝟐
 

900 675 450 225 135 

Detachment factors 

(KN/m) F d = 
𝑳𝒌

𝟒
 

(𝐘 − 𝚫) 

763.5 728 679.5 707.8 849.4 

Contact state 
No lift-

off 

Lift-

off 

Lift-

off 

Lift-

off 

Lift-

off 

 

 

To do this, the design parameters (m, C and a) which 

appear in Equations (3), (5), (14) and (17) are evaluated. 

Value of the form factor «m» The form factor “m” 

is evaluated for an active zone of depth Ht by Equation 

(4). To remain in conformity with the case treated by 

Ejjaaouani [9], the most critical case with an active zone 

depth Ht equal to 2.8 m (corresponding to a width of the 

active zone at equal to half of the half beam) is treated. 

The depth of the active zone Ht (illustrated in Figure 1) 

can be evaluated by the following expression: 
 

Ht = H+ √𝑎𝑡2 + 𝐻2 = 2,80 m 
 

So, according to Equation (4): 

 

m= 
𝟏,𝟓∗𝟗

𝟐,𝟖
 = 4,82 

 

Values of parameters «C» and «a»            Values of the 

detachment index "C" and the parameter "a" can be 

conveniently undertaken by Newton’s method. 

In the current study, for the determination of values 

of parameters “C” and “a”, an algorithm has been 

developed using the Python language. Indeed, an iterative 

procedure is carried out and it starts by assuming an 

initial value to the parameter "a", then calculating the 

value of  “C” by Equation (8) (using the expression of the 

soil reaction Pi (x) given by Equation (11)). The values 

of the footing deformation f (x) at two different points of 

the beam , obtained by using Equations (5) and (14) , 

allow the assumed value of «a» to be checked from the 

following equation:  

a = ln(
f1(x1)

f1(x2)
)/ ln (

x1

x2
)                     (18) 

The correct value of “𝑎” is then obtained by a process 

of trial and error, which can be undertaken quickly on a 

small programmable calculator. 

Figure 6 summarizes the algorithm explained above 

for obtaining the values of parameters «C» and «a». 

Table 3 summarizes values of parameters “C” and 

“α”, obtained by using the Python language, as well as 

the extent of the contact between the clayey soil and the 

 
Figure 6. The proposed algorithm for obtaining the values 

of parameters « C » and « a » 

 

 

TABLE 3. Parameter values "C" and "a" and the soil-

foundation contact extent according to the load of the structure 

Structural load w 

(KPa) 
150 100 50 30 

α 1.91 1.91 1.91 1.90 

Detachment index C 

(0≤C≤1) 
0.99 0.93 0.83 0.77 

Contact length: swelling 

ground / footing CL (m) 
8.91 8.37 7.47 6.93 

 

 

foundation for different loading scenarios w (150 KPa; 

100 KPa; 50 KPa and 30 KPa), by adopting the approach 

described above. 

Figures 7 to 10 show the final deformations of soil 

and beam resulting from the swelling soil-structure 

interaction under different values of w. 

For the range of values of k, Y and ∆ considered in 

this analysis, the results of this study illustrated in Figures 

7 to 10 show that the extent of the soil-structure contact 

area increases when the building load w increases. Thus, 

the console part of the beam is shortened with the load; 

going from 1.035m for a structure loaded with 30 KPa 

(Figure 10) to less than  5 cm for a more heavy structure, 

loaded more than 150KPa (Figure 7). 

Also, these Figures show that the final building 

deformation (due to load and suction variation) increases 

when the building load w increases. Meanwhile a 

structure loaded at more than 150 KPa would consume 

more than 15 cm of the free swelling of the clayey soil 

(before construction), a light structure loaded at less than 
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Figure 7. Final state of the soil and the beam loaded at                             

w = 150 KPa 
 

 

 
Figure 8. Final state of the soil and the beam loaded at                   

w = 100 KPa 
 

 

 
Figure 9. Final state of the soil and the beam loaded at w = 

50 KPa 

 

 
50 MPa would consume less than 6 cm of the free 

swelling of the clay soil. 

 
4. 3. Impact of the Swelling Ground - Foundation 
Contact State on the Bending Moment inside the 
Footing            In this section, the impact of the swelling 

soil /footing contact state on the design of the foundation  

 
Figure 10. Final state of the soil and the beam loaded                          

at w = 30 KPa 

 

 

is examined by comparing the maximum bending 

moment induced inside the footing in the two scenarios: 

"possibility of detachment of the foundation from the 

clayey ground” and “perfect contact” according to the 

approach explained below. 

a. By adopting the model tolerating the detachment 

of the structure from the ground (detachment of the 

foundation from the ground object of this study, for 

structures loaded less than 166.7 KPa), the maximum 

bending moments Mmax inside the beam is determined 

using Equations (12) and (15), developed in this article.  

The distribution of the bending moment inside the 

beam, resulting from the application of Equations (12) 

and (15), is presented in Figure 11 below, for the different 

values of the equivalent load w (30 KPa, 50 KPa, 100 

KPa and 150 KPa).  

This figure shows that the resulting bending moment 

inside the beam (due to load and suction variation) is 

maximum in the mid-section of the beam and becomes 

zero at the edges of the foundation. 

This figure also shows that the resulting bending 

moment inside the beam increases with increasing weight 

of the structure. So that a structure loaded at less than 

30MPa would have a maximum moment of less than 147 

KN.m while a foundation loaded at more than 150 KPa 

would be stressed by a maximum moment exceeding 513 

MPa.  

b. By adopting the idea that the clayey soil / footing 

contact is always maintained (independently of the load 

of the structure w (KPa)), the bending moment M (x) 

induced inside the footing will be calculated, for the same 

values of workloads used in the previous calculations (w 

= 150KPa; 100 KPa; 50 KPa and 30 KPa), using the 

model developed by Ejjaaouani [7], which exploits the 

Filonenko-Borodich model. 

The maximum values of the bending moments 

induced in the beam in the two scenarios (contact with or 

without separation) are summarized in Table 4 below: 
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Figure 11. Bending moment along the loaded half-beam at        

w = 30 KPa, 50 KPa, 100 KPa and 150 KPa 
 

 
TABLE 4. Maximum values of bending moments: “perfect 

contact” scenario and “possibility of separation” scenario 

Structural load w 

(KPa) 
200 150 100 50 30 

Maximum bending 

moment (KN.m) 

«Perfect contact» 

scenario 

Model H. Ejjaaouani 

[9] 

455.62 341.72 227.82 113.91 68.34 

Maximum bending 

moment (KN.m) 

«Possibility of 

separation» scenario 

Z. Farid, N. Lamdouar 

and J. Ben Bouziyane 

[23] 

455.62 513.80 385.17 227.18 147.21 

Deviation (%) 0 33 41 50 53 

 

 

The results of this analysis show a difference between 

the determined values of the maximum bending moments 

inside the beam in the two scenarios. This difference 

increases with the decrease in the value of the work load. 

Thus, for structures loaded more than 150 KPa a 

deviation of less than 33% can be expected while a 

deviation exceeding 50% can be considered for light 

structures (w ≤ 50 KPa). 
 
 

5. DISCUSSION 
 
A method of analysis is developed for the design of 

shallow footing on expansive soil, suitable for routine use 

by practitioners (design offices and geotechnicians). An 

approach that is both safe and reliable, although it 

involves a number of simplifying assumptions as 

justified above. 

The swelling of the soil under the center of the 

foundation (central heave) was examined in this work. 

The most frequent and an inevitable situation of swelling 

of the clayey soil because of the variation in the water 

state of the clay soil under the building due to the thermo-

osmosis effect due to the thermal gradient between the 

soil in the middle of the building footprint and at the ends.  

The example treated as an application of the method 

in this article brings out the following conclusions:  

This study clearly reveals that the contact state 

between the foundation and the swelling soil depends on 

the structure load. The lighter a structure is, the more 

likely detachment occurs. Reversely, the increase in the 

load of the structure always tends to widen the footprint 

of soil-structure contact. This result is in agreement with 

the results of the parametric study detailed by Farid et al. 

[17]. 

The same tendency of a decrease in the contact surface 

between the swelling soil and the structure compared to 

the decrease in the weight of the foundation structure is 

observed.  

On the other hand, the approach assuming that “the 

soil-structure contact is always maintained because of the 

plastic behaviour of the supporting clay soil” as 

explained by Ejjaaouani [7] does not prove to be 

generally applicable, at least for light structures (loaded 

to less than 166 MPa, under the conditions of the case 

study discussed above).  

The method of this article makes it possible to 

precisely define the length of the swelling soil - 

foundation contact length (equal to CL), a key parameter 

in the design study of any foundation. This is possible 

thanks to a numerical resolution of Equations 5, 8, 11 and 

14 by Newton's method. In this work, this analysis was 

conducted by using the Python language to create 

functions with fewer lines of code. It is well known that 

the Python language has one of the most mature package 

managers (PyPI) and is the most widely used language in 

modern data science by both beginners and experts alike. 

The comparison of maximum values of bending 

moments induced in footing in the case of a perfect 

contact scenario (independently of the value of the 

structure load) and in the second case where the 

detachment of the structure from the support soil is 

tolerated shows that: the bending moment in the footing 

strongly depends on the contact state between this footing 

and the clayey ground. Indeed, the second scenario leads 

to a more conservative maximum bending moment. Also, 

it was noted that the difference between the determined 

values of the maximum bending moments in the 2 

scenarios increases with the decrease in the value of the 

load of the structure. Thus, a deviation exceeding 50% 

can be considered for light structures (w ≤ 50 KPa). 

These results are in harmony with the recommendations 

of BRAB [15], which specifies that the greater the soil 
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support is given to the beam the lower the bending 

moment induced in the beam is.  

As illustrated in Figure 16, the decrease in bending 

moment with decreasing structural loads is clearly 

illustrated. This is consistent with the fact that the 

bending moment induced in the footing, under the effect 

of the swelling soil-structure interaction, is only the result 

of the difference between the load of the structure and the 

pressure of swelling ground contact. 

It should be noted that in this study, the soil and 

building parameters (k, Y, Δ, L and w) were assumed to 

be independent, although they could be correlated for real 

buildings. This possible correlation was not taken into 

account. 

In addition, the single-layer code, adopted in this 

work (assuming a uniform behaviour of the soil over the 

entire height of the clay layer), can lead to a   detachment 

of the structure even for an average frame load. 

Especially since in this approach, the effect of the 

foundation bed depth is not taken into account. 

Therefore, one would expect that the method proposed in 

this article would be improved by adopting a multi-

layered approach taking into account the evolution of the 

suction depth and the bedding depth of the foundation in 

order to achieve a less conservative bending moment. 

 

 

6. CONCLUSION AND OUTLOOKS  
 
A new soil-structure interaction analytical model was 

developed for the design of a shallow footing on 

expansive soil, especially the Vienendeel Type. The 

behavior of swelling soils was modeled using the concept 

of linearization of the clayey ground reaction integrated 

into a soil–structure interaction model that is based on the 

idealized Winkler model for the soil and an elastic Euler–

Bernoulli beam concept for the building. The model can 

be used to calculate the the final deflection of a building 

and the bending moment at any point on the footing.  

The method presented herein, althoug it involves a 

number of simplifications, should provide a basis for 

preminiraly design of strip footings on expansive soils. 

Most commonly designed from experience. 

The analytical model was then used to investigate the 

effects of applied load on the contact state between the 

footing and the clayey ground (full or partial contact) and 

the impact of this contact state on the design of the 

foundation especially on the value of the maximum 

bending moment inside the footing which is an original 

part of this work which is an original part of this work. 

The results showed that the value of the maximum 

bending moment inside the foundation is very influenced 

by the contact state between the foundation and the 

clayey ground retained in the analysis of the system.  

This research could be extended in the future by 

exploiting a more complete and precise database on the 

damaged houses. The developed model could be 

improved by adopting a multi-layered approach taking 

into account the evolution of the suction depth and the 

bedding depth of the foundation. 
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Persian Abstract 

 چکیده 
، به عنوان یک تکنیک طراحی برای سازه های روی خاک وسیع در نظر گرفته می شوند که موفقیت خود را    Vierendeelپایه های مستحکم کم عمق ، به ویژه گونه شناسی  

پایه های نواری برای سازه های  به عنوان راه حل های چالش برانگیز ثابت کرده اند. تلفیق اقتصاد و ایمنی مطالعه حاضر در حال بررسی یک مدل تحلیلی برای طراحی اولیه  

است. مدل توسعه یافته برای محاسبه ، از طریق تجزیه و تحلیل تعامل خاک و ساختار ، عبارات جبری برای لحظه خمش  Vierendeelهای وسیع ، به ویژه تیر سبک در خاک

ز ادغام معادله تپه تیر بر وینکلر مشتق  ( و هندسه ساختار استوار است و اPiو جابجایی پایه در هر نقطه از پایه استفاده می شود. این روش بر ساده سازی واکنش خاک رس )

ثیر این حالت تماس بر  شده است. سپس از مدل تحلیلی برای ارزیابی تأثیر بارهای سازه بر وضعیت تماس بین سازه و سطح خاک رس )تماس کامل یا جزئی( و همچنین تأ

ختمانی بر وضعیت تماس بین فونداسیون و خاک متورم تاکید می کند. نتایج نشان می دهد که مقدار حداکثر گشتاور خمش داخل استفاده می شود. پرتو. نتایج بر تأثیر بار سا

 گشتاور خمش در پایه به شدت به وضعیت تماس بین این پایه و سطح خاک رس بستگی دارد.
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