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A B S T R A C T  
 

Ultra-High Performance Concrete (UHPC) is a cementitious composite with fine aggregates and a 
homogeneous matrix with high compressive strength and excellent durability against aggressive agents. 

It is common to use short steel fibers in the UHPC. Besides, using steel fibers considerably increases the 

flexural ductility, durability and energy absorption. Using glass fibers in UHPC is a novel technique 
which improves its mechanical properties and it has the benefit of being lighter, and cheaper than steel 

fibers. Furthermore, glass fibers can be used for thin concrete plates for aesthetic purposes. However, 

glass fibers reinforced concrete is incompatible with the hydration reaction in the alkaline environment 
of concrete as it can damage glass fibers, so the mechanical properties of the concrete are decreased over 

long periods. The mechanical properties of UHPC containing glass fibers (GF-UHPC) was investigated 

under three regimes of normal curing, autoclave curing, and autoclave curing plus being in hot water for 
50 days (accelerated aging). Besides, the substitution of silica fume by Metakaolin in GF-UHPC was 

studied to understand its mechanical properties after thermal curing. The results showed that after 

accelerated aging, the behavior of specimens become more brittle and the modulus of rupture and 
toughness indices of all prismatic specimens decreased, the modulus of rupture for samples containing 

glass fibers was 40% lower than autoclave curing results. However, the compressive strength under 

accelerated aging increased at least 4% in comparison to the normal curing. Replacement of silica fume 

with Metakaolin slightly increased the toughness with regard to flexural strength. 

doi: 10.5829/ije.2021.34.05b.01 
 

NOMENCLATURE   

I5, I10, I20 Toughness Indices show the flexural strength and ductility of the specimen δ First-crack deflection  

R5,10 ,R10,20 Residual strength factors are the strength retained after the first crack   

 
1. INTRODUCTION1 
 
One of the substantial achievements in concrete 

technology in the 20th century was the advance of ultra-

high performance concrete (UHPC) or reactive powder 

concrete (RPC), more generally recognized as UHPC [1]. 

Small sand particle size (less than 0.6 mm), a high 

volume of cement (more than 600 kg/m3), binder 

(Pozzolan, Metakaolin, Silica fume, Fly ash), and a 

minimum water/cement ratio (w/c ≤ 0.2) with high 

dosage of superplasticizer creates a solid matrix with 

high homogeneity and considerable compressive strength 

[2]. 

 

*Corresponding Author Institutional Email: madhkhan@iut.ac.ir 
(M. Madhkhan) 

Plain concrete is a brittle material with low tensile 

strength and strain capacity; however, this troublesome 

property can be improved by adding short fibers to the 

matrix, which forestalls or controls the initiation or 

spreading of cracks [3]. Adding fibers to the matrix of 

concrete has many benefits, such as improving durability, 

bearing capacity, tensile capacity and toughness 

compared to plain concrete [4].  

The reasons for using glass fibers in the matrix of 

concrete are higher tensile strength compared to organic 

fibers, cheaper compared to steel fibers, and lack of rust 

stains at the concrete surface [5]. Glass fibers have many 

other applications, for instance Glass Fiber Reinforced 
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Polymer (GFRP) can be used to enhance the bearing 

capacity of the pile along with concrete [6]. It can 

enhance the structural performance of reinforced 

concrete columns by coating and confine it with a layer 

of Glass Fibers Reinforced Polyurea (GFRPU) [7]. Due 

to Glass Fiber Reinforced Concrete (GFRC)'s good 

mechanical behavior, such as good fire resistance and 

mold ability, it is appropriate for cladding panels [8]. But 

using glass fibers in the matrix of concrete also has a 

disadvantage that all concrete containing glass fibers 

experience loss of ductility due to accelerated aging [9]. 

As a result, the new GFRC has higher tensile strength and 

ductility than aged GFRC. However, both are major 

drawbacks when considering GFRC as a substance for 

load-bearing structural parts [10]. To evaluate the long-

term performance of GFRC composites, the specimens 

can be immersed in a hot water bath after curing regime 

[11]. In this paper, the long-term behavior of GF-UHPC 

is investigated. By putting the specimens of GF-UHPC in 

an autoclave and hot water to see how much the 

mechanical properties of GF-UHPC will be decreased. 

A review of relevant papers published in the literature 

is given next. Rigaud et al. [9] examined the effect of 

volume percentage of glass fibers on the ductility and 

bending strength of a thin plate of GF-UHPC. They also 

evaluated ductility of specimens after wet aging. For this 

purpose, samples were placed in warm water at 50℃ for 

90 days after normal curing. The results showed that 

ductility was nearly maintained in thin structural 

elements using an optimum combination of pozzolan in 

the mixtures. The above-mentioned concrete with 2% 

volumetric glass fibers absorbs more energy, but it has a 

lower bending yield stress compared with the specimens 

with 2.5% volume of fibers. 

Yazici et al. [12] investigated the mechanical 

properties of reactive powder concrete under autoclave 

curing compared to the regular curing regime. Test 

results show that autoclave curing is more useful in 

improving the compressive strength of RPC compared to 

normal curing, and there is an optimum time, pressure, 

and temperature for autoclave curing to enhance the 

mechanical properties of RPC. 

Bentur and Diamond [13] investigated the effects of 

substituting Silica fume with Metakaolin in the UHPC. 

The results illustrate that this substitution has not a 

significant impact on the mechanical properties of 

UHPC. However, Metakaolin is readily available in most 

countries. Therefore, this ultrafine material has an 

acceptable price. Moreover, due to its white color, it 

gives the concrete an esthetic advantage. Krahl et al. [14] 

investigated the cyclic response of ultra-high 

performance fibers reinforced concrete (UHPFRC) under 

cyclic loading test of tension, compression, and bending 

with 0%, 1%, and 2% steel fibers content. They 

concluded that an increment in volumetric fibers content 

could develop residual strength and toughness after 

cyclic loading. 

Madhkhan and Katirai [15] investigated the influence 

of pozzolanic reactions in GFRC to minimize glass fibers 

damage with respect to aging. Different pozzolans were 

separately added to the matrix of GFRC, and the 

mechanical behavior such as toughness and compressive 

strength of specimens after 7, 28 and 90 days was tested. 

The results showed that addition of Nanosilica and 

Metakaolin could effectively prevent declines in concrete 

modulus of rupture and toughness with aging. Ali and 

Qureshi [16] investigated the effect of adding glass fibers 

to the matrix of concrete made of recycled coarse 

aggregate. The compressive test showed that glass fibers 

could compensate to some extent the loss of compressive 

strength due to substitution of natural aggregate with 

coarse aggregate. Glass fibers can increase the 

compressive strength of specimens by about 4-5%, and 

increase Flexural strength about 50%. Besides, 

permeability-based durability properties are adversely 

affected by glass fibers content. 

Ryabova et al. [17] investigated long term bending 

strength of GFRC containing Silica fume and 

Metakaolin. The result showed that adding Metakaolin in 

an amount of 30% of Portland cement assist in keeping 

the long-term strength of FRC and the specific 

combination of Silica fume and Metakaolin added to the 

matrix of GFRC can even improve long-term bending 

strength. 

Algburi et al. [18] studied the influence of glass 

fibers, steel fibers and a combination of both on the 

mechanical behavior of reactive powder concrete (RPC). 

Steel fibers improved comprehensive strength, tensile 

strength, elasticity module, and shear strength of concrete 

rather than no fibers RPC. However, glass and hybrid 

fibers increase tensile and shear strength, the 

comprehensive strength decreased in comparison with no 

fibers RPC. Liu et al. [19] studied the Mechanical 

Properties and durability of Glass and Polypropylene 

Fibers Reinforced Concrete until 28 days. To assess 

durability, the chloride penetration tests were carried out. 

The results showed that hybrid fibers reinforced concrete 

has the best properties rather than two other concrete. 

Adding polypropylene to the matrix of concrete increases 

the mechanical properties more than the glass fibers. 

Khan et al. [20] studied the effect of substituting some 

portion of cement with waste glass powder in the matrix 

of concrete at different curing times. They compared the 

mechanical properties of substituted concrete with a 

control sample of concrete at 20MPa compressive 

strength. The results showed that compressive strength 

decreased at least 5 percent in compare to normal 

concrete. However, the Modulus of rupture of the 

prismatic specimen after 58 days curing in water 

achieved 2% improvement. 
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The novelty of this paper is investigating the 

mechanical behavior of RPC containing glass fibers 

instead of steel fibers. The effect of steel fibers on the 

mechanical properties and durability of the ultra-high 

performance concrete has been extensively investigated. 

Still a few reports are about GF-UHPC in the literature. 

Besides, mechanical properties of UHPC reinforced by 

glass fibers that its silica fume supplanted by Metakaolin 

were investigated. Also, using glass fibers in UHPC has 

other advantages compared to steel fibers, such as lower 

prices and available in the market of Iran. 
 

 

2. MATERIALS 
 
2. 1. Cement and Pozzolanic Additives         The 

Portland cement type I produced in the Isfahan factory 

was used. The chemical composition and physical 

properties of materials are presented in Tables 1 and 2, 

respectively. 

 

2. 2. Fine Aggregate            Quartz sand and quartz 

powder were used as fine aggregates. Quartz powder is 

used as a filler. The diameter of the grains was between 

0.01 and 0.075 millimeters. The characteristics of fine 

aggregate are shown in Tables 1 and 2. Quartz sand 

grading is given in Table 3. 

 

 
TABLE 1. Chemical composition of the materials 

Compound 

(%) 
Cement 

Silica 

fume 
Metakaolin 

Quartz 

sand 

SiO2 21.68 >91 53 98 

Al2O3 5.9 0.9 45 1.1 

Fe2O3 3.2 0.85 0.9 0.4 

CaO 63.5 0.95 0.09 0.14 

MgO 1.8 0.95 0.03 0 

SO3 1.7 - - - 

Na2O 0.2 - 0.1 0.01 

K2O 0.7 - 0.03 0.04 

L.O.I - 2 - 0.15 

 

 
TABLE 2. Physical properties of materials 

Properties Cement 
Silica 

fume 
Metakaolin 

Quartz 

sand 

Average particle 

size (μm) 
- 0.23 3 - 

Bulk density - 420 - - 

Specific surface 

(m2/g) 
0.34 22 23.5 - 

Specific gravity 

(g/cm3) 
3.15 1.9 2.6 2.65 

2. 3. Admixtures              The SR340 superplasticizer 

was used to reduce water requirements. This product is 

chlorine free and it is produced in accordance with 

ASTM C-494-15a [21] type B, D, G. The base of this 

product is the polycarboxylate ether with its molecular 

side chains. The ratio of the weight of the superplasticizer 

to cement materials is recommended to be 0.2-1.5%. The 

superplasticizer density is 1.09 g/cm3 [22]. 

 
2. 4. Fibers              Glass fibers is a material made up of 

large thin fibers of glass. Glass fibers with the 

specifications given in Table 4 has been used. Glass 

fibers content was 1.5 and 2% by total volume. Due to 

the low workability of fresh concrete, the highest fibers 

content was 2.2% of concrete volume.  

 

 

3. MIXTURE DETAILS 
 
Mixed designs are obtained in the absolute volume 

method with an air content of 2%. Other weight 

parameters of the mixtures were constant 

(water/binder=0.2, Silica fume or 

Metakaolin/cement=0.3, quartz powder/cement=0.32 

and quartz sand/cement=1.5) [23]. Abbreviations were 

used for mixtures according to usage of Silica fume or 

Metakaolin and glass fibers content. Three mixtures 

containing Silica fume were made: 

- Without glass fibers (S0) 

- With 1.5% volume glass fibers (S1.5) 

- With 2.2% volume glass fibers (S2.2). 

 

 
TABLE 3. Grading of quartz sand 

Mesh size(#) 30 50 80 100 120 140 170 

Sieve 

size(mm) 
0.6 0.3 0.18 0.15 0.125 0.106 0.09 

Retained(g) 0 226.1 217.8 250.8 190 100.1 15.3 

Cumulative 

retained(g) 
0 226.1 443.9 694.7 874.7 984.8 1000.1 

Retained(%) 0 22.61 21.78 25.08 19 10.01 1.53 

Cumulative 

retained (%) 
0 22.61 44.39 69.47 87.47 98.48 100.01 

Sand passing 

through 
100 77.39 55.61 30.53 11.53 1.52 0 

 
 

TABLE 4. Physical properties of glass fibers [24] 

Type 
Density 

(g/cm3) 
Length 

(mm) 
ZrO2 

Failure 

strain 

Young’s 

modulus  
(MPa) 

Tensile 

strength 

(MPa) 

AR-

Glass 2.74 10 20% 2% 74000 1480 

tAnA
Line

tAnA
Line
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Three reference mixtures containing Metakaolin were 

made: 

- Without glass fibers (M0) 

- With 1.5% volume glass fibers (M1.5) 

- With 2.2% volume glass fibers (M2.2). 

The mixture details are given in Table 5. 

 
 
4. EXPERIMENTAL PROCEDURE 
 
4. 1. Fabrication of UHPC             All of the UHPCs 

were mixed and prepared using a mortar mixer with a 

nominal capacity of 10 liters. The mixer has a rotational 

speed of 75 rpm (round per minute) with an effective 

capacity of 5 liters. The mixing sequence was: dry 

powders included quartz sand, quartz powder, cement, 

and pozzolan were poured into the mixer in that order, 

and the mixing continues for 8 minutes or more. 

While the mixer is working, half of the water is 

poured   into  the  mixer;   then  the  mixing  continues  

for  2  minutes.  Next,  the  water  and  the  superplasticizer 

are  added,  and  mixing  continues  for  3  minutes. 

Residual superplasticizer is added to the compound, 

followed  by  adding  glass  fibers  and  mixing  at  high 

speed  for  5  minutes.  It  should  be  mentioned  that  a 

portion of the mortar was used for the ASTM C1437-13 

[23] test was used to determine the flow of mortars 

containing cementitious materials before adding the 

fibers. 

 

4. 2. Manufacturing of the Specimens            The 

UHPC was made in cube mortar molds (75×75×75mm) 

and prismatic specimens (350×50×13.5mm), compacted 

by hand and using a vibrating table. The samples were 

kept in the molds for 48 hours at room temperature at 

about 20°C. The surface of the samples was covered with 

wet fabric to prevent moisture loss and surface cracking. 

After this period, the specimens were detached from the 

steel molds. The first group of samples was put in water 

at 20 °C for 28 days, the second group was autoclaved 

under (121°C, 1.25 MPa) for 24 hours, and the third 

group was autoclaved then kept in hot water at 50°C for 

50 days. 

 
4. 3. Mechanical Properties        The mechanical 

behavior of the UHPC was studied by compressive and 

flexural strength of samples. Cube specimens were used 

to determine the compressive strength. This test was 

performed according to BS EN1881-116 [25]. For 

determining the flexural strength, the prismatic 

specimens were utilized. The flexural strength test was 

performed according to ASTM C78-10 [26]. The 

specimens were loaded at the mid-span point, as shown 

in Figure 1-a. The distance between simple supports was 

300 mm, and electronic transducers were used to measure 

mid-span deflection (δ). 

Furthermore, ASTM C1018-97 [27] was used for 

determining toughness parameters of fiber-reinforced 

concrete in accordance with Figure 1-b. 

Toughness indices I5, I10, I20 show the flexural 

strength and ductility of the specimen. Calculation of the 

toughness indices is shown in Figure 1-b, and Equations 

1 to 3. These indices show the ratio of the specific area 

beneath the load-deflection curve to the area under the 

first-crack deflection (δ). 

𝐼5 =
𝐴𝑟𝑒𝑎𝑂′𝐴𝐶𝐷

𝐴𝑟𝑒𝑎𝑂′𝐴𝐵
  (1) 

𝐼10 =
𝐴𝑟𝑒𝑎𝑂′𝐴𝐸𝐹

𝐴𝑟𝑒𝑎𝑂′𝐴𝐵
  (2) 

𝐼20 =
𝐴𝑟𝑒𝑎𝑂′𝐴𝐺𝐻

𝐴𝑟𝑒𝑎𝑂′𝐴𝐵
  (3) 

In Equations (1), (2), and (3), AreaO’ACD, AreaO’AEF, 

AreaO’AGH and AreaO’AB are the areas under the load-

deflection curve shown in Figure 1-b. 

 
 

TABLE 5. Proportions of the concrete mixtures (kg/m3) 

Materials (kg/m3) 
UHPC with Silica fume  UHPC with Metakaolin 

S0 S1.5 S2.2  M0 M1.5 M2.2 

Cement 683.9 670.12 665.26  701.8 687.57 681.43 

Silica fume 205.2 201 199.58  0 0 0 

Metakaolin 0 0 0  210.5 206.27 204.4 

Quartz powder 218.8 214.44 212.88  224.6 220 218 

Quartz sand 1025.9 1005.18 997.9  1052.7 1031 1022 

Super plasticizer 8 13.07 12.97  12.77 17.9 19.5 

Water 177 174.23 172.97  182.5 178.8 177 

Glass fibers 0 41.1 60.28  0 41.1 60.28 

Super plasticizer/binder 0.9% 1.5% 1.5%  1.4% 2% 2.2% 
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(a) 

 
(b) 

Figure 1. (a) Four-point Flexural strength test, (b) 

Characteristics of the load-deflection curve ASTM C1018-

97 [27] 

 

 

The residual strength factors R5,10 and R10,20  are the 

strength retained after the first crack. These factors are 

calculated by Equations (4) and (5). 

𝑅5,10 = 20(𝐼10 − 𝐼5)  (4) 

𝑅10,20 = 10(𝐼20 − 𝐼10)  (5) 

 
 
5. EXPERIMENTAL RESULTS 
 
Adding glass fibers in the concrete matrix plays two 

major roles in the mechanical properties of concrete. 

First, the main role is to increase the energy absorbing 

capacity and improve crack resistance [28]. Second, 

based on the experimental study, it is concluded that 

addition of excessive amounts of glass fibers in concrete 

reduces the mechanical strength. High volume of glass 

fibers can result in deterioration of concrete homogeneity 

and increases the probability of weak areas occurring in 

the concrete matrix [29]. 

Accelerated aging is defined as accelerating the 

formation of the hydration products, which improves the 

concrete strength, can affect the first role of fibers in the 

matrix of concrete. The chemical reactions between 

hydration products and pozzolans produce pozzolanic C-

S-H gel, which improves the mechanical properties of 

concrete. Nevertheless, the interaction of hydration 

products, mainly calcium hydroxide, with glass fibers 

can have harm impact on the long-term behavior of the 

GFRC. Hydration products gradually bond the filaments 

together, which makes fibers brittle, and reducing the 

strain and strength capacity of the composite [30]. These 

effects will be used later to justify obtained results.  In 

the next `compressive and flexural strength of specimens 

are presented and discussed.  

 

5. 1. Flowability of Mortars            To determine the 

flowability of the mortar of UHPC, ASTM C1437-13 

[23] standard method was used. The results are presented 

in Table 6. It should be noted that in all mix designs, the 

water to cement ratio was 0.2.  

Owing to the high binder volume and low 

water/binder ratio, the mixture has low workability; 

therefore, it needs a high amount of superplasticizer. The 

water/binder ratio is constant, but the 

superplasticizer/binder ratio may vary to keep the 

workability of mix designs approximately similar. Mix 

designs incorporating silica fume have higher flow than 

mix designs containing Metakaolin. In the mixtures 

containing fibers, the amount of superplasticizer is higher 

than the mixtures without fibers, because the glass fibers 

inhibit the flow of mortars. 

 

5. 2. Compressive Strength         The results of 

compressive strength for mix designs are shown in Figure 

2. Under accelerated aging, each test was repeated six 

times, and for normal and autoclave curing methods, each 

test was repeated three times. The first notable result is 

that adding glass fibers results in higher compressive 

strength only in normal curing, but after autoclave curing 

and placing specimens in hot water (accelerated aging), 

specimens with lower glass fibers attain higher 

compressive strength. 

In the next section, the effect of curing method, 

accelerated aging, and addition of Metakaolin are 

investigated. 

 

5. 2. 1. Comparison of Normal and Autoclave 
Curing              The compressive strength of UHPC without 

fibers after autoclave curing was 20 % higher than 

standard curing specimens, which is probably due to the 

accelerated rate of the hydration process and pozzolanic 

reaction. However, the compressive strength of 

specimens containing glass fibers is almost the same as 

or even less than strength of specimens with 2.2% 

(volumetric) fibers. It can be inferred that the glass fibers 

deteriorate the concrete homogeneity and this effect is 

stronger   than   preventing   crack   propagation;  because 

 
 

TABLE 6. Flowability of mortars 

Mixtures S0 S1.5 S2.2 M0 M1.5 M2.2 

Superplasticizer/ 

binder 
0.90% 1.50% 1.50% 1.40% 2% 2.20% 

Diameter(mm) 150 185 195 155 180 195 
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Figure 2. Compressive strength of samples after curing and thermal treatment 

 

 
hydration products affect the performance of glass fibers 

and reduce filament pull-out. As a result, the composite 

cured by autoclave becomes more brittle than ordinary 

curing. 

 

5. 2. 2. Effect of Accelerated Aging            All specimens 

experienced a remarkable increase in the compressive 

strength after accelerated aging compared with normal or 

autoclave curing; but specimens subject to compressive 

strength test fail more abruptly and explosively, 

particularly specimens without fibers. Hence, the 

specimens become more brittle. Although increasing 

hydration products weakens the glass fibers in the 

concrete matrix, the compressive strength of specimens 

under accelerated aging is improved. The formation of 

the hydration products especially C-S-H gel strengthens 

the concrete matrix. Therefore, after accelerated aging 

which increases the age of the concrete containing glass 

fibers, not only depressed the strength, but also the 

strength has been improved. 

5. 2. 3. Effect of the Metakaolin             Substitution of 

silica fume by Metakaolin led to a small decrease in 

compressive strength. After accelerated aging, an 

increase in compressive strength for specimens 

containing SF and MK was 16 and 11% on average. This 

shows that pozzolanic activity in silica fume is more 

complete compared to Metakaolin, and the silica fume 

gives a higher compressive strength in this case. 

 

5. 3. Flexural Strength              Prismatic specimens 

were subjected to curing or accelerating aging and then 

used for bending tests. Each test was repeated six times 

and the results (average of six tests) are presented in 

Tables 7 and 8. UHPC has a mean modulus of rupture 

(MOR) of 8.8 MPa at 28 days, and GF-UHPC has MOR 

11- 14 MPa depending on fiber content. Fibers play a 

pivotal  role  in  increasing  ductility  and  flexural 

strength.   As  an  example,  after  normal  curing,  The 

MOR  of  S1.5  is  18.92%   higher   than  S0.   In  addition,   

fibers   inhibit  abrupt  failure  and  control  the  width of  

 

 
TABLE 7. Results of flexural strength test for Silica fume mixtures 

Mixtures S0 S1.5 S2.2 

Curing type 
Normal 

curing 

Autoclave 

curing 

Accelerated 

aging 

Normal 

curing 

Autoclave 

curing 

Accelerated 

aging 

Normal 

curing 

Autoclave 

curing 

Accelerated 

aging 

Limit of proportionality 

(MPa) 
8.72 9 8.11 10.37 12.25 8.25 11.54 11 6.54 

Modulus of rupture (MPa) 8.72 9 8.11 11.2 14 8.7 14.05 12.4 6.91 

Index value 

I5 1 1 1 4.71 5.48 4.1 5.22 5.1 4.3 

I10 1 1 1 7.22 6.68 4.6 7.57 6.37 4.87 

I20 1 1 1 8.72 6.68 4.6 8.62 6.39 4.87 

Residual 

strength 

factor (%) 

R5,10 0 0 0 50.23 24 10 47 25.4 11.4 

R10,20 0 0 0 15 0 0 10.5 0.2 0 

S0 S1.5 S2.2 M0 M1.5 M2.2

Normal 95 101 106 91 101 95

Autoclave 113 105 99 110 98 93

Accelerated aging 137 120 115 129 105 102
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TABLE 8. Results of flexural strength test for Metakaolin mixtures 

Mixtures M0 M1.5 M2.2 

Curing type 
Normal 

curing 

Autoclave 

curing 

Accelerated 

aging 

Normal 

curing 

Autoclave 

curing 

Accelerated 

aging 

Normal 

curing 

Autoclave 

curing 

Accelerated 

aging 

Limit of proportionality 

(MPa) 
9 11.6 10.3 10.15 13.5 8.85 10.1 11.85 7.33 

Modulus of rupture (MPa) 9 11.6 10.3 12.5 14.3 9 12.8 12.8 7.8 

Index value 

I5 1 1 1 5.1 4.78 3.98 5.17 5.2 4.38 

I10 1 1 1 7.75 6.13 4.54 7.5 6.77 5.19 

I20 1 1 1 8.99 6.13 4.54 9.1 6.77 5.19 

Residual 

strength 

factor (%) 

R5,10 0 0 0 55 27 11.2 46.6 31.4 16.25 

R10,20 0 0 0 11.46 0 0 16 0 0 

 

 
cracks, therefore, the concrete has the ability to withstand 

more load. As a result, index values of specimens 

containing  fibers  are  more  than  1  and  without  fibers 

are  1,  meaning  that  they  will  collapse  after  first  

crack. 

Adding glass fibers to the flexural specimens 

increased modulus of rupture and toughness after normal 

curing. However, after accelerated aging and autoclave 

curing, MOR of specimens containing 1.5% fibers 

content was higher than 2.2% fibers content because the 

hydration products reduced filament pull-out and made 

them brittle. Hence, fibers’ role in the deterioration of 

concrete homogeneity overcame the role of improving 

crack resistance. 

Load-deflection diagrams after normal and autoclave 

curing are shown in Figures 3-6 shows the effect of the 

curing regime and percentage of glass fibers on the 

flexural strength better than Table 7.  To be able to 

compare load-deflection diagrams, specimens should 

have the same thickness. As a result, we tried to keep the 

thickness and width of specimens constant, but because 

of low workability, the thickness of specimens was 

variable between 13mm to 15mm. 

 

 

 
Figure 3. Load-deflection curves of SF specimens after 

normal curing 

5. 3. 1. Comparison of Normal and Autoclave 
Curing             Autoclave curing has consequential impacts 

on the properties of cement-based materials. High 

temperatures intensify the rate of reactions and can 

improve some characteristics of the specimens. Besides, 

the combination of pressure and high temperatures can 

change the chemistry of hydration products [12].  

 

 

 
Figure 4. Load-deflection curves of SF specimens after 

autoclave curing 
 

 

 
Figure 5. Load-deflection curves of MK specimens after 

normal curing 
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Figure 6. Load-deflection curves of MK specimens after 

autoclave curing 

 
 

Autoclave curing increases MOR and LOP (Limit of 

Proportionality). However, final mid-span deflection, 

residual strength factor R5,10, and I10 index value 

decrease showing loss of ductility of specimens. High 

temperatures can augment porosity and deteriorate the 

fiber–matrix and aggregate–matrix bond. As a result, 

after autoclave curing, the behavior of concrete with 

fibers  may  become  more  brittle.  Based  on  Figure  7, 

the  loss  of  R5,10   is  40%  for  GF-UHPC.  In  other 

words,  specimens  with normal  curing  have  more 

residual  strength  after  the  first  crack,  and  they  sustain 

more deformation and absorb more energy.  After 

autoclave curing, specimens containing MK have a 

slightly higher residual strength or energy absorption 

than SF. 

 

5. 3. 2. Effect of Accelerated Aging                 Accelerated 

aging can simulate the natural weathering phenomenon 

due to the development of hydration products that make 

glass fibers brittle material [9]. For this purpose, after 

autoclave  curing,  specimens  were  placed  in  hot  water 

at   50℃   for   50  days.  Placement  in  the  hot  water  

led  to  a  significant  reduction  of  flexural  strength  for  

 

 

 
Figure 7. Residual strength factor R5,10 after normal and 

autoclave curing 

 
Figure 8. MOR of specimens after autoclave curing and 

accelerated aging 

 
 
all  specimens.  In  Figure  8,  the  MOR  of  specimens  

after  autoclave  curing  and  accelerated  aging  are 

shown. 

Specimens with and without fibers lost 40% and 10% 

of MOR after accelerated aging. For specimens 

containing fibers, this can be explained by  producing 

more hydration products, especially calcium hydroxide. 

They surround the thin fiber threads and connect them, 

and therefore the tensile strength of the fibers is reduced. 

In this situation, the load bearing capacity of the 

specimens is reduced, and the specimens show more 

brittle behavior. 

In the specimens without fibers, the advancement of 

pozzolanic reaction gives us the expectation that the 

modulus of rupture will not drop. But the rupture 

modulus drop can be because of thermal treatment of 

UHPC, which is a complicated process. The thermal 

treatment improves pozzolanic reactions with cement 

hydration products. These chemical reactions are 

beneficial to some extent and if this process continues for 

more time, it can deteriorate the mechanical properties of 

concrete [1]. The loss of MOR after accelerated aging in 

GF-UHPC and GFRC are nearly similar. For instance, 

Jones et al. [31] reported that after accelerated aging of 

GFRC in 50°C water for 50 days, MOR was reduced by 

34%. Bentur and Diamond [13] reported that after 

placing GFRC in 50°C water for 28 days, MOR 

decreased by 60%. Marikunte et al. [11] said after placing 

GFRC in 50°C water for 84 days, MOR was reduced by 

50%. 

The load-deflection diagrams in Figures 9 and 10 

show the effect of accelerated aging clearly.  These 

figures  show  a  reduction  in  flexural  strength,  and 

both load capacity and mid-span deflection are 

diminished. 

Due  to  the  variable thickness of the specimens, for 

a better comparison of mixtures, index values and 

residual strengths are shown in Figures 11 and 12, 

respectively. 
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(a) (b) 

Figure 9. Load-deflection diagrams of specimens with SF, (a) containing 1.5% fiber and (b) containing 2.2% 

 
 

  
(a) (b) 

Figure 10. Load-deflection diagrams of specimens with MK, (a) containing 1.5% fiber and (b) containing 2.2% 

 
 

  
(a) (b) 

Figure 11. Index values after accelerated aging, (a) index I10 and (b) index I5 

 
 

Figure 11 illustrates the loss of toughness. The 

toughness indices of all specimens decreased as a result. 

The  index  I10  has  a  more  severe  reduction  than  

index I5, which shows that the specimens have less 

deformation.   Substitution  of  SF  by  MK  leads  to  a 

small  increase  in  toughness.  Index  values  of 

specimens contain MK have a lower reduction after 

accelerated aging, particularly for M1.5. After 

accelerated aging,  R5,10 is decreased by about 55% in 

all specimens.  
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Figure 12. Residual strength factor R5, 10 after accelerated 

aging 

 

 

6. CONCLUSIONS 
 

In this research, the attempt is to assess the mechanical 

properties of Ultra-High Performance Concrete 

reinforced by glass fibers. The effect of using glass fibers 

in the matrix of UHPC is investigated with three types of 

curing regimes (Normal, Accelerated aging and 

Autoclave) and two types of pozzolans (silica fume and 

Metakaolin). The following results have been obtained. 

Using glass fibers in the flexural specimens of UHPC 

highly increases the toughness and modulus of rupture.  

The autoclave curing increased the limit of 

proportionality and modulus of proportionality compared 

to the normal curing; however, the specimens’ toughness 

decreased. 

After accelerated aging with hot water, which models 

the behavior of glass fibers reinforced concrete over long 

periods, the compressive strength of GF-UHPC 

specimens has risen. Therefore, there is no concern about 

losing the compressive strength of GF-UHPC by passing 

the time. In addition, modulus of rupture of all flexural 

specimens has been reduced. The decrease of the 

modulus of rupture in samples that contain glass fibers is 

about 40% compared to the autoclave curing. Also, the 

residual strength factor is dropped at least 48% rather 

than normal curing. 

Substitution of silica fume with Metakoline has a 

positive effect on keeping resilience under accelerated 

aging. Using Metakaolin causes lower flowability of 

fresh concrete. 

The finding of this research was to emphasize on the 

ability of substitution of glass fibers with steel ones in 

UHPC and to present their mechanical properties. 

Another research will be the study of the durability of 

GF-UHPC under freeze and thaw cycles, impermeability 

and so on. 
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Persian Abstract 

 چکیده 

باشد. استفاده از الیاف  ای متشکل از سیمان و ریزدانه است که ساختاری یکپارچه و دارای مقاومت فشاری و دوام بالایی در برابر شرایط محیطی شدید میبتن فوق توانمند ماده

شود. استفاده از الیاف شیشه در این نوع بتن تکنیک جدیدی است و پذیری این بتن می فلزی کوتاه در این بتن رایج است؛ زیرا باعث افزایش مقاومت خمشی، دوام و شکل

توان درصفحات نازک باشد. همچنین بتن مسلح شده با الیاف شیشه را میمزیت آن نسبت به الیاف فولادی، سبک بودن و ارزان بودن الیاف شیشه نسبت به الیاف فولادی می

شوند. بنابراین با کامل  برد. با این وجود، الیاف شیشه سازگار با فرآیند هیدراسیون در محیط قلیایی بتن نیستند و با گذر زمان، دچار آسیب می  برای زیبایی و نمای سازه بکار

افزایش فرآیند هیدراسیون این نوع بتن، مقاومت  سازی رفتار بلند مدت و  یابد. برای شبیه شدن فرآیند هیدراسیون و گذر زمان، مقاومت مکانیکی بتن حاوی الیاف شیشه کاهش می 

روز بررسی شدند. نتایج نشان داد بعد از   50درجه سانتیگراد به مدت    50های معمولی، استفاده از اتوکلاو و سپس قرار گرفتن در آب گرم  آوریها بعد از عملمکانیکی نمونه

   %40های قرارگرفته در آب گرم حدود  یابد. برای مثال،  نمونههای خمشی کاهش چشمگیری میمونهپذیری و مقاومت خمشی نهای شکلهای حرارتی، شاخصآوریعمل

آوری معمولی  نسبت به حالت بعد از عمل   %4های فشاری حداقل به میزان  آوری با اتوکلاو دارند؛ اگرچه مقاومت فشاری نمونهمدول گسیختگی کمتر نسبت به حالت بعد از عمل

از متاکائولین    ست. همچنین اثر جایگزینی متاکائولین به جای میکروسیلیس درساختار بتن جهت مطالعه رفتار بلند مدت بتن فوق توانمند بررسی شد. استفادهافزایش یافته ا

 بخشد. های خمشی را به مقدار کم بهبود میپذیری نمونهشکل 
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A B S T R A C T  
 

 

This study aimed to determine the effect of various influencing parameters such as tunnel diameter (D), 

depth (H), width (B), length (L), number of floors, and the horizontal distance of the building from the 

tunnel axis (X), as well as soil properties such as internal friction angle (ϕ), Poisson ratio (υ), modulus 
of elasticity (E), and cohesion (C) on surface settlement using ABAQUS finite element software. 

According to the results, the settelment  increases with increasing tunnel diameter at a constant depth, 

while it decreases with increasing tunnel depth. Changes in the width and length of the building also 
affect the settlement directly; consequently, as the width and length of the building increase due to 

increasing the cross-sectional area of the building and its rigidity and stiffness, the settlement of the 
foundation becomes more uniform and resistant to displacement, leading to a decrease in the surface 

settlement. Also, as the distance of the building from the tunnel axis increases, the settlement decreases 

and follows a constant trend after a distance equal to the tunnel diameter. Based on the results of the 
sensitivity analysis, the depth of the tunnel has the greatest effect on the surface settlement, which can 

be prevented by controlling the depth of the tunnel from the ground surface. Also, among the soil 

geomechanical parameters, the modulus of elasticity  had the greatest effect on settlement in the present 
study. Finally, according to the results, the effect of tunnel, building, and soil properties on surface 

settlement is very important, particularly in urban environments. 

doi: 10.5829/ije.2021.34.05b.02 
 

 

NOMENCLATURE 
E soil modulus of elasticity ν the Poisson's ratio 

K earth pressure coefficient at rest 𝜀𝐿  Lateral strainsurface 

Greek Symbols β  the angular distortion 

𝜀𝑃  the average maximum main strain   

 
1. INTRODUCTION1 
 

Tunneling affects the surface (such as buildings, bridges, 

etc.) and underground (urban facilities, tunnels, metro 

stations, etc.) structures. Therefore, such structures 

change the behavior of the ground around the tunnel. In 

urban environments, such deformations have adverse 

effects on surface and underground structures. Improving 

the design and construction of underground structures 

can guarantee the quality, the safety of engineering 

structures, and coordination between numerical 

calculations and actual results. The great variety in the 
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factors influencing the surface subsidence (such as the 

type of soil layering, tunnel depth and dimensions, and 

tunneling methods) has led to numerous calculations and 

predictions of subsidence by researchers. All theories 

related to the surface subsidence calculation show a 

relationship between the volume of soil that is loosened 

by tunneling (and fills the excavated space) and the 

volume of the subsided surface. Given the loosened mass 

above the tunnel, further deformations and ground 

subsidence will be inevitable even if the pores between 

the soil particles are filled. The loosening and subsequent 

changes in the soil will continue during the tunneling 
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process. In fact, it is not possible to eliminate them even 

with further measures taken inside the tunnel. By 

addressing these conditions is only possible by restoring 

the original soil density and level of the subsided mass. 

Numerous experiments on intact soil samples have 

shown that soil behavior is nonlinear and stress-

dependent. The actual distribution of stresses in the soil 

requires consideration of its actual behavior. It is 

noteworthy that the calculation of soft soil substructure 

force is more accurate, and the error of deformation 

calculation is larger [1]. In general, studies to predict 

surface subsidence have focused on finite element 

methods [2], artificial intelligence [3], fuzzy studies [4], 

and cracking particle method [5, 6]. 

Researchers have always known that it is possible to 

use numerical methods indefinitely to solve engineering 

problems; however, given a large amount of time and 

money spent on programming and executing the 

programs by computers, the use of empirical 

relationships was more preferable. Nevertheless, 

experimental methods cannot provide accurate solutions 

for the problems, despite their ease of use. Obviously, the 

closer the model made in numerical methods is to reality, 

the more accurate the answer will be. Numerical methods 

have obtained more popularity in recent years due to the 

advancement of technology and related sciences such as 

computers and their applicability in various fields. The 

numerical methods are basically classified according to 

the type of environment used. The most important 

numerical methods are finite element method, finite 

difference method, and distinct element method. 

Moorak [9] performed an extensive parametric study 

on the effects of tunnel construction on ground 

movements and near buildings constructed on clay soil. 

He used the discrete element method (DEM) for 

modeling and compared the results obtained from this 

modeling with the field data. He also proposed an 

equation for the ratio of tunnel depth to diameter (Z/D) 

and damage conditions as well as the ground structural 

destruction for different structures in the form of 

Equation (1) [12]: 

𝜀𝑃 = 𝜀𝐿 cos 𝜃𝑚𝑎𝑥
2 +

β sin 𝜃𝑚𝑎𝑥 cos 𝜃𝑚𝑎𝑥; (tan(2𝜃𝑚𝑎𝑥) =
𝛽

𝜀𝐿
  

(1) 

Equation (1) was compared with field observations 

and the results showed it can be used for structural 

evaluation in the design phase of underground structures 

and tunnels in clay soils. 

Dalong et al. [10] conducted studies on the land 

deformation due to tunneling in Shenzhen region of 

China using monitoring data analysis. They investigated 

the states with and without the presence of the tunnels 

and provided an equation to obtain the amount of ground 

subsidence when tunneling with a shield [10]. 

Selby [11] modeled tunnels in the UK using the 

Lagrangian finite difference method. Finally, he 

compared the results with experimental values and 

showed that the estimation of ground subsidence by the 

finite difference method predicted the subsidence 

through to be shallower and wider than the actual value, 

and these differences were greater in shallow tunnels. 

Franzius and Potts [12] conducted a study on the effect 

of meshing geometry on three-dimensional analysis of 

tunneling finite elements. They concluded that a distance 

of 13 times the diameter of the tunnel was sufficient to 

minimize the effect of boundaries on the results. 

Extensive studied [13-16] were conducted on the reaction 

of different structures due to the construction of 

underground tunnels and ground subsidence by finite 

element method. They concluded that the reaction of 

structures significantly depends on the type and shape of 

the structure as well as soil conditions. To calculate 

surface settlement under different types of loading, 

similar studies have been conducted [17-20]. In general, 

numerical models can provide more complete 

information than other methods due to their high 

flexibility. However, incorrect model selection, 

inaccurate use of parameter values, and 

misunderstanding of the construction process can lead to 

erroneous results.   

Although many studies have been conducted to 

determine the amount of ground subsidence due to 

tunneling in different conditions, investigation of 

subsidence concerning underground structures is still one 

of the most challenging issues in the field of geotechnical 

engineering. Considering the importance of this issue, the 

present study has investigated the effect of soil, building, 

and tunnel parameters on the ground subsidence using 

numerical modeling with ABAQUS [16]. The 

importance of these parameters on the ground subsidence 

due to tunneling has been also examined while 

performing sensitivity analysis between the parameters.  

 

 

2. NUMERICAL MODELING  

 

Since practical experiments are very costly, the use of 

finite element simulations can be an alternative tool in the 

soil-structure interaction analysis. Among the software 

using the finite element method to analyze engineering 

problems, ABAQUS software is one of the most useful 

research and practical computer programs for finite 

element analysis due to its unique capabilities. Therefore, 

ABAQUS software was used in this study to investigate 

the interaction between soil and tunnel structure and 

examine the effect of different parameters on surface 

subsidence. 

The characteristics of soil, tunnel, building, and 

configuration of the elements used in this study are 

described in the following. As shown in Fig. 1, a 

hypothetical tunnel with a diameter of D and depth of H 

in a soil with parameters such as internal friction angle, 



1087                                             A. M. Rajabi et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 05, (May 2021)   1085-1093 

 

Poisson ratio, cohesion, and modulus of elasticity, along 

with a building with specified length and width is 

modeled in the ABAQUS software [16] environment. 

After making the desired geometric model, introducing 

the properties of the materials used, and defining the 

analytical methods and boundary conditions in the 

ABAQUS software, the environment is meshed into 

finite elements and then the analysis method is defined. 

The ABAQUS software works based on dividing the 

model into smaller components. Accordingly, continuous 

element with linear interpolation and an eight-node 

reduction integration (C3D8R) of regular hexagonal type 

has been used for soil and tunnel meshing. The 

continuous element with linear interpolation and a 10-

node reduction integration (C3D10) of quadrilateral type 

has been selected for structural meshing. Also a number 

of 7624, 8546, and 33640 elements were considered for 

the building, the tunnels, and the soil, respectively. The 

selection of mesh dimensions in different parts of 

modeling has been conducted.  Trial and error was 

applied in a way that in addition to high accuracy of 

results, the modeling speed was also acceptable. 

Investigations showed that the finer mesh dimensions 

have no effect on the output.  Fig. 1 shows the schematic 

geometric drawing of tunnel of the studied models. 

 

2. 1. Soil Properties                    The soil properties 

considered in this study were according to clayey sand 

soil with internal friction angle (ɸ) of 15, 20, 25, and 30 

degrees, cohesion (C) of 10, 20, 30, and 40 kPa, modulus 

of elasticity (E) of 13, 23, 33, and 44 MPa, and Poisson's 

coefficient (υ) of 0.2, 0.3 and 0.4 according to Table (1). 

Various models have been proposed by researchers to 

determine the criterion of soil failure. The elastoplastic 

model is the best model in determining soil behavior. Soil 

is neither elastic nor a completely plastic material and 

shows a combination of the elastoplastic behavioral 

model. Accordingly, the Mohr-Coulomb model has been 

used in this study to determine soil behavior. 

 

 

  
(a) (b) 

  
(c) (d) 

Figure 1. The geometry of the studied models a) Schematic of tunnel and building position b) deformations without building c) 

deformations of building; U in mm d) deformations with building; U in mm 
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TABLE 1. The properties of soil used in modeling 2. 2. Tunnel and Buildings Properties          The 

specifications of building and tunnel lining parameters 

used in modeling are given in Table 2. 

The results of the present study are first compared 

with previous studies, after which modeling of a tunnel 

with different diameters and depths, and a building with 

 

 

TABLE 2. Specifications of building and tunnel parameters used in this study 

Building Parameters Tunnel Lining Parameters 

No. of 

Stories 

Distance from 

the tunnel 

axis (X) 

Width of 

Building (B) 

(meters) 

Length of 

Building (L) 

(meters) 

Poisson 

ratio (υ) 

Lining 

diameter 

(cm) 

Modulus of 

elasticity (E) 

(MPa) 

Tunnel 

Diameter (D) 

(meters) 

Tunnel 

Depth (H) 

(meter) 

3 10 5 10 0.2 30 37000 3 30 

3 20 10 15 0.2 30 37000 5 50 

3 30 15 20 0.2 30 37000 7 70 

3 40 20 25 0.2 30 37000 9 90 

 

 

specific length, width, and distance from the tunnel axis 

on a soil with different internal friction angle, modulus of 

elasticity, Poisson ratio, and cohesions were carried out 

and the effect of these parameters on surface settlement 

were investigated. 

 

 

3. RESULTS AND DISCUSSION 
 
3. 1. Comparison of the Present Study with the 
Previous Research            In this section, the surface 

settlement has been calculated for different tunnel depths 

(30, 50, 70, and 90 meters) using equations defined by 

Atkinson [7]. Then, the surface settlement has been 

calculated for the tunnel diameter of 9 meters and the 

internal friction angle (ɸ)and modulus of elasticity (E) of 

30 degrees and 17 MPa, r by increasing the distance of 

the building from the tunnel, the impact of the tunnel on 

the settlement of the building decreases, resulting in the 

decreasing of the surface settlement. Indeed, the ground 

in the parts outside the tunnel acts as a suppor, 

.espectively along with the Poisson's coefficient () equal 

to 0.3. Finally, the results have been compared. 

According to Figure. 2, the amount of settlement 

calculated by ABAQUS software is greater than the 

experimental relationships, and the graph obtained from 

Atkinson [7] relationships is closer to numerical 

modeling. Also, at a depth of 30 meters, the amount of 

settlement in Atkinson  [7] relation is equal to 4.6 mm, 

while at the same depth, the amount of settlement 

obtained from ABAQUS software is equal to 6 mm, 

which shows about 30% higher values. Fig. 3 compares 

the amount of surface  settlement with increasing 

distance from the tunnel center in the analytical 

relationships presented by Cao et al. [13] and Bobet  [8] 

with the numerical modeling used in the present study. In 

this comparison, the diameter of the tunnel is equal to 3 

meters, and the tunnel burial depth is equal to 30 meters. 

The soil parameters include modulus of elasticity, 

Poisson ratio, and internal friction angle, which are 17 

MPa, 0.3, and 30 degrees, respectively. 

According to Figure 3, the curve obtained from the 

ABAQUS software is closer to the curve obtained by the 

Cao et al. [13] method and shows some overlap. Also, the 

two curves obtained from the numerical modeling and 

Cao et al. [13] intersect at a distance of 15 meters from 

the tunnel axis, which can be due to the boundary 

conditions defined by Cao et al. [13] method obtained 

from experimental observations and simple hypotheses. 

Besides, these relationships are just for undrained 

conditions. 

 

3. 2. Numerical Study in the Present Study         
Generally, with increasing the horizontal distance of the 

building from the tunnel, the effect of the tunnel on 

building settlement decreases, leading to decreasing of 

the surface settlement. Indeed, the ground around the 

tunnel acts as a support. This section investigates the 

effect of different parameters on surface settlement. 
 

3. 2. 1. Effect of the Tunnel Depth Relative to 
Diameter (H/D) and Internal Friction Angle of the 
Soil on Surface Settleme            Figure 4 shows the 

results of numerical modeling for the case where a 

building with the width and length of 10 and 20 meters, 

respectively, is located above the tunnel axis and the 

diameter of the tunnel is equal to a constant value of 3 

meters and different depths of 30, 50, 70, and 90 meters. 

Φ C(kPa) E(MPa) υ 

20 20 23 0.2 

25 30 33 0.3 

30 40 44 0.4 
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The internal friction angle of the soil is 15, 20, 25, and 30 

degrees in this case. According to Figure 4, the maximum 

settlement is for the internal friction angle of 15 degrees 

and the tunnel depth of 30 meters. 
 

 

 
Figure 2. Comparing the amount of surface settlement in 

experimental and numerical relations 

 

 

 
Figure 3. Comparison of the amount of settlement in 

analytical and numerical methods 
 

 

 
Figure 4. Surface settlement changes for the tunnel depth to 

diameter (H/D) ratio, where D is 3 meters 

According to this figure, the settlement decreases with 

increasing the internal friction angle of the soil. In other 

words, the amount of surface settlement is more when the 

ratio of the tunnel depth to diameter is equal to 10 

compared to when this ratio is equal to 30. 

 

3. 2. 2. Effect of Cohesion Relative to Modulus of 
Elasticity (C/E) and Internal Friction Angle of the 
Soil on Surface Settlement              The effect of 

cohesion relative to the soil modulus of elasticity is 

investigated in this section for different values of the 

internal friction angle of sand-clay soils. Figure 5 shows 

the results of numerical modeling for the case where a 

building with the width and length of 10 and 20 meters, 

respectively, is located above the tunnel axis. 
The soil modulus of elasticity is considered as 13 

MPa, and its cohesion is 10, 20, 30, and 40 kPa, 

respectively. The tunnel burial depth and the diameter of 

the tunnel are 50 and 5 meters, respectively. Besides, the 

internal friction angles of soil are 15, 20, 25, and 30, 

while the Poisson’s ratio has been considered to be equal 

to 0.3. 

According to Figure 5, the maximum amount of 

settlement is for the internal friction angle of the soil 

equal to 15 degrees and the soil cohesion of 10 kPa. 

Based on the observations, the settlement decreases with 

increasing the soil internal friction angle. As can be 

observed, for a constant modulus of elasticity equal to 13 

MPa, surface  settlement decreases with the increasing 

ratio of the soil cohesion to modulus of elasticity. 

 

3. 2. 3. Effect of the Building Length Relative to the 
Tunnel Depth (D/L) and the Soil Internal Friction 
Angle on the Surface Settlement               The effect 

of the Building length relative to the tunnel diameter is 

investigated for different internal friction angles in 

sandy-clay soils. The width and length of the building are 

 

 

 
Figure 5. Changes in the surface settlement for the ratio of 

soil cohesion to modulus of elasticity (C/E) where modulus 

of elasticity is 13 Mpa 
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10 meters. The tunnel diameter is variable and equal to 3, 

5, 7, and 9 meters with a burial depth of 50 meters. The 

soil internal friction angles are 15, 20, 25, and 30, while 

the modulus of elasticity, cohesion, and the Poisson’s 

ratio of the soil are 17 MPa, 20, and 0.3, respectively. 

Figure 6 shows the results of modeling. As shown in 

Figure 6, the surface settlement decreases with an 

increase in the soil internal friction angle. 

At a constant length of 10 meters for the building, the 

surface settlement increases with an increase in the tunnel 

diameter. As the diameter of the tunnel increases, the 

settlement increases due to the increasing excavation 

volume, the removal of part of the soil mass, and the 

occurrence of strains leading to the settlement. 

 

3. 2. 4. Effect of the Building width Relative to its 
Length (B/L) and the Poisson’s Ratio on the 
Surface Settlement               Figure 7 shows the modeling 

results for a building with a constant length of 20 meters  
 

 

 
Figure 6. Changes in the surface settlement for the ratio of 

the tunnel depth to the building length (D/L) where the 

building length is 10 meters 
 

 

 
Figure 7. Changes in the surface settlement for the ratio of 

the building width to the length (B/L) for different Poisson 

ratios (L = 20 meters, ɸ =30°) 

and variable widths of 5, 10, 15, and 20 meters. The soil 

Poisson Ratios were 0.1, 0.2, 0.3, and 0.4. The tunnel 

diameter is 5 meters with a burial depth of 50 meters, and 

the internal friction angle, cohesion, and modulus of 

elasticity were 30 degrees, 20 kPa, and 23 MPa, 

respectively. With increasing the width of the building, 

the ratio of the building width to length grows from 0.25 

to 1, increasing the stiffness and rigidity of the building 

and decreasing the surface as well as building settlement. 

Similarly, by increasing the soil Poisson ratio from 0.1 to 

0.4, the surface settlement also increases. 

 

3. 2. 5. Effect of the Building Width Relative to its 
Length (B/L) and the Soil Cohesion on the Surface  
Settlement             The effect of building width on land 

settlement for different amounts of soil cohesion has been 

investigated. A building with different widths of 5, 10, 

15, and 20 meters and a constant length of 10 meters is 

located above the tunnel axis. The tunnel diameter is 5 

meters and its burial depth is 50 meters. Besides, the soil 

cohesion values are 10, 20, 30, and 40 kPa. According to 

Figure 8, the maximum settlement is for the soil cohesion 

of 40 kPa and the building width of 20 meters. It is also 

observed that with increasing soil cohesion, settlement 

decreases. Therefore, the soil with the cohesion of 30 kPa 

has less settlement than soil with cohesion of 10 kPa. As 

the width of the building increases at the constant 

building length equal to 20 meters, the stiffness of the 

building increases, and settlement decreases. 

 

3. 2. 6. Effect of the Building width Relative to its 
Length (B/L) and the Soil Modulus of Elasticity on 
the Surface Settlement              Figure 9 shows the 

numerical modeling results for a building with a length 

of 20 meters and different widths of 5, 10, 15, and 20, 

respectively. The soil modulus of elasticity is different 

and equal to 13, 23, 33, and 44 MPa. The tunnel burial 

 
 

 
Figure 8. Changes in the surface settlement for the ratio of 

the building width to the length (B/L) for different soil 

cohesions (C) (L=20 meters, ɸ= 30°) 
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depth is 70 meters and its diameter is 5 meters.The 

maximum settlement is for the soil modulus elasticity of 

13 MPa and the building width of 5 meters. It is also 

observed that the settlement decreases with the 

increasing modulus of elasticity. Accordingly, the soil 

with a modulus of elasticity of 44 MPa has less settlement 

than the case of 13 MPa. As the building width of the 

building, while the length is constant and equal to 20 

meters, the surface settlement decreases. According to 

Figure 9, when the ratio of building width to length is 

equal to 1, the settlement is 1.9 mm for the soil with a 

modulus of elasticity of 13 MPa, and 1.75 mm for the 

modulus of elasticity of 44 MPa. This indicates that with 

an increase in modulus of elasticity from 13 to 44 MPa, 

the settlement decreased by about 8%. 
 

3. 2. 7. Investigating the Effect of Building Weight 
on the Surface Settlement and Surface Building         
The effect of the building weight on the surface  

settlement is investigated in the following. Given that 

with increasing the load of the building on the surface  

surface, the settlement also increases. 
Figure 10 presents the results of modeling with and 

without considering the building. The tunnel diameter 

was 5 meters, and the buried depths were 30, 50, 70, and 

90 meters, along with a 3-story building with a width of 

10 m and a length of 20 meters and a load of 1600 kg/m2 

due to the weight of the building. The results show that 

surface settlement increases with increasing the load on 

the soil and the addition of the building. 

 

3. 8. Effect of the Building Distance from the 
Tunnel Center Relative to the Building Length 
(X/L) and the Tunnel Depth on the Surface  
Settlement                 Figure 11 shows the numerical 

modeling results for a building located at distances of 10, 

20, 30, and 40 meters from the tunnel axis and constant 
 

 

 
Figure 9. Changes in the surface settlement for the ratio of 

the building width to the length (B/L) for different soil 

modulus of elasticity (E) (L=20 m, ɸ= 30°) 

 
Figure 10. Changes in the surface settlement for the ratio of 

the tunnel depth to diameter with and without considering 

the building (D=5 meters) 
 

 

width and length of 10 and 20 meters, respectively. The 

tunnel diameter is constant at 9 meters with variable 

depths of 30, 50, 70, and 90 meters. As the distance of 

the building from the tunnel axis increases, the settlement 

dramatically decreases; therefore, that after a certain 

distance, settlement decreases to almost zero. Increasing 

the distance between the building and the tunnel leads to 

reduced surface settlement, but the trend becomes 

constant after a distance equal to the diameter of the 

tunnel. The maximum increase in settlement is for the 

range of 0-10 meters because most changes in vertical 

and lateral pressure have occurred in this range. 
 

3. 3.Sensitivity Analysis          One of the primary 

measures after modeling is to determine the sensitivity of 

the target modeled to input parameters. As a general rule, 

all parameters were kept constant except one parameter, 

which was changed to a certain percentage, to determine 

the impact of the input parameters on the target [15]. 

Table 3 presents the results obtained in this study based 
 

 

 
Figure 11. Changes in the surface settlement for the ratio of 

the distance from the tunnel axis to the building length (X/L) 

for different tunnel depths (H in meters) (ɸ =30°) 

1.6

1.7

1.8

1.9

2

2.1

2.2

0 . 2 0 . 4 0 . 6 0 . 8 1

E=13Mpa E=23Mpa

E=33Mpa E=44Mpa

S
u
rf

a
c
e
 

Se
tt

le
m

en
t(

m
m

)

The Building Width to the Length Ratio (B/L)

0

1

2

3

4

5

6

6 8 1 0 1 2 1 4 1 6 1 8

With Structure

Without Structure

S
u
rf

a
c
e

The Tunnel Depth to Diameter Ratio

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.5 1 1.5 2

H=30 H=50

H=70 H=90

S
u
rf

a
c
e
 S

e
tt

le
m

e
n
t
(m

m
)

The distance from the tunnel axis to the 



A. M. Rajabi et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 05, (May 2021)   1085-1093                                           1092 

 

TABLE 3. The effect of increasing the input parameters up to 

20% on the surface settlement (%) 

Ф  ν  E C H D Parameters 

0.67 0.74 0.97 0.52 1.05 0.85 

Values 

Obtained 
from 

Sensitivity 

Analysis 

*D: Tunnel Diameter; H: Tunnel Depth; C: Cohesion; E: Modulus of 
Elasticity; ν: Soil Poisson's Ratio; Ф: Internal friction angle 

 

 

on a 20% increase in the mentioned parameters. The 

significant difference between the actual values indicates 

the greater impact of the deleted parameter on the results. 

Accordingly, the effect of various parameters used in 

modeling was investigated. Generally, values greater 

than 0.9 indicate a significant impact of the parameter on 

the output (settlement), and values less than 0.8 represent 

a weak effect on the output parameter [14]. 

According to Table 3, the depth of the tunnel had the 

highest effect on the surface settlement, which can be 

prevented by controlling the tunnel depth relative to the 

surface. Also, among the geomechanical parameters of 

the soil, the modulus of elasticity and cohesion 

parameters had the highest and the lowest effects on the 

surface settlement, respectively. 

 

 

4. CONCLUSION 
 

In this study, finite element numerical modeling aimed to 

predict the effect of tunneling on surface settlement in 

sand-clay soils. According to the obtained results and 

comparing the numerical modeling with the results of 

other researchers, the modeling performed with 

ABAQUS software provides acceptable results. 

Therefore, the use of ABAQUS software is 

recommended as a useful tool to model and predict the 

surface settlement under the influence of tunneling. 

According to the output of the modeling, the surface 

settlement increases with an increase in the tunnel 

diameter (D), which is related to the increase in 

excavation volume and the removal of part of the soil 

mass along with the occurrence of strains that leads to 

surface settlement. Also, as the depth of the tunnel (H) 

increases, the settlement decreases. The results of the 

sensitivity analysis showed that out of the tunnel 

parameters studied in this study, the depth of the tunnel 

had the most impact on the surface settlement, and it is 

possible to avoid surface settlement by controlling the 

tunnel depth. As the width (B) and length (L) of the 

building increase, the settlement decreases; but this 

decrease is more for changes in the width of the building, 

which can be attributed to the greater cross-section of the 

foundation and an increase in its stiffness so that the 

settlement of the foundation becomes more uniform and 

more resistant to displacement. As the lateral distance 

between the building and the tunnel (X) increases, the 

surface settlement increases initially, and after an 

approximately equal distance to the tunnel diameter, the 

settlement changes show a steady trend. The highest 

increase in settlement is between 0 and 10 meters because 

most vertical and lateral pressure changes occur in this 

range. As the internal soil friction angle (ϕ), soil cohesion 

(C), and the modulus of elasticity (E) increase, the 

surface settlement decreases. According to the results of 

sensitivity analysis, among the geomechanical 

parameters of the soil examined in this study, the 

modulus of elasticity and cohesion had the highest and 

lowest effect on the surface  settlement, respectively. In 

general, the results of numerical modeling showed that if 

the exact parameters of soil and building are available, 

numerical modeling provides acceptable results in the 

estimation of surface settlement resulted in from the 

surface building. 
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Persian Abstract 

 چکیده 
(، تعداد طبقات و فاصله  L(، طول )B(، عرض )H(، عمق تونل )Dتاثیر پارامترهای مختلف از جمله قطر تونل ) ،افزار اجزای محدود آباکوس در این مطالعه با استفاده از نرم 

( روی نشست خاک مورد C( و چسبندگی )E، مدول الاستیسیته )(υ)( نسبت پواسون  ϕ)های خاک شامل زاویه اصطکاک داخلی  و ویژگی(  Xافقی ساختمان از محور تونل )

دهد که با افزایش زاویه اصطکاک داخلی خاک، میزان نشست کاهش یافته و با کاهش مدول الاستیسیته و چسبندگی خاک به علت  ه است. نتایج نشان می بررسی قرار گرفت

رارگیری تونل میزان  یابد در حالی که با افزایش عمق قیابد. همچنین در یک عمق ثابت با افزایش قطر تونل نشست زمین افزایش می سخت شدن خاک نشست افزایش می 

ع پی  یابد. تغییرات عرض و طول ساختمان نیز اثر مستقیم بر روی نشست دارد؛ به طوری که با افزایش عرض و طول ساختمان به علت افزایش سطح مقط نشست کاهش می 

یابد. همچنین با دهد و نشست زمین کاهش میتری نشان میتر و در برابر جابجایی از خود مقاومت بیشساختمان و افزایش صلبیت و سختی آن، نشست پی سازه یکنواخت

دهد نتایج آنالیز حساسیت انجام گرفته نشان میای معادل با قطر تونل، روند ثابتی داشته است.  افزایش فاصله سازه از محور تونل نشست زمین کاهش پیدا کرده و پس از فاصله

های توان از نشست ل بیشترین تاثیر را در نشست سطح زمین دارد که با کنترل عمق قرار گیری تونل از سطح زمین می در بین پارامترهای انتخاب شده، عمق قرارگیری تون

در نهایت  ت سطح زمین دارد.  سطح زمین جلوگیری نمود. همچنین دربین پارامترهای ژئومکانیکی خاک، در این مطالعه پارامتر مدول الاستیسیته بیشترین تاثیر را روی نشس

های شهری بسیار حائز اهمیت است و بایستی مورد توجه  دهد تاثیر مشخصات تونل، سازه و خاک بر روی نشست زمین به خصوص در محیط تایج این مطالعه نشان می ن

 طراحان قرار گیرد.
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A B S T R A C T  
 

 
Different approaches were adapted to strength the structural elements to increase the load capacity and 

reduce the deformation such as deflection. The easiest and light external strengthening of reinforced 
concrete members are Fiber Reinforced Polymer (FRP) family such as Armed, Carbon, Glass and 

Basalt, respectively. This paper presents the theoretical approach to check out the experimental tests of 

reinforced concrete beams strengthened by glass fiber reinforced polymer (GFRP) using finite elements 
method by ANSYS software in which all models are simulate the tested beams.  All models have the 

same geometry and mechanical properties but differ in GFRP layers and width. The main objectives of 

present work are evaluating the strength capacity, cracks propagations, deflection and tensile 
enhancement of reinforced concrete beams warped by GFRP strips subject to four points static load. 

Analysisof  results indicate that the presences of GFRP sheets enhance the capacity and ductility of 

reinforced concrete beams in additional to delay the post crack concrete. The delay in the formation of 
first crack, increase in the number of cracks and ultimate loads of the models compared with the control 

model. There are improvements in flexural strength based on the modulus of rupture. Also, the cracks 
propogation become less in case of presence of GFRP and there is improvements in tensile resistance 

due to flexural. Analysis results inicated that the presence of GFRP at the bottom face of reinforced 

concrete beam in case of two layers gave increase in ultimate load 104.3% as compared with the 
control model. The reduction of the deflection for same models is 10.84%. Factor of the modulus of 

rupture range between (0.76-1.36) that is more than with ACI code suggested as 0.6. All model results 

were close to the experimental tests.  

doi: 10.5829/ije.2021.34.05b.03 

 
 

NOMENCLATURE   

Symbol   

Af GFRP area (mm2) Mn nominal flexural strength (N-mm) 

c Distance from extreme compression fiber to the neutral axis (mm)  Mu factored moment at a section (N-mm) 

d 
distance from extreme compression fiber to centroid of tension 
reinforcement (mm) 

β1 
ratio of depth of equivalent rectangular stress block to depth 
of the neutral axis 

ffu design ultimate tensile strength of GFRP (MPa) φ strength reduction factor  

fs stress in steel reinforcement (MPa) ψf 
GFRP strength reduction factor = 0.85 for flexure (calibrated 
based on design material properties) 

h overall thickness or height of a member (mm) Mn nominal flexural strength (N-mm) 

 

1.INTRODUCTION1 
 

Concrete as a material is very weak to resist tensile 

stress that developed in tension concrete zone due to 

 

*Corresponding Author Email: mohammadmakki2003@gmail.com 
(M. M. Abbass) 

applied loads. When the internal stress in the structural 

members increased the cracks will increase [1]. The 

mechanical properties of GFRP high strength to weight 

ratio, lightweight and giving better solution for 

strengthening. Hence, adopt in structural members. 

Strengthening reinforced concrete beam by GFRP with 

orientation of fiber reinforcements along the beam 
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increasing flexural resistance of beam, stiffness, reduce 

in deflection and enhance the tensile strength so that the 

cracks reduced [1]. Wraped of a simple reinforced 

concrete beams by FRP layered showed the beams were 

carried excessive uniform loads in flexure when the 

layers in the bottom face [2]. The models of simply 

supported concrete beams that simulated by finite 

elements approach gave the same behavior and failure 

modes the same as the reinforced concrete beams 

strengthened by FRP laminates but differed in capacity, 

deflection and stress. Applied FRP strips for concrete 

members increased in the strength to improve the 

reinforced concrete beams [3, 4]. Presence of GFRP in 

bottom of reinforced concrete beam showed high post 

crack and enhanced the strength capacity of reinforced 

concrete beams [5]. The relative displacements that 

developed in concrete surface and GFRP was 

proportional [6]. GFRP recover damage of reinforced 

concrete members with excellent durability against 

environment [7]. Presences of FRP lead to increase the 

shear strength capacity of the reinforced concrete 

continuous beam over than 25% as compared with the 

control beam [8]. Modulus of elasticity and yield 

strength of FRP are affected on the strength capacity of 

concrete beam and the global average reliability 

between the unstrengthening and strengthening beams 

with strips and full wrapped were differ in strength 

capacity [9]. The rehabilitated and strengthened 

coupling beams with FRP sheets can achieve 

appropriate strengths even larger than those of original 

beams [10]. In case of adopted flexible torsion bar in the 

design of trailing edge flap system showed a beneficial 

decreased in torsional stiffness, while increased the 

bending stiffness of the whole system. In addition, the 

worm gear drive gave a high torque to overcome 

aerodynamic force on the flap area and the torsional 

rigidity of support bar, but also plays as a brake to avoid 

instability due to the high torsional flexibility of the 

support bar [11]. The GFRP reinforcement having lower 

modulus of elasticity, gave in higher deflection than the 

steel reinforced specimens which have higher modulus 

of elasticity and the ultimate moment carrying capacity 

of the GFRP reinforced beam. That beam gave higher 

than the conventional steel reinforced beam [12]. 

Automated the printed process lead to make the use of 

the beam more efficient. This makes the method also 

attractive for expert users, who want to maximize the 

quality of their work [13]. The use of FRP composite 

jackets gave  much better performance in terms of 

ductility as compared with the reinforced concrete 

refrence [14]. 
 

 

2. AIM AND SIGNIFICANT RESEARCH  
 

The aims of present study to evaluate the strength 

capacity, cracks propagations, deflections and tensile 

stress enhancement performance of reinforced concrete 

beams warped by GFRP located at tension zone and 

assumed full interactions as surface bound with bottom 

face of the beams that subjected to four-point static 

loading using finite elements approach by ANSYS 

software. The parameters that taking into accounts are 

GFRP layers and widths. The actual loadings from 

experimental tests were applied in finite elements 

ANSYS software to predicate the full performance of 

reinforced concrete beams strengthened by GFRP and 

checking with experimental tests.  

 

 

3. THEORETICAL ANALYSIS  
 

Bonding of GFRP in the tension face of the simply 

supported reinforced concrete beam to increase the 

flexural resistance of the reinforced concrete beams, 

reducing deflection and improve the tensile resistance of 

concrete against internal tension stress in which the 

GFRP oriented along the beam span. Therefore, that 

works as main reinforcement and enhancing the amount 

of reinforcements in tension zone. Based on ACI – 440 

– 2R – 2008 [15], the strength designs of the reinforced 

concrete beam satisfy Equation (1): 

 
(1) 

The ultimate moment capacity of the reinforced 

concrete (RC) beam according to ACI – 318 – 2019 [15] 

was calculated without presences of GFRP (control 

model). The mode of failure of reinforced concrete 

beam flexural in case of strengthening with GFRP relay 

on the crushing of concrete compression zone (when the 

concrete strain reaching 0.003), plane before the 

reinforcements yield, or the reinforcements yield and 

then followed by GFRP sheets tension zone, other case 

reinforcements in tension zone yield then the concrete in 

compression level crushing and de-bonding of the 

GFRP sheets.  

The nominal strength as flexural for RC beam 

strengthening with GFRP calculated by Equation (2) 

[16]. The ultimate moment with and without presences 

of GFRP were calculated based on the mechanical 

properties [1]. 

 
(2) 

 

 

4. MODELS GEOMETRY AND SPECIFICATIONS 
 

Seven models are simulated with the same dimensions 

and geometry include control model without GFRP 

while other models differ in GFRP layers and width that 

matching the real experimental works [1]. The model 
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dimensions that simulates by ANSYS (150x150x700 

mm) in which the span beams are 620 mm with total 

reinforcements are located at the bottom (2ϕ8) and 

(2ϕ4) at top, the stirrups ϕ6@90 mm c/c as shown in 

Figure 1. The total length of GFRP layer is 580 mm 

along the beam span [1], Tables 1 and 2 lists the models 

details and material mechanical properties. The model 

mark is COMPW-N in which COMP is composite 

model, W is the GFRP width, N is number of layer. 

Stress–strain behavior reinforcement assumed that 

elastic–full plastic is shown in Figure 2. Figure 3 stress–

strain curve for concrete and Figure 4 is devoted to 

GFRP. The GFRP thickness is 0.43 mm. 
 

 

 
Figure 1. Model dimensions (all in mm) 

 

 

TABLE 1. Beams model specification 

Model 

mark 

CO

MP 

25-1 

CO

MP 

25-2 

CO

MP 

50-1 

CO

MP 

50-2 

CO

MP 

100-1 

CO

MP 

100-2 

RC 

w/o 

GFR

P 

GFRP 

width 

(mm) 

25 25 50 50 100 100 NA 

Number 

of layer 
1 2 1 2 1 2 NA 

 

 

TABLE 2. Material mechanical properties 

Concrete Reinforcements GFRP 

fc (MPa) 
Ec 

(MPa) 
fy (MPa) 

Es 

(MPa) 
fy (MPa) 

Es 

(MPa) 

40 36450 420 200000 875 75900 

 

 

 
Figure 2. Stress–strain for reinforcement 

 
Figure 3. Stress–strain for concrete 

 

 
Figure 4. Stress – strain for GFRP 

 

 

5. NUMERICAL APPROACH  
 

Average load capacities were taken from the previous 

test [1] that adopted and applied to the models that is 

simulated by ANSYS [17]. The loads were applied 

under four points and the models were run as static 

analysis. The model is divided into a numbers of small 

elements, 70 elements longitudinal direction (each 

element is 10 mm), 12 elements in width and depth 

directions that mean each element is 12.5 mm. All lines 

within the beam model are divided to produce meshes, 

lines meshes adopted after many trails to select the 

mesh size to get near close solutions. The connections 

between rebar nodes is similar to the concrete solid 

nodes, so that the concrete and steel reinforcement 

nodes are merged (full interaction, no slip and friction). 

The same approach was adopted for GFRP composites. 

The tolerance value of 0.05 is used as displacement 

control during the nonlinear solution for convergence. 

 

 
6. FINITE ELEMENTS MODELING  
 
Numerical analysis using finite elements approach by 

ANSYS software is adopted to simulate all reinforced 

concrete beams strengthened by GFRP including the 

control model. Different elements were selected to 

150  

P P 

 

GFRP 
580 

mm 700  

150  



M. M. Abbass et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 05, (May 2021)   1094-1104                           1097 

represent the actual behavior of concrete, plate supports, 

plate under loads, reinforcements as main and stirrups 

and GFRP layer.  SOLID65 element used for concrete 

material in which three degrees of freedom at each 

nodes plus translations. LINK180 element is adopted to 

simulate all steel reinforcement. SOLID185 is chosen to 

represent the steel plates that locates under the applied 

loads and supports. SHELL181 element is used to 

simulate GFRP layer due to this element having 

membrane (in-plane) stiffness [17]. Smeared crack is 

the best representation of reinforced concrete members 

such as adapt beam. The open and close coefficients for 

concrete cracks were 0.2 and 0.7 respectively. The 

materials nonlinearity for steel rebar’s and concrete are 

behaved as elastic – full plastic reinforcements, concrete 

linear up to 0.3fc’, elastic up to 0.85 fc’, maximum 

value of concrete strain is 0.003. The main assumptions 

of numerical analysis for the plane section remain plane 

before and after applied loads, the concrete is 

homogeneous, full bounds between concrete and 

reinforcements, full interactions between the concrete 

and GFRP layers and the material nonlinearity of GFRP 

is linear up to failure and the self-weight of beam not 

considered in analysis that match the experimental tests.  

Figure 5 shows the beam model meshes. Figure 6 shows 

the main and stirrupd reinforcements, Figure 7 shows 

the wireframe model. In addition, Figures 8, 9 and 10 

shows the GFRP elements of model COMP25, 

COMP50 and COMP100, respectively. 
 

 

7. LOADING AND SUPPORTS CONDITIONS 
 
The average of three applied load for each specimen that 

tested for each beam are lists in Table 3. All applied 

loads adopted from tested beams [1].  
 
 

 
Figure 5. Beam model meshes 

 

 
Figure 6. Main and stirrups reinforcements elements 

 
Figure 7. Model wireframe 

 

 

 
Figure 8. Model COMP25 

 

 

 
Figure 9. Model COMP50 

 

 

 
Figure 10. Model COMP100 

 

 

The loads are divided into series of point loads that 

applied at the top center line of the upper plates. The 

supports conditions are simply supported in which the 

left support simulated as roller that zero displacement in 

vertical direction. The right support is pin so that 

restraint in longitudinal and vertical directions. The 

loads were applied at the central upper nodes that 

located at the tops of steel plates in which the loads 
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TABLE 3. Applied loading (average) 

Spaceman 

mark 

Specime

n No. 

Load  (P) from 

tests ( kN)  [1] 

Average 

loading (kN) 2P 

COMP25-1 

1 31 

68 2 *20 

3 37.5 

COMP25-2 

1 38 

72 2 34 

3 32 

COMP50-1 
1 33 

70 
2 38 

COMP50-2 

1 48 

98.5 2 49 

3 51 

COMP100-1 

1 46 

95 2 53 

3 44.5 

COMP100-2 
1 42 

91 
2 49 

RC w/o 

GFRP-control 
1 24 48 

*Unexpected failure  

 

 

were distributed through nodes. Figure 11 shows the 

loads and supports conditions. 

 

 

8. ANALYSIS RESULTS 
 
The static analysis of all models included the control 

model such as strength capacity, cracks propagations, 

deflection and tensile strength caused by flexural 

loadings, are discuses and compare with the test results 

[1].  

 

8. 1. Crack Pattern             Figure 12 represents the 

cracks propagations at the ultimate load stage for all 

models and compares the cracks intensity with 
 

 

 
Figure 11. Loads and supports conditions 

experimental tests. The circular shape that is lies in the 

plane represents the cracks while the crush concrete at 

the compression zone shown as octahedron. 

Comparisons of cracks patterns between reference and 

beam with one layer of GFRP (specimen COMP25-1) at 

ultimate loadings from experimental test that show same 

cracks propagations. The cracks concentration become 

less in presence of GFRP at the same loading of 

reference that is mean the GFRP make the reinforce 

concrete beam more ductile and there is improvement in 

elastic deformation of the reinforced concrete beams at 

early stage of applied loads. The modulus of rupture and 

splitting tensile strength fcr and fct are based on ACI-

318 – 2019, respectively [16] stated as follows: 

fcr0.56(fc')0.5 (3) 

fct=0.60(fc')0.5 (4) 

Based on the numerical analysis the load caused first 

crack lists in Table 4. The factor (k) 0.56 and 0.6 if 

increased that means there is improvement in tensile 

resistance of concrete in tension zone due to tensile load 

and bending, respectively. Also, there are improvement 

in elastic deformation for each specimen. The new 

values of the factor in presence of GFRP base on the 

crack loadings from numerical analysis lists in Table 4 

with the new values of factor (k). 

 

8. 2. Load-Deflection Behavior             Figures 13 to 

18 represent the deflection behavior of all models at 

 

 

 

Control Beam 

COMP25-1 
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Figure 12. Cracking of the control and RC beams 

strengthening by GFRP Strips 

 

 

 
TABLE 4. First crack loadings, modulus of ruptures and the 

factor k 

Model 

mark 

COMP 

25-1 

COM

P 25-

2 

COM

P 50-

1 

COM

P 50-

2 

COM

P 

100-1 

COM

P 

100-2 

Crack 

loading 

(kN) 

26 36 34 46 44 47 

Modulus of 

rupture 

(MPa) 

4.77 6.62 6.25 8.45 8.09 8.63 

Factor k 0.76 1.05 0.99 1.33 1.28 1.36 

%Enhance
ments of 

factor k 
26.6 75.0 65.0 121 113. 126 

ultimate applied load, all model results show close with 

that in test results. Figure 19 shows the full performance 

of load-deflection for all models that compare with 

experimental behavior. The difference between the 

changes in slopes at various ultimate load levels of the 

seven beams is a direct result of composite and non-

composite behavior. When the load is applied gradually, 

at its initial stage, only reinforced concrete section 

works resisting 15-30% of the applied load. After this 

point, the composite section kicks in and works in full 

or partial interaction depending on the type of 

connection between RC beam and GFRP. RF represents 

reference beam, up 50% of maximum applied loading is 

linear and within elastic range and serviceability. After 

that around 76% become nonlinear that means in the 

range of elastic – plastic and first cracks developed due 

to increase in loading and the slop become along the 

longitudinal direction indicated that the material become 

weak. The next performance is full nonlinear and the 

slop become toward horizontal up to failure. COMP25-1 

up to 25% of maximum applied loading is linear and 

within elastic range and serviceability, after that around 

80% become nonlinear that means in the range of elastic 

– plastic and first cracks developed due to increase in 

loading. The behavior of composite is better than that 

reference beam because of in presence of GFRP delay 

the cracks in tension face because it is enhancement in 

resistance tensile strength of concrete tension zone 

become more resistance.  After cracks developed a full 

nonlinear and the slop become toward horizontal up to 

failure due to decrease in the beam stiffness because that 

increase in loads that lead increase the deflections. All 

other beams, linear up to 22% of maximum applied 

loading and cracks developed around 86% because of 

the same reasons mentioned above. COMP25-1 to 

COMP100-2 are linear and after that become nonlinear 

according to capacity of composite beam that is really 

on the number of GFRP layers and scheme layout. The 

behavior of composite beam rely on where, width and 

number of layers to re-strengthening RC beam. The 

permissible deflection values for structural members are 

listed in the ACI 318-2019 code [16].  According to this 

reference, the maximum allowable deflection for simply 

supported beams under service loads should not be 

greater than L/360. Therefore, the maximum deflection 

of a beam 680 mm span becomes equal to 1.723 mm. 

However; if FRP is used, then the deflection ratio 

changes and according to ACI 440-2R [15], the 

maximum deflection ratio for composite beams (beams 

with GFRP) is L/250, which results become 

approximatly 2.48 mm-deflection. Table 5 lists the 

comparisons between the experimental and finite 

elements approach as maximum deflections and 

compare the models results with control model. Mean 

value founded from statistical analysis and the standard 

deviation, variance and coefficient of correlation as the 

COMP100-1 

COMP100-2 

COMP50-2 

COMP50-1 

COMP25-2 
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ratio for numerical results and experimental tests 

showed closed. Figure 20 shows the performance of 

load and deflection results with number of layers of 

GFRP. Increase GFRP layer width that lead to increase 

the value of load beam capacity and reduce deflection 

due to increase in beam stiffness, reinforcement in 

tension zone and make the concrete more ductile due to 

presence of GFRP sheet. Deflections and crack intensity 

of models with GFRP strips have higher elastic modulus 

and moment of inertia due to composite action of 

reinforced concrete neams wrapped by GFRP strips are 

less than at the same load contrl model. Analysis results 

of the numerical simulations clearly showed that beam 

capacity, stiffness degradation and failure mode of 

failure are significantly influenced by the GFRP widths 

and thickness. GFRP makes the concrete more ductile 

so that reduceing in deflection and cracks become less. 

The reduced in deflections and cracks due to composite 

beam delay the formation of plastic hinge that make the 

deflection at first crack load to the maximum deflection 

less si that the ductility increase in presence of GFRP 

sheets. 
 

 

 
Figure 13. Deflection of COMP25-1 at ultimate load 

 

 
Figure 14. Deflection of COMP25-2 at ultimate load 

 

 
Figure 15. Deflection of COMP50-1 at ultimate load  

 

 
Figure 16. Deflection of COMP50-2 at ultimate load  

 
Figure 17. Deflection of COMP100-1 at ultimate load 

 

 
Figure 18. Deflection of COMP100-2 at ultimate load 

 

 
TABLE 5. Comparison results 
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Y
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COMP25-1 

1 

0.78 0.73 0.94 0.73 2 

3 

COMP25-2 

1 

0.94 0.95 1.01 0.71 2 

3 

COMP50-1 
1 

0.78 0.95 1.01 0.69 
2 

COMP50-2 
1 

0.98 0.99 1.01 0.61 2 

3 

COMP100-1 
1 

1.18 1.10 0.93 0.65 2 

3 

COMP100-2 
1 

0.75 0.74 0.99 0.49 
2 

RC w/o 

GFRP- RF 
1 0.88 0.83 0.94 0.83 

Mean 

Standard deviation 

Variance 
Coefficient of correlation 

0.98 

0.037 

0.0014 
0.85 

 

 
8. 3. Principle Stresses and Principle Straines         
The plane that make angle with the beam axis have a 

point that lie in this plane occur maximum normal and 

shearing stresses. Such plane is the principle plane that 

is developed principle stresses. Increases in applied load 

make increase in internal tension stress at the location of 

tension zone that creating cracks so that principle 

stresses with direction 45o that lead to diagonal cracking 

as shown in Figure 12 which is perpendicular to the 

planes of principle tensile strength. To prevent 

dangerous or decreasing the cracks within limit, GFRP 

strips used to enhance the tensile behavior of reinforced  

COMP25-1 

COMP25-2 

 

COMP50-1 

 

COMP50-2 

 

COMP100-1 

 

COMP100-2 
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Figure 19. Load–deflection curves for all modeling that 

compared with test results 

 

 
Figure 20. Behavior of load-deflection results with number of 

layers of GFRP 

 

 

concrete beam. Figure 21 shows the principle stress for 

reference beam that the stresses concentrated and 

directed vectors toward the top. Figure 22 represents the 

principle stresses of beam strengthened by GFRP 2 

layers, so the principle stresses vector toward the 

bottom and there are a concentration of stresses there. 

The principle strain for reference beam and 

strengthening beams presented in Figures 23 and 24, 

respectively. The principle strain at ultimate load it is 

more concentrated than in case of reference beam, so 

that presence of GFRP make the RC beam more ductile 

and the strain reduced, the deflection and tensile stresses 

reduced. The Von Misses criteria (yield criteria) which 

is written as follows: 

 
(5) 

In which σ1, σ2 and σ3 represent first, second and third 

principle stress and fy is the yield strength. The vector 

principle stresses represent the stress path through the 

model due to applied load. Principle stress shown in 

Figure 21 different distributions, Figure 22 for beam 

with GFRP100-2 due to presences of GFRP that 

concentrated vectors at the bottom at the location of 

GFRP that sustained and increase the strength capacity 

of the beam and increase in flexural resistance due to 

increase in whole beam stiffness. Based on the 

numerical analysis of the models, the failure criteria that 

adopted are flexural not shear or torsion. Failure occur 
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for all models in concrete without spalling of GFRP due 

to reach the concrete ultimate experimental loads that 

applied from experimental tests [1]. The vector stress 

distributions of beam with GFRP100-2 more intensity 

than control beam model under the nutral axis in the 

zone of tension zone near tensile reinforcing and GFRP 

that assumed cracked that means there is concrete 

tension enhancement in this zobe. 
 

 

9. STRENGTH CAPACITY OF REINFORCED 
CONCRETE BEAM BASED ON ACI-318 AND ACI-
440-2R 
 
Figure 25 shows the point’s distributions around the 45o 

line that represent the experimental test results and the 

analytical analysis results for strength capacity of 

reinforced concrete beam with and without GFRP strips. 

 

 
Figure 21. Principle stress vector of control beam 

 

 

 
Figure 22. Principle stress vector of beam with GFRP100-2 
 
 

 
Figure 23. Principle strain vector of beam control beam 

 

 

 
Figure 24. Principle strain vector of with GFRP100-2 

Figure 26 represents the deflections at failure load. The 

point’s lies about and close to the straight line that 

indicates the numerical analysis results are conservative.  

Table 6 lists the maximum load capacity based on ACI-

318 and ACI-440-2R that compare with the 

experimental test results. 

 

 

 
Figure 25. Comparisons between experimental and analytical 

analysis ultimate load capacity 

 

 

 
Figure 26. Comparisons between experimental and numerical 

analysis deflection at ultimate load 

 

 
TABLE 6. Comparisons between average experimental and 

theoretical ultimate loads 

Spaceman 

mark 

Average 

loading (kN) 

2P-Exp. 

Loading (kN) 

2P-ACI-440-2R 

[15] 

% (Exp./ 

Theoretic

al) 

COMP25-1 68 56.25 120.88 

COMP25-2  72 63.65 113.11 

COMP50-1 70 63.65 109.97 

COMP50-2 98.5 78.15 126.04 

COMP100-1 95 78.15 121.56 

COMP100-2 91 94.5 96.35 

RC w/o GFRP-

control 
48 46.25 [16] 103.78 
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10. DISCUSSIONS AND CONCLUSION  
 
In this paper, numerical analysis using finite elements 

approach by ANSYS software and analytical solution 

results using formula presented in ACI-440-2R-08 [15], 

several conclusions may be drawn as follows: 

1. Analysis results of the numerical simulations 

clearly showed that beam capacity, cracks 

intensity, deflections tensile resistance and mode 

of failure are significantly influenced by the 

GHFRP layers and widths. Results from analytical 

solution for ultimate load capacities showed close 

with that in experimental tests. Flexural 

strengthening of reinforced concrete beams with 

the GFRP sheets is effective, as significantly 

improved the flexural performance in which in 

case of two layers of GFRP gave ultimate load 

94.5 kN; while, the control model gave 46.25 kN 

that was increased by 104.32%, the reduction of 

the deflection for same models as COMP100-2 

with RC w/o GFRP-control the reduction is 

10.84%. The delay in the formation of first crack 

and the increase in the number of cracks and 

ultimate loads of the models compared with the 

control model. Increasing the layer width and 

amount of the strengthening layers improved the 

flexural performance of the models compared with 

the control model. The model COMP100-2 

compared with the model COMP50-2, an increase 

in ultimate strength is 20.92%. 

2. Presences of GFRP layers minimized the cracks 

proportions due to there is enhancement in tensile 

resistance for reinforced concrete beam. The 

presence structure material like GFRP in the 

tension zone increase the concrete resistance 

against bending that lead to increase in the tension 

stress that developed inside concrete in the tension 

zone. The crack patterns at the final loads from the 

finite element models correspond well with the 

observed failure modes of the experimental beams.  

3. Two layers of GFRP improve the serviceability, 

flexural performance and increase strength beam 

capacity. model COMP100-2 compare with the 

model COMP100-1, an increase in ultimate 

strength is 20.92%. 

4. Increase in GFRP width become more effective to 

enhancement the beam performance such as reduce 

in deflection, increase load capacity and reduce in 

cracks intensity. COMP100-2 compare with the 

model COMP50-2, the decrease in deflection is 

25.25%. 

5. All strengthening beams modelling including 

control beam "reference beam" as compared with 

tests result as deflection in case of values and 

general behaviour listed in Table (5) showed a 

closed result, so the verification levels results had 

shown a good agreement between FE modelling 

procedures using ANSYS and the results from 

tested results published before [1]. The mean value 

is 0.98 that is close to unity.  

6. Presence of GFRP in tension zone delay in load 

that cause first crack that lead to delaying earlier 

failure and shifting failure load to increase. The 

presences of GFRP plies are useful to enhance 

concrete member behaviour in resisting loads. In 

case of two layers of GFRP model COMP100-2 

gave crack load 47 kN while the control model 

gave 25 kN that lead to 88% zone delay in load 

that cause first crack. Presence of GFRP delays the 

post cracking of reinforced concrete beam. The 

concrete cracks in model analysis due to the 

principal stress are tensile with a crack plane 

normal to this principal stress. Based on the first 

crack loadings in case of presence of GFRP that 

make the factor k become more that indicates there 

is improvement and enhancement in the tensile 

stress in tension zone due to flexural loadings.  The 

increase in factor k in case of increase in width 

COMP100-2 with COMP50-2 and layers model 

COMP100-2   compare with COMP100-1 were 

2.26% and 6.25%, respectively. Increase in factor 

k that indicate there is enhancement in elastic 

deformation that lead the first crack loadings 

become more in case of increase GFRP layer or 

increase in width of GFRP. Increase in factor k 

that make the concrete strain increase that indicate 

the concrete become more ductile.   

7. Analysis results from finite element models has 

some difference as compare with test results due to 

in model in finite elements slightly more stiffness 

than the actual experimental tests and the effects of 

bond slips and the developed micro-cracks 

occurred in the actual beams were excluded in the 

finite element models. 
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Persian Abstract 

 چکیده 
تقویت خارجی اجزای  ین  رویکردهای مختلف برای تقویت عناصر سازه ای برای افزایش ظرفیت بار و کاهش تغییر شکل مانند انحراف ، سازگار شدند. ساده ترین و سبکتر

است. در این مقاله رویکرد نظری برای  BFRP)و    AFRP   ،CFRP   ،GFRPشیشه و بازالت )  بتن آرمه به ترتیب الیاف تقویت شده از خانواده پلیمر مانند مسلح ، کربن ،

که در آن همه مدل ها تیرهای آزمایش شده را شبیه   ANSYSبا استفاده از روش عناصر محدود توسط نرم افزار    GFRPآزمایشی تیرهای بتن آرمه تقویت شده توسط  

متفاوت هستند. اهداف اصلی کار حاضر    GFRPها دارای هندسه و خصوصیات مکانیکی یکسانی هستند اما در لایه ها و عرض  سازی می کنند ، ارائه شده است. همه مدل  

نتایج    GFRPبتونی مسلح است که توسط نوارهای    ارزیابی ظرفیت مقاومت ، انتشار ترک ، انحراف و افزایش کشش تیرهای تحت چهار بار استاتیکی تاب خورده است. 

باعث افزایش ظرفیت و شکل پذیری تیرهای بتن مسلح می شود تا بتونی بعد از ترک خوردگی به تأخیر بیفتد.    GFRPتحلیل نشان می دهد که وجود ورق های  تجزیه و  

افزایش  ، اولین ترک  بر    تاخیر در تشکیل  بهبودهایی در مقاومت خمشی  با مدل کنترل.  نهایی مدل ها در مقایسه  بارهای  پارگی وجود دارد. تعداد ترک ها و  اساس مدول 

آن  میزان انتشار ترکها کمتر می شود و در مقاومت در برابر کشش به دلیل خمش بهبودی حاصل می شود. نتایج تجزیه و تحلیل حاکی از    GFRPهمچنین در صورت وجود  

در مقایسه با مدل کنترل می شود و کاهش انحراف برای   ٪104.3در سطح پایین تیرآهن بتن آرمه در صورت وجود دو لایه باعث افزایش بار نهایی    GFRPاست که وجود  

ایش های آزمایشی نشان می مه نتایج مدل با آزمپیشنهاد شده است. ه  0.6به عنوان    ACI( که بیش از کد  1.36-0.76، عامل دامنه مدول پارگی بین )  ٪10.84مدلهای مشابه  

 دهد. 
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A B S T R A C T  
 

 

Input voltage of Magneto Rheological (MR) dampers is the only controllable parameter as a semi-active 

control device. Therefore, voltage selection has an important role in control procedure via MR dampers. 

In many of semi-active control algorithms, a mathematical modelling method is required for determining 
the MR damper voltage at each time instant. As a result, applying different mathematical modelling 

methods can lead to different voltages for the MR damper, which subsequently results in different control 

performance. In the present research, the effects of mathematical modelling method of an MR damper 
hysteretic behaviour on its control performance were investigated. The most exact and common Maxwell 

nonlinear slider and modified Bouc-Wen hysteretic models were employed through a nonlinear 

comparative numerical study. A building structure was utilized for numerical investigations. A ten-story 
office building steel structure is excited by seven acceleration time histories. Nonlinear instantaneous 

optimal control and linear quadratic regulator controllers were utilized as two active-based semi-active 

algorithms. Results of nonlinear investigations showed an obvious difference between the Maxwell 
nonlinear slider and the modified Bouc-Wen models from the control performance viewpoint. Outputs 

show a very slight better performance for the MNS model in reducing the nonlinear responses. 

doi: 10.5829/ije.2021.34.05b. 04 
 

 

NOMENCLATURE 

R , Q  Wheighting matrices J  Performance index 

A  open-loop plant matrix B  Control force locating matrix 

M , C , K  Mass, damping, stiffness matrices gx  Ground acceleration 

hE  Hysteretic energy ,   Constants of NIOC algorithm 

  Constant P solution of the Riccati equation 

 H , { }  Force-adjustment vectors u  Control input 

 z(t)  State vector k  Optimal gain matrix 

x , x , x  Vector of relative displacement, velocity, and 
acceleration response. v xf (t) , f (t)  Internal force vectors 

y , z  Variables of the modified Bouc-Wen and MNS models t  Lattice time step 

o o 1 1, c ,k ,k ,c ,n ,A  Modified Bouc-Wen parameters oc,k,a,b,n,m  MNS model parameters 

I , O Identity and zero matrices R,   Interstory drift and residual drift
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1. INTRODUCTION 
 
Vibration control of structures intends to preserve the 

vibration behaviour of a structure within a desired range. 

Ha [1] used a method for the reduction of rotor blade 

vibrations and noise. There are several types of motion 

control for a structure. In a performance viewpoint, there 

are three control categories: Active, passive, and semi-

active manners. Passive control devices generate control 

force using the local response of the installation location. 

Characteristics of passive devices are not changeable. 

Active control devices generate control forces using an 

external source of electric power based on a pre-defined 

control algorithm. However, there is a deficiency: the 

drawback of this category is that, external power supply 

may disconnect during severe earthquakes. Also, the 

energy which is applied to the structure by active devices 

may lead to instability. On the other side, this control type 

is adaptable. Semi-active control devices produce control 

forces utilizing the local response of the installation 

location of device. Nevertheless, a semi-active device 

can change its characteristics during the excitation using 

a relatively small power supply e.g., a few batteries. 

Therefore, this system enjoys the positive features of 

both active and passive vibration control systems, 

namely, adaptability and stability [2-9]. 

There are numerous semi-active control devices such 

as Magneto-rheological (MR) dampers, Electro-

rheological (ER) dampers, variable orifice devices, 

variable stiffness devices, etc. Among of all the semi-

active devices, MR fluid based dampers are the most 

applicable type due to their valuable characteristics. MR 

damper includes micron-sized polarizable particles. 

These particles are dispersed in a carrier medium such as 

mineral or silicone oil (see Figure 1). MR fluid can 

change from a linear Newtonian fluid to a nonlinear semi-

solid material. This transformation occurs in 

milliseconds due to change in magnetic field which is 

imposed on the MR damper. Thus, MR damper 

properties can change within a very short time when its 

commanding voltage and magnetic field changes. In 

addition, MR fluid has a high capacity of energy 

dissipation, due to the large value of yielding stress [10]. 

These dampers could be manufactured by a 3D printing 

technique such as Inject Binder technique which is 

introduced on Ntintakis et al. [11]. Input voltage of MR 

damper is the only directly controllable parameter of this 

damper [12]. Therefore, one of the most important phases 

of the control process is voltage determination using an 

appropriate control algorithm. 

In some of the semi-active control algorithms such as 

Clipped Optimal Control (COC), a desired control force 

is determined using a reference active control algorithm 

such as LQR, NIOC, H2/LQG, etc. Consequently, an 

input voltage is set to achieve this reference active control 

force via MR damper, [2, 3, 6, 7, 13-15]. In an active-

based semi-active control method, the controller is 

mostly an optimal active controller. The calculated 

desired active control force is converted to voltage v for 

current driver and a current i for MR damper. Then, the 

MR damper produces a control force based on local 

responses of its installation position and current i. This 

produced force can be different from the desired control 

force. Hashemi et al. [16] employed the Bouc-Wen 

model and developed a wavelet neural network-based 

semi-active method, which converts the desired control 

force to the MR damper voltage. Hiramoto et al. [17] 

proposed a new semi-active control strategy based on a 

reference active control law. Parameters of the reference 

active control law were optimized to improve semi-active 

control performance. Reference active control law 

predicts desired control forces. Then, based on this 

predicted control force, the command signal of semi-

active control device is determined. The effectiveness of 

this method is demonstrated through a numerical 

investigation on a 15-DOF structural system. Liu et al. 

[18] introduced a semi-active control method using MR 

damper. They utilized an active-based method for 

determining the reference control forces via LQR 

algorithm. This research showed the efficiency of their 

proposed approach, especially in mitigating the drift and 

acceleration responses. Zafarani and Halabian [19] 

developed a model-based semi-active control algorithm 

for MR dampers. They used a simplified Bouc-Wen 

model for modelling MR damper hysteretic behavior. 

They employed active-based semi-active control 

algorithms for controlling the nonlinear structures. Azar 

et al. [20] used of three MR dampers through an eleven-

story structure. They investigated on optimizing the 

placement of dampers through the structure. Cruze et al. 

[21] proposed a new type of MR damper and tested this 

damper. They used this damper for controlling a scaled 

structure in a numerical investigation. They concluded 

this damper is an effective device for alleviating the 

responses of structure. Jenis et al. [22] proposed a 

permanent magnet which is installed on MR dampers to 

promote the abilities of this damper in case of power 

supply failure. 

NIOC method can be used for controlling the 

nonlinear structures in active control, without the risk of 

instability of structure [13, 23]. In this algorithm, the 

control law for the (k+1)’th time step is defined as 

follows: 

 
11 * T

k 1 k 1 k 1

1
u R B Pz q

12

−−

+ + +=  +   (1) 

where B stands for a matrix which locates active control 

forces vector (u(t)). The NIOC method cost function J is 

formulated as follows: 

T T

k 1 k 1 k 1 k 1 k 1J z Qz u Ru+ + + + += +  (2) 
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Q has to be a positive semi-definite matrix and R must be 

a positive definite matrix. If Q matrix is chosen relatively 

large, the response reduction has more importance than 

the reducing control forces. The NIOC algorithm is used 

in nonlinear structures as well as linear structures. There 

is more detailed discussion about the above formulation 

and notations in Huang et al. [13]. 

The LQR method uses the subsequent quadratic 

performance index [6]: 

( ) ( ) ( ) ( )T TJ z t Qz t u t Ru t dt



 = +   
 (3) 

The LQR control law is: 

u kz=  (4) 

k represents the optimal gain matrix which minimizes the 

performance index J subjected to constraint {�̇�(𝑡) =

[𝐴]{𝑧(𝑡)} + {𝐻}�̈�𝑔(𝑡) + [𝐵]{𝑢(𝑡)}}. Notations of the 

LQR method are same as those equations of the NIOC. 

More discussions are available in Fuller et al. [6] and 

Pourzeynali et al. [14]. 

A mathematical representation is mostly required for 

converting a reference control force to input voltage of 

MR damper, especially in active-based semi-active 

control algorithms. Spencer et al. [24] proposed a 

modified Bouc-Wen model. They investigated on a 

phenomenological model in comparison with three other 

mathematical models through a set of experimental tests. 

They showed that the modified Bouc-Wen model can 

predict the MR damper behavior more accurately than 

Bingham, Gamota-Filisko and classic Bouc-Wen 

models. Cha et al. [12] utilized the modified Bouc-Wen 

model on their real-time hybrid tests. They identified 

modelling parameters of the modified Bouc-Wen model 

of a 200-kN MR damper through some experimental 

tests. They used this model for controlling a three story 

office building steel structure by employing active-based 

semi-active control algorithms. Chae et. al. [10] proposed 

Maxwell Nonlinear Slider (MNS) model for modelling 

MR dampers and tested a 300-kN MR damper. This 

research utilized two other mathematical models for 

comparison purposes: the modified Bouc-Wen, and the 

hyperbolic tangent models. Their research showed a good 

accuracy for the modified Bouc-Wen model. Also, they 

proved there was a better conformity between the 

experimental results and the MNS model predictions. 

Winter and Swartz [25] proposed a small scale MR-fluid 

extraction damper for testing the small-scale structures 

equipped with MR dampers. They used a Bouc-Wen 

model for mathematical representation of the damper. 

Daniel et al. [4] tested a small scale MR damper within a 

3 story small scale structure. They reported that 

displacement response of all stories was reduced about 

50% with a small MR damper which is installed in the 1st 

story. Rastegarian and Sharifi [26] investigated on the 

correlation of inter-story drift and performance levels of 

an RC frame. Here, inter-story drifft is considered as one 

of assessment criteria. Aghajanzadeh and Mirzabozorg 

[27] investigated on concrete fracture process which can 

be undertaken for a RC frame. 

In previous researches the main concern of MR 

damper mathematical model selection was the accuracy 

and a better agreement between the predictions of the 

model and the real responses. Effects of mathematical 

model of MR damper on global control performance of 

structure are investigated in this research, whereas, no 

attention was paid earlier. Sapinski et al. [28] and Chae 

et al. [10] compared different models of MR damper 

considering the accuracy of modelling with respect to 

experimental data. Nevertheless, previous researches had 

not investigated the control performance of these models. 

Actually, MR damper voltage and resulted control 

performance of the mentioned models will be different 

due to differences between the mathematical modeling. 

As a result, mathematical model selection is an effective 

part of control of a structure which can effect on control 

performance and will be investigated here. 

At First of all, theoritical background is presented. 

This section contains an introduction to the MR damper, 

the modified Bouc-Wen and MNS models, and state-

space representation of a system. At the end of this 

section the applied semi-active control algorithms are 

described. Next, by the numerical investigations part the 

utilized reference active control algorithms are designed, 

and the characteristics of MR dampers and structure 

which is used for numerical investigations are deployed. 

In this section, the results of semi-active control of 

investigated structure are presented. Both the modified 

Bouc-Wen and MNS models are used in the present 

research. Finally, conclusions part are summarized. 

 

 

2. THEORETICAL BACKGROUND 

 
A schematic of a 300-kN MR damper is depicted in 

Figure 1. This damper, manufactured by Lord 

Corporation, is used here for numerical investigations. 

Full characteristics of this large scale MR damper and its 

identifying tests were deployed by Chae et al. [10]. In 

subsequent sections, two of the most common models of 

hysteretic behaviour of an MR damper are introduced, 

namely: the modified Bouc-Wen, and the MNS models. 

 
2. 1. Modified Bouc-Wen Hysteretic Model        A 

phenomenological Bouc-Wen model is utilized here to 

model the MR damper. This model is illustrated in Figure 

2. 
The modified Bouc-Wen model is formulated as follows 

[12]: 
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Figure 1. Schematic of the 300-kN MR damper [10] 

 

 

 
Figure 2. Schematic of mechanical model of MR damper 

(modified Bouc-Wen model [12, 20]) 

 

 

( ) ( ) ( )1F z c x y k x y k x x= + − + − + −  (5) 

( ) ( )1c y z c x y k x y= + − + −  (6) 

( ) ( )
n 1 n 1

z x y z z x y z A x y
− −

=−  − − − + −  (7) 

where F stands for the damper force, c1 represents the 

dashpot constant for behavior of MR damper at low 

velocities, k1 reveals the accumulator stiffness, c0 and k0 

denote the damping, and stiffness values at large 

velocities respectively, x0 shows the initial displacement 

of the spring, k1,  ,  ,  , n and A are constants. These 

parameters have to be identified through experimental 

tests. The modified Bouc-Wen model was first 

introduced by Spencer et al. [24], and is utilized in many 

researches such as Sapinski et al. [28], Cha et al. [12], 

Chae et al. [10], etc. 

 

2. 2. Maxwell Nonlinear Slider Model          A 

schematic of the MNS model is shown in Figure 3. This 

model divides the response of an MR damper into two 

modes: pre-yield and post-yield modes. Pre-yield mode 

is represented by a Maxwell element, which includes a 

dashpot with coefficient c and a spring with stiffness k in 

series. In the pre-yield mode, the damper force f is 

calculated by solving the following differential equation: 

( )f k y z c z= − =  (8) 

The responses of the pre-yield mode based on Chae et al. 

[10] experimental identifying tests are shown in Figure 4. 

They had compared the MNS and the modified Bouc-

Wen models in their paper and they had concluded that 

the MNS model can predict the response of MR damper 

more accurate than the modified Bouc-Wen model. 

These curves were extracted at small amplitudes of 

harmonic loadings. Post-yield behavior can be divided 

into separate curves for positive and negative zones (see 

Figure 5). The following equation is formulated for 

positive curve of the post-yield mode: 

( )
( )

n

t

py

t t t t

a b x if x x
f x

a x x f if x x

++ + +

+

+ + + +

 + 
=

− + 

  (9) 

There is a similar equation for negative curve of the post-

yield mode as follows: 

( )
( )

n

t

py

t t t t

a b x if x x
f x

a x x f if x x

−− − −

−

− − − −

 + 
=

− + 

 (10) 

a, b, n and �̇�𝑡 are parameters of the MNS model. Also, 

𝑎𝑡
± = 𝑏± × 𝑛± × |�̇�𝑡

±|
𝑛±−1

and 𝑓𝑡
± = 𝑎±+𝑏±|�̇�𝑡

±|
𝑛±

. 

 

 

 
Figure 3. Schematic of mechanical model of MR damper 

(MNS model [10]) 

 

 

 
Figure 4. Pre-yield response of MR damper based on the 

MNS model: a) Force-displacement response. b) Force-

velocity response [10] 
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Based on Figure 6, there is a small difference between 

increasing and decreasing phases on the MR damper 

response curves. Taking this issue into account, the 

subsequent equation is employed: 

( )

( ) ( )

py

py

f x increa sin g phase
f

f x m x decrea sin g phase


=

+

 
 (11) 

m0 represents a constant. Chae et al. [10] completely 

introduced the MNS model at their research. 

 
2. 3. State-Space Representation of Equation of 
Motion         Equation of motion of earthquake-excited 

structure can be written as follows: 

            gM x C x K x M l x (t)+ + =  (12) 

 

 

 
Figure 5. Post-yield curves of the MNS model [10] 

 

 

 
Figure 6. Force-velocity response of MR damper based on 

the MNS model [10] 

 

 [M], [C] and [K] represent the mass, damping, and 

stiffness matrices, respectively. x , x and x  denote the 

relative displacement vector, relative velocity vector, and 

relative acceleration vector of the system respectively. �̈�𝑔 

reveals the ground acceleration. The system can be 

transferred into state space as follows [6]: 

       gz(t) A z(t) H x (t)= +  (13) 

z(t) denotes the state vector of system, [A] represents the 

open-loop plant matrix and {H} shows a matrix for 

adjustment of applying point(s) of earthquake inertia 

force. 

 
   

       
1 1

2 n 2 n

o I
A

M K M C
− −



 
=  

− −  

  
 (14) 

 
 

   
1

2 n 1

o
H

M
−



  
=  

  

    

 (15) 

{δ} adjusts applying point(s) of inertia force, n stands for 

the number of stories, I and o denote the identity and zero 

matrices respectively. δ vector is defined as follows: 

   
T

1 2 n n 1
m m ... m


 = − − −  

 
(16) 

Uppercase T suggests the transpose, and mi represents the 

seismic mass of the i’th story. There is an introduction to 

the state space formulation in Fuller et al. [6]. 

 
2. 4. Semi-active Control Method              Two active-

based semi-active control algorithms are employed here: 

an LQR-based method and an NIOC-based controller. 

The following steps describe an active-based semi-active 

control method: 

1. An active control law has to be designed first. (Here, 

the LQR or NIOC) 

2. The matrices of structural system are formed at each 

time step (m, c, and k matrices). 

3. Reference active control force is calculated (Using 

formulation of the introduction part). 

4. The reference active control force is converted to 

voltage of MR damper (Using an iterative procedure). 

Based on previous researches such as Chae et al. [10] 

and Cha et al. [12], the parameters of an MR damper were 

always identified for some discrete values of currents. 

Therefore, there are only some discrete values of 

currents, which can be chosen for a specified 

mathematical model (e.g. modified Bouc-Wen, MNS, 

etc.). In the present research, the current determination 

will be an iterative process during every single time step. 

In this state, the analysis is implemented for all possible 

discrete currents, and the best current is selected as the 

current that commanded the MR damper. It results in 

better control performance, but at the cost of consuming 
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more time. The above mentioned procedure is shown on 

the following flowchart (see Figure 7). 

In the subsequent section, a ten-story office building 

will be used as a prototype steel structure. This structure 

will be studied for numerical investigation. Two 

reference active control algorithms are employed to 

control this structure.: a LQR based, and a NIOC based 

algorithms. Calculated control force will be converted to 

input voltage of MR damper. Ten MR dampers will be 

used for controlling the prototype ten-story structure. 

 

 

3. NUMERICAL INVESTIGATIONS 
 

A ten story office building steel structure is employed 

here for numerical investigations where all stories have 

an equal area of 22500 square feet. There are 6 bays in 

each direction with 25-ft width, and the height of all 

stories is 12.5-ft. Each primary direction is composed of 

eight MRF and four DBF in each primary direction. In 

Figure 8, MRF’s are shown in blue color and DBF’s 

depicted in yellow color, respectively. Plan of the 

structure is shown in Figure 7. The plan of this structure 

is very similar to Cha et al. [12]. In this office building, 

considerations and preservations of Pinheiro [29] and 

Burciaga [30] could be undertaken to make a green 

building. 

This structures have a full symmetry in both primary 

directions of plan. In all four corners of plan, two 

columns are designed to maintain the full independence  

 

 

 
Figure 7. A schematic of the employed semi-active control 

algotithm 

 

of two primary directions (see Figure 8). Therefore, only 

one-fourth of total area would be analyzed as tributary 

seismic area. Also, two directions will be considered 

independently due to symmetry principles. Cha et al. [12] 

used 0.6-scale model of three-story structure as shown in 

Figure 9a. Here, the full-scale structure is employed (see 

Figure 9b). 

All diaphragms are supposed to be rigid. Now, two 

MRF of the structure will be analyzed in order to execute 

numerical investigations. Vertical degrees of freedom are 

eliminated using the static condensation method. 

Therefore, mass, and stiffness matrices of structure are 

extracted through finite element method. The damping 

matrix is calculated using the Rayleigh method with five 

percent of critical damping for the first, and the second 

mode of vibration. 

 

 

 
Figure 8. Structure model 

 
 

 

 
a.Three-story structure (Cha 

et al. [12]) 

b. Ten-story structure 

(Present study) 

Figure 9. MRF frame model 
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The mass, damping, and initial stiffness matrices of 

structures are presented as follows: 
 [m]=     

330000 0 0 0 0 

0 326000 0 0 0 

0 0 323000 0 0 

0 0 0 322000 0 

0 0 0 0 320000 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

319000 0 0 0 0 

0 318000 0 0 0 

0 0 316000 0 0 

0 0 0 313000 0 

0 0 0 0 301000 

 

[C] =     

1.15E+07 -5246889 971737.6 -165530 40224.73 

-5246891 6520370 -3413867 673343.8 -78075 

971737.9 -3413867 4945671 -2787034 506984.9 

-165530 673343.5 -2787035 4282808 -2413674 

40224.44 -78075.3 506984.6 -2413674 3682740 

-8833.97 25294.38 -60835.9 438292 -2023057 

1574.682 -5093.4 15474.84 -43469.3 372554.2 

399.4307 1389.553 -2183.21 11366.06 -33629.4 

-216.537 -175.655 44.15915 -2047.97 6975.204 

932.3492 942.9214 1941.575 1528.17 -1051.23 

-8833.88 1574.8 399.9862 -216.754 933.1585 

25294.48 -5093.28 1390.091 -175.864 943.7005 

-60835.8 15474.94 -2182.69 43.95329 1942.332 

438292.1 -43469.1 11366.6 -2048.17 1528.935 

-2023057 372554.3 -33628.9 6974.999 -1050.49 

3160785 -1772419 299773.9 -16448.1 4307.57 

-1772420 2722533 -1411131 180816.5 -11936.3 

299773.6 -1411132 1935697 -875542 121494.1 

-16447.9 180816.6 -875542 1364456 -609938 

4306.851 -11937 121493.5 -609939 536925.5 

 
[k] =     

8.95E+08 -4.10E+08 7.60E+07 -1.29E+07 3.15E+06 

-4.10E+08 5.06E+08 -2.67E+08 5.27E+07 -6.11E+06 

7.60E+07 -2.67E+08 3.83E+08 -2.18E+08 3.96E+07 

-1.29E+07 5.27E+07 -2.18E+08 3.31E+08 -1.89E+08 

3.15E+06 -6.11E+06 3.96E+07 -1.89E+08 2.84E+08 

-6.91E+05 1.98E+06 -4.76E+06 3.43E+07 -1.58E+08 

1.23E+05 -3.98E+05 1.21E+06 -3.40E+06 2.91E+07 

3.12E+04 1.09E+05 -1.71E+05 8.89E+05 -2.63E+06 

-1.69E+04 -1.37E+04 3.45E+03 -1.60E+05 5.46E+05 

7.29E+04 7.37E+04 1.52E+05 1.20E+05 -8.22E+04 

-6.91E+05 1.23E+05 3.13E+04 -1.70E+04 7.30E+04 

1.98E+06 -3.98E+05 1.09E+05 -1.38E+04 7.38E+04 

-4.76E+06 1.21E+06 -1.71E+05 3.44E+03 1.52E+05 

3.43E+07 -3.40E+06 8.89E+05 -1.60E+05 1.20E+05 

-1.58E+08 2.91E+07 -2.63E+06 5.45E+05 -8.22E+04 

2.43E+08 -1.39E+08 2.34E+07 -1.29E+06 3.37E+05 

-1.39E+08 2.09E+08 -1.10E+08 1.41E+07 -9.33E+05 

2.34E+07 -1.10E+08 1.48E+08 -6.85E+07 9.50E+06 

-1.29E+06 1.41E+07 -6.85E+07 1.03E+08 -4.77E+07 

3.37E+05 -9.34E+05 9.50E+06 -4.77E+07 3.84E+07 

 
 

All matrices are presented in S.I. units. One can calculate 

the period of  vibration modes utilizing an eigen analysis 

using the [k] and [m] matrices. It leads to 3.02, 1.09 and 

0.62 s for the first three modes of vibration respectively. 

On the other hand, the analysis results of 3d model in the 

OpenSees™ finite element software show these periods 

as 3.05, 1.09 and 0.61 s respectively. These are very 

coincident. 

Seven acceleration time histories are used here. Each 

record has a different value of PGA. Four records are 

scaled based on ASCE/SEI7-10 [31] method and three 

records are originally used as unscaled records. NORT, 

Kobe, Elcent and IMP records are scaled records. These 

are listed in the following Table 1. Large values of PGA, 

make the structure behave nonlinearly during analysis. 

Also, response spectrum of seven acceleration time 

histories are shown in Figure 10. 

300-kN MR dampers are used here for numerical 

investigations. One MR damper will be installed in each 

single story. Therefore, there will be ten MR dampers for 

the ten-story structure. Parameters of these dampers were 

identified in Chae et al. [10] during experimental tests 

and used in the present paper. These parameters were 

given for discrete values of currents: 0, 0.5, 1.0, 1.5, 2.0 

and 2.5 A. 

Q and R matrices of LQR-based, and NIOC-based 

semi-active control methods are considered as Equation 

(17) and Equation (18). 

2n 2n

1

Q

1


 
 

= 
 
  

 
 (17) 

 

 

TABLE 1. Acceleration time histories 

Record 

Name 
Earthquake Year Station Name PGA 

SAN San Fernando 1971 Old Ridge Root 0.32g 

Elcent Elcentro 1940 Elcentro Array 9 0.50g 

NORT Northridge 1994 Alhambra 90 0.50g 

VICT Victoria Mexico 1980 Cerro Prieto 0.63g 

Tabas Tabas 1978 Tabas 0.86g 

Kobe Kobe 1995 Kobe University 1.00g 

IMP Imperial Valley 1979 Elcentro Array 1.50g 
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Figure 10. Response spectrum of the used acceleration time 

histories 
 
 

 

n n

1

R

1


 
 

=
 
  

 
 (18) 

Coefficient of Q weighting matrix (ρ) is adjusted based 

on a set of pre-analysis results. When Q is selected 

relatively large, reducing the responses has more 

importance than reducing the control forces, and vice 

versa. Here, the allowable values for the maximum of 

control forces is set to 10% of the structural total seismic 

weight. On the contrary, if Q matrix is selected relatively 

small, then, the control performance would not be 

acceptable. Therefore, an optimum value has to be 

chosen. Two levels of control are introduced: cheap 

control and expensive control. In the cheap mode of 

control, small value of the maximum of control forces 

will be achieved, and the expensive mode of control tries 

to achieve the best control performance with a larger 

value of maximum of control forces. The ρ coefficient is 

adjusted for different control algorithms and different 

control modes based on previous comments. The results 

are listed in Table 2. 

Three comparative criteria are introduced. The first is 

drift criterion, the second criterion belongs to residual 

drift, and the third one denotes hysteretic energy. 

t ,i i

1

t ,i i U

max (t)
J

max (t)

  
=  

  

 
 (19) 

∆i (t) represents the interstory drift of i’th story at time t 

and ∆iU (t) shows the interstory drift of the uncontrolled 

structure at time t. J2 criterion is defined as follows: 

i iR

2

i iRU

max
J

max

  
=  

  

 
 (20) 

TABLE 2. Coefficient of Q weighting matrix (ρ). 

ρ Coefficient cheap control expensive control 

LQR 1.0 e +11 3.0 e +11 

NIOC 6.0 e +13 1.5 e +14 

 

 

∆iR represents the residual drift of i’th story at the end of 

analysis, and ∆iRU shows the residual drift of i’th story of 

the uncontrolled structure at the end of analysis. 

i h i

3

i hUi

max E
J

max E

  
=  
  

 
 (21) 

Ehi represents the total hysteretic energy of i’th story and 

EhUi stands for the total hysteretic energy of i’th story of 

the uncontrolled structure. It should be noted that the 

hysteretic energy is calculated for moment-rotation curve 

of both ends of each beam. 

UI Sim-Cor™ is implemented for analyzing the 

structure. This hybrid simulation code employs the 

OpenSees™, and Matlab™ softwares simultaneously. 

Implicit Newmark integration method with alpha equal 

to 0.25 and beta equal to 0.1667 is used. Results of 

analysis based on prementioned notes are calculated and 

listed in Table 3. In this table, the average values of the 

modified Bouc-Wen model and the MNS model are 

calculated for each mode of control. The ratio of average 

values of these two mathematical models are calculated 

in the Bouc/MNS rows. In addition to three defined 

criteria, the maximum of control forces among all stories 

are listed in the table. 
 

 

TABLE 3. Results of evaluation criteria for ten-story structure 

  LQR Based NIOC Based 

  Cheap Expensive Cheap Expensive 

J1         

SAN Bouc 0.971 0.904 0.976 0.876 

SAN MNS 0.952 0.828 0.957 0.761 

Elcent Bouc 0.967 0.793 0.894 0.826 

Elcent MNS 0.968 0.773 0.869 0.833 

NORT Bouc 1.011 0.948 0.856 0.908 

NORT MNS 1.009 0.945 0.848 0.896 

VICT Bouc 0.954 0.849 0.911 0.737 

VICT MNS 0.947 0.829 0.891 0.707 

Tabas Bouc 0.881 0.739 0.883 0.823 

Tabas MNS 0.875 0.732 0.88 0.82 

Kobe Bouc 0.973 1.008 0.979 0.979 

Kobe MNS 0.973 1.015 0.974 0.982 

IMP Bouc 0.956 0.845 0.883 0.762 

IMP MNS 0.945 0.848 0.85 0.768 
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Average Bouc 0.959 0.869 0.912 0.844 

Average MNS 0.953 0.853 0.896 0.824 

Bouc/MNS 1.007 1.019 1.018 1.025 

J2         

SAN Bouc 0 0 0 0 

SAN MNS 0 0 0 0 

Elcent Bouc 0.8215 0.5531 0.8582 0.7140 

Elcent MNS 0.8113 0.5334 0.7998 0.7183 

NORT Bouc 0.9335 1.1168 0.9687 1.6330 

NORT MNS 1.0008 1.1254 0.9090 1.6561 

VICT Bouc 0 0 0 0 

VICT MNS 0 0 0 0 

Tabas Bouc 0.9640 0.9036 0.7460 0.5495 

Tabas MNS 0.9837 0.8464 0.7371 0.5210 

Kobe Bouc 1.0204 1.1593 1.0360 1.0688 

Kobe MNS 1.0248 1.1721 1.0277 1.0937 

IMP Bouc 0.9148 0.9069 1.0109 0.8535 

IMP MNS 0.8912 0.9298 0.9678 0.9336 

Average Bouc 0.6649 0.6628 0.6600 0.6884 

Average MNS 0.6731 0.6581 0.6345 0.7032 

Bouc/MNS 0.9878 1.0071 1.0401 0.9789 

J3 (HE) 
    

SAN Bouc 0.961 0.955 0.988 0.928 

SAN MNS 0.935 0.899 0.935 0.858 

Elcent Bouc 0.801 0.566 0.904 0.711 

Elcent MNS 0.772 0.558 0.902 0.706 

NORT Bouc 0.773 0.524 0.564 0.424 

NORT MNS 0.776 0.509 0.545 0.4 

VICT Bouc 0.948 0.902 1.094 0.947 

VICT MNS 0.929 0.885 0.945 0.854 

Tabas Bouc 0.771 0.545 0.764 0.606 

Tabas MNS 0.765 0.537 0.766 0.6 

Kobe Bouc 0.909 0.851 0.942 0.874 

Kobe MNS 0.904 0.85 0.938 0.871 

IMP Bouc 0.73 0.459 0.778 0.579 

IMP MNS 0.713 0.459 0.835 0.54 

Average Bouc 0.842 0.686 0.862 0.724 

Average MNS 0.828 0.671 0.838 0.69 

Bouc/MNS 1.017 1.022 1.028 1.05 

Control Force         

SAN Bouc 31 84 30 128 

SAN MNS 44 84 84 131 

Elcent Bouc 155 246 145 254 

Elcent MNS 157 242 137 246 

NORT Bouc 129 240 239 236 

NORT MNS 122 238 237 235 

VICT Bouc 49 92 96 135 

VICT MNS 46 93 97 138 

Tabas Bouc 142 232 266 264 

Tabas MNS 145 232 252 250 

Kobe Bouc 310 310 244 308 

Kobe MNS 274 273 229 272 

IMP Bouc 169 276 187 274 

IMP MNS 168 261 180 259 

Average Bouc 141 211 173 228 

Average MNS 136 203 174 219 

Bouc/MNS 1.03 1.04 0.99 1.04 

 

 

Figures 11 to 15 illustrate some of analysis results. 

Figures 11 and 12 show average of drifts and average of 

residual drifts through the height of structure, 

respectively. Figures 13 and 14 display force-

displacement and force-velocity response of MR damper 

where attached to the 3rd story, respectively. Finally, 

Figure 15 illustrates time history of maximum of drifts 

under Elcentro record. These figures prove that there are 

differences between the modified Bouc-Wen model and 

the MNS model in control performance of an MR 

damper. It means, using each mathematical MR damper 

model can lead to different control forces.  

Based on Figure 11 to Figure 15 and Table 3, some 

notes on control algorithms and mathematical modelling 

methods are remarkable: 

a. The MNS model performs better than the modified 

Bouc-Wen model in J3 criterion. In other words, the 

MNS model has outperformed the other model in 

reducing the maximum of hysteretic energy. This 

observation is correct for the averages of all the 

control algorithms, and all the control modes. 

b. There is no pronounced difference between these 

two models in reducing the drift response, and 

residual drift. 

c. The NIOC-based semi-active control algorithm has 

outperformed the LQR-based algorithm in reducing 

the drift response for all modes of control. 

d. The LQR-based control algorithm has 

outperformed the NIOC-based algorithm in 

reducing the maximum of hysteretic energy for all 

modes of control. 

e. The NIOC-based control algorithm has reduced the 

residual drift more than the LQR-based algorithm 

for the cheap mode of control. 



R. Karami Mohammadi and H. Ghamari / IJE TRANSACTIONS B: Applications  Vol. 34, No. 5, (May 2021)   1105-117                        1114 

 

f. The LQR-based control algorithm has reduced the 

residual drift more than the NIOC-based algorithm 

for the expensive mode of control. 

g. The maximum of control forces of these two 

algorithms for the expensive mode of control is the 

same. 

h. The maximum of required control forces for the 

MNS model is slightly less than modified Bouc-

Wen model. 

i. The MNS model requires a smaller capacity of MR 

damper for all modes of control, while it performs 

better than the modified Bouc-Wen model 

especially in J1, and J3 criteria. In other words, the 

MNS model would be an appropriate choice when 

reducing the drift and hysteretic energy are 

considered. 

j. Choosing the LQR-based algorithm for all modes of 

control leads to a smaller capacity of MR damper. 

k. Figures 11, 12, and 15 display the effectiveness of 

all control modes and algorithms in controlling the 

structure in comparison with uncontrolled structure. 

This advantage occurs in drift and residual drift. 

There is another point; Figure 12 shows a more 

uniformity in residual drifts for controlled structure. This 

concept may lead to damage reduction in a structure. 

Residual drift and hysteretic energy are distributed more 

uniform through the entire structure. As a result, the MNS 

model has a higher performance than the modified Bouc-

Wen model. Using the MNS model the acceleration 

responses and the maximum of hysteretic energy of the 

ten-story structure is more reduced with smaller control 

forces. Therefore, as the MNS model is a more accurate 

model, it has outperformed the modified Bouc-Wen 

model from the control performance point of view. 

It should be noted that there is no considerable 

difference between the two investigated models in time 

cost of analysis. 

 

 

4. SUMMARY AND CONCLUSION 

 
A comparative study on two mathematical models of MR 

damper has been implemented in this research: the 

modified Bouc-Wen model and the MNS model. These 

models are employed in this research through two active-

based semi-active control algorithms on a nonlinear ten 

story office building structure: an LQR based and a NIOC 

based semi-active control algorithms. Ten 300-kN MR 

dampers utilized, are each installed on a single story. 

analysis. For better contrast, two control modes are set: 

the cheap mode of control with smaller Q weighting 

matrix and the expensive mode of control with larger 

values of Q matrix. 

The drift of the 3rd floor and the 9th floor of the ten-story 

structure is more than other stories, based on Figure 11. 

On the other side, the residual drift of the 9th floor is 

larger, based on Figure 12. As a result, control of the 9th 

floor responses is more important than other floors. The 

MNS model has reduced the maximum drift and the 

residual drift of the 9th floor better than the modified 

Bouc-Wen model based on Figures 11 and 12 for both 

control algorithms. Therefore, the MNS model can 

control the maximum damage of structure, more than the 

modified Bouc-Wen model, if damage index is supposed 

as a combination of maximum drift and residual drift of 

each story. 
 

 

 
(a) LQR method vs. uncontrolled 

 

 
(b) NIOC method vs. uncontrolled 

Figure 11. Diagram of the average of maximum story drifts 
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(a) LQR method vs. uncontrolled 

 
(b) NIOC method vs. uncontrolled 

Figure 12. Diagram of the average of residual drifts for 

Elcentro, Tabas and IMP records 

 

 
The 3rd story 

Figure 13. Diagram of the force–displacement of the MR 

damper of the 3rd floor (control algorithm: LQR-based semi-

active) 

 
The 3rd story 

Figure 14. Diagram of the force – velocity of the MR 

damper of the 3rd floor (control algorithm: LQR-based semi-

active) 

 

 

 
Figure 15. Time history of the maximum of drifts 

(expensive mode of control of the Elcentro record) 

 

 
Final results show a slight superiority for the MNS 

model in reducing the hysteretic energy, and maximum 

of drifts while this model requires smaller capacity of MR 

dampers in comparison with the modified Bouc-Wen 

model. This point can be used for mathematical model 

selection in a control practic. Based on Cha et al. [12], 

the MNS model has also more accuracy. Then, the MNS 

hysteretic model looks more appropriate for using in 

semi-active control via MR dampers, especially in mid-

rise building structures.  
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The LQR-based algorithm, results in a higher control 

performance for reducing the maximum of hysteretic 

energy, and residual drifts. Also, the NIOC-based 

algorithm requires a larger capacity of MR dampers. 

Nevertheless, it reduces the maximum of drifts responses 

more than the LQR-based algorithm. Finally, it can be 

extracted that the NIOC-based control algorithm 

containing the MNS hysteretic model is more prefered 

for control of building structures via MR dampers. 

Time delay and measurement noise probable effects 

on the control performance of two investigated 

algorithms should be studied. Also, more researches are 

required for evaluating the impacts of structural height on 

the results and conclusions. Other mathematical 

hysteretic models of MR damper such as standard Bouc-

Wen model, bilinear model etc. can be used for a better 

outcome. 
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Persian Abstract 

 چکیده 

ها بر کیفیت اثر کنترلی میراگر بر  باشد. این مقایسه با تاکید بر تاثیر این مدلمی  MR  فعالنیمه  ای میراگر سازی رفتار چرخهمختلف مدل  روش   دو  موضوع مقاله حاضر مقایسه

ای میراگر استفاده شده سازی رفتار چرخهغیرخطی ماکسول به جهت مدلون اصلاح شده و لغزنده  -های غیرخطی صورت پذیرفته است. در مقاله حاضر از دو مدل بوک سازه

  MRدر بخشی از روند تعیین نیروهای کنترلی میراگر  .  اندبه جهت تعیین نیروهای کنترلی مورد استفاده قرار گرفته  NIOCو    LQRی  شدهکنترلی شناخته  الگوریتمدو  نیز  است.  

انرژی   جایی نسبی بین طبقات،های سازه مانند جابهکاهش برخی پاسخمیزان بر این اساس مقایسه ای بین باشد. ای میراگر ضروری میسازی رفتار چرخهاستفاده از روش مدل ،

یک سازه ده طبقه اسکلت فلزی با کاربری    صورت پذیرفته است.   ذکرشدهسازی  های مدلگیری از هر کدام از روشجایی مانده در طبقات با بهرهای تیرهای طبقات و جابهچرخه

های تاریخچه زمانی غیرخطی بر روی این سازه با استفاده از هفت شتاب نگاشت زلزله با بزرگا اداری به جهت بررسی موضوع مقاله حاضر مورد بررسی قرار گرفته است. تحلیل

 دارد. یادشده سازی های سازه در استفاده از هر یک از دو روش مدلی پاسخنشان از تفاوت نسب  ،هاتحلیل نتایج  و خصوصیات مختلف انجام شده است.
 

https://dx.doi.org/10.28991/HIJ-2020-01-04-01
https://dx.doi.org/10.28991/HIJ-2020-01-04-01
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A B S T R A C T  

 

This study presents the effect of super absorbent polymer (SAP) as internal curing agent on workability, 

durability and compressive strength of self-consolidating concrete (SCC). In order to estimate the 
internal curing efficiency of SAP in different curing conditions and curing ages, compressive strength 

and electrical resistivity tests have been performed. Homogenous and denser microstructure was formed 

by gradual release of water from SAP into pores created by SAP. Further pozzolanic reaction of fly ash 
has enhanced the strength and durability properties. High desorption rate of water from SAP in air curing 

condition resulted in an increased electrical resistivity and compressive strength. Compressive strength 

of internal cured SCC mixtures increased to 15-25% at 7 days and 10-19% at 28 days. Electrical 
resistivity values were increased 11-30% in water curing condition and 16-53% in air curing condition. 

The costs for 0.35w/b and 0.40 w/b at optimum internal cured SCC mixtures compared to control SCC 

mixtures were reduced to 9.39 and 9.70%, respectively. 

doi: 10.5829/ije.2021.34.05b.05 

 
 

NOMENCLATURE   

W/C Water cement ratio Greek Symbols 

Vwater Volume of water (m3/m3) ∝max  The expected maximum hydration degree of hydration 

C  Quantity of cement in the mixture (kg/m3) ⍴water Unit weight of water (kg/m3). 

CS  Chemical shrinkage of cement paste (ml/g) MSAP Mass of super absorbent polymer 

 
1. INTRODUCTION1 
 

Presently self-consolidating concrete (SCC) has become 

high performable concrete by introducing concrete 

additives. SCC is high flowable concrete which can flow 

through every corner of heavy reinforced concrete 

sections with its own weight without external vibration  

[1]. In recent years construction industry is using 

significant amount of SCC in pre-cast elements due to 

many advantages [2, 3]. Past studies states that mineral 

admixtures can be used as fines which are required to 

achieve self compactability of SCC. Especially fly ash 

can enhance workability, durability and mechanical 

properties of SCC  [4]. Higher requirement of 

cementitious material in SCC needs sufficient curing to 
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complete the hydration especially at high temperature 

climatic regions. External curing is not adequate to 

achieve 100% hydration in practical conditions of site. 

Authors reviewed that internal curing by super absorbent 

polymers (SAP) can achieve full hydration which further 

increase the durability and reduce the shrinkage [5]. 

SAPs are cross linking chain polymers which can absorb 

the moisture 100 to 1000 times of their own mass. At the 

time of mixing, dry SAPs will absorb the moisture and 

becomes stable during placing, consolidation of concrete 

[6]. SAP addition affects the SCC in different manner in 

different properties which has shown by the following 

studies. Snoeck et al.  [7] investigated that shrinkage can 

be eliminated by internal curing with SAP. They also 

reported that workability decreases when the dry SAP is 
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added to concrete without additional water. However, 

additional water reduces the compressive strength of 

concrete. But, Pourjavadi et al. [8] reported that air curing 

results increase in compressive strength of concrete than 

reference concrete. Whereas workability decreases due to 

initial water absorption. Other studies shown that 

electrical resistivity values can assess the resistance to 

corrosion [9, 10]. Most of the researchers focused on 

reduction of shrinkage by using higher dosage of SAP 

[11, 12]. But lower amounts of SAP especially less than 

0.2% of mass of cement can decrease the shrinkage and 

also enhance the mechanical and durability properties of 

concrete [13]. Hence in this study effect of SAP on self 

consolidating concrete was assessed by testing 

workability, compressive strength, and electrical 

resistivity of concrete. Pinheiro [14] found the 

importance of green and sustainable buildings and less 

CO2 materials should introduce instead of cement. 

Rubberized concrete with waste rubber would also lead 

to sustainable and environmental friendly concrete [15].  

Rath et al. [16] have confirmed the use of fly ash to 

reduce the corrosion of concrete by electrical resistivity 

values. Even in the fly ash and rice husk ash combination 

mixes also fly ash removed the difficulties of workability 

and particle packing of binding materials [17] where rice 

husk ash act internal curing agent. Joel [18] suggested 

that 30% fly ash replacement gives optimum 

compressive strength results. But, Kanthe et al. [19] 

specially conducted strength and durability experiments 

on fly ash from Bhilai steel Plant, India and quoted that 

15% fly ash can give optimum results than higher fly ash 

percentages. Hence in the present investigation the 

mixtures having 85% cement in binder remaining 15% is 

fly ash which is from Bhilai steel plant, India. From the 

literature it was concluded that to eliminate the shrinkage 

higher SAP dosage has been used and SAP effect on SCC 

less literature is available. Hence lower dosages of SAP 

(0.05% to 0.15%) could enhance the strength and 

durability with addition to shrinkage reduction. Hot 

weather concretes present in India leads to increase the 

water demand and permeability. However, internal 

curing can be the best possible way to resolve this 

problem. 

 

 
2. EXPERIMENTAL PROGRAM 
 

2. 1. Materials                In the present investigation 

chemical oxide compositions of OPC-43 grade cement 

and fly are given in Table 1.  The specific gravities of 

cement and fly were 3.05 and 2.20, respectively. Super 

plasticiser from BASF Company which is poly 

carboxylate ether based water reducing admixture used 

to achieve self-compactability. Specific gravity, pH, and 

chloride ion percentage of super plasticiser are 1.08, ≥6,  

<0.2%, respectively. Aggregates used in this project are 

confirming to IS: 383-2016. Zone-II locally available 

river sand and 10mm coarse aggregates with 2.6 and 2.7 

specific gravities, respectively [20] was used. 

Commercially available sodium based poly acrylate was 

used as super absorbent polymer. Water absorption 

capacities of SAP is 36g/g in cement solution  (solution 

prepared with W/C=5.0) and 170g/g in water calculated 

by Tea bag method which was given by Schröfl et al. 

[21]. Higher ionic concentration of Ca+2, Na+ present in 

cement solution may decrease the water absorption of 

SAP. Even significant percentage of SiO2 present in 

cement and fly ash but most of SiO2 are immobile [22]. 

Hence SiO2  ions cannot affect the water absorption of 

SAP.             
 

2. 2. Required Amount of IC Water                To achieve 

maximum degree of hydration of concrete mixes, 

previous studies has given following equations to 

calculate the volume of water required for internal curing 

and to calculate the mass of SAP [23, 24].     

𝑉𝑤𝑎𝑡𝑒𝑟 ∗ ⍴water  = 𝐶 × 𝐶𝑆 ×∝ 𝑚𝑎𝑥  (1) 

𝑀SAP =   
𝐶×𝐶𝑆×∝max

𝑆×∅𝑆𝐴𝑃
 (2) 

Volume of water required to get maximum degree of 

hydration is 32 kg/m3 as per equation (2).  However water 

supplied by SAP to SCC mixtures are 0, 38.86, 77.71, 

and 116.60 kg/m3 for SAP0, SAP0.05, SAP0.10, and 

SAP0.15 respectively. But, these quantities were 

decreased to 0, 8.23, 16.44, 24.68 kg/m3 in cement 

solution. Generally in practice W/C ratios would be in the 

range of 0.1-0.7. Hence SAP dosages has fixed according 

to absorption of SAP in pure water as shown in Table 2. 
 

 

3. RESULTS AND DISCUSSIONS             
 

3. 1. Workability                  As shown in Figures 1 and 

2 the flowability of SCC was decreased with increasing 
 

 
TABLE 1. Chemical oxide composition of binders 

Chemical Oxides Cement (%) Fly ash (%) 

CaO 68.5 1.23 

SiO2 16.5 64.5 

Al2O3 4.5 24.5 

Fe2O3 3.7 5.01 

MgO 1.68 0.55 

SO3 - - 

K2O 2.36 2.51 

Na2O 0.4 0.10 

 



1120                                      K. Venkateswarlu et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 5, (May 2021)       1118-1123                          

TABLE 2. Mixture proportion of SCC in kg/m3 

Mix Cement 
Fly 

ash 

W/B 

ratio 
Water Sand 

Coarse 

aggregat

e 

SAP SP 

35S0 389 69 0.35 160 928 840 0 6.9 

35S5 389 69 0.35 160 928 840 0.23 6.9 

35S10 389 69 0.35 160 928 840 0.46 6.9 

35S15 389 69 0.35 160 928 840 0.69 6.9 

40S0 372 66 0.4 175 912 821 0 6.6 

40S5 372 66 0.4 175 912 821 0.22 6.6 

40S10 372 66 0.4 175 912 821 0.44 6.6 

40S15 372 66 0.4 175 912 821 0.66 6.6 

 

 

SAP dosage but it is in limits. As comprared to control 

SCC mix internal cured SCC mixes were reduced the 

slump flow diameters 1-2% from Figure 2. It may be 

because of dry SAPs absorb the water initially from the 

SCC mix. These results are compatible with other 

researchers with the same fly ash additions [25, 26]. In 

this experimentation super plasticiser was restricted 

to1.5% of binder beyond these dose it could shows 

bleeding and reduction of strength. These super 

plasticiser dose leads to 610 to 640mm slump flow 

 

 

 
Figure 1. Slump flow time (T500) time of SCC  

 

 

 
Figure 2. Max Slump flow diameters of SCC 

diameter. This range of slump flow classified SCC as SF1 

as per IS 10262:2019 [27]. 

With increase in dosage of SAP from 0 to 0.15% both 

V-Funnel and T500 values were increased with 

increasing w/b ratio independent of SAP dose, as shown 

in Figure 3. The workability of SCC was decreased with 

increasing SAP dose from 0 to 0.15% as slump flow 

diameters decreased.  

From flowability tests the relationship between 

viscosity and yield stress has been introduced based on 

T500 and V-Funnel time. As shown in Figure 4 T500 and 

V-Funnel times had R2 value of 0.955 which shows 

strong correlation as other researchers observed [28]. 

 

3. 2. Compressive Strength                 Internal curing 

affects compressive strength results in different curing 

conditions. As shown in Figure 5 as increase in SAP 

dose, almost similar compressive strength values have 

been observe in water curing condition. This lower 

compressive strength results due to early absorption of 

water by dry SAP from the specimen. It leads to 

permeable and porous structure in the concrete specimen 

[29].  However, internal curing with recycled aggregates 

lost their compressive strength by 7-19% compared to 

control concrete [30]. While in this research, an increase 
 

 

 
Figure 3. V-Funnel time of SCC mixtures 

 

 

 
Figure 4. Relationship between T500 and V-funnel time for 

SCC 
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in the SAP dose increases the compressive strength of 

SCC in air curing condition. This increment was high at 

high w/b ratio at 7 days in air curing condition. From 

Figure 5 in air curing at 7 days, the compressive strength 

has increased by 21-26% and 15-25% for 0.4w/b, 0.35 

w/b ratios, respectively. But at 28 days this enhancement 

of compressive strength higher in low w/b ratio in air 

curing. The compressive strength with respect control 

mixture at 28 days of air curing has increased by 6.75-

13.5% and 10-19% for 0.4w/b and 0.35w/b ratios, 

respectively. This is due to increased hydration of binder 

material due to higher availability of moisture from SAP 

at 28 days as compared to 7 days curing. It leads to better 

hydration denser interfacial transition zone (ITZ) and 

concrete matrix. Hence further it gives higher 

compressive strength. Other researchers also stated that 

when relative humidity of concrete drops SAP can supply 

the water in air curing effectively [8]. Other studies 

shown that LWA could increase the compressive strength 

with 2-5% only while SAP has increased compressive 

strength 10-25% in air curing condition [31]. In case of 

water curing condition reduction in compressive strength 

observed compared to control SCC at 7 days but it was 

slightly improved at 28 days as shown in Figure 5. At 

0.35w/b and 0.40 w/b ratio concretes at 28 days a slight 

improvement in compressive strength with 2-4% was 

observed while at 7 days slight reduction of compressive 

strength with 1-6% was observed. This is due to initially 

SAP pores at early age causes the reduction of 

compressive strength after that improvement of hydration 

has filled the pores which are created by SAP [32, 33].   

 

3. 3. Electrical Resistivity              Possible rate of 

corrosion of reinforcement can be interpret by electrical 

resistivity test of concrete [34].  In both curing conditions 

electrical resistivity values at 7 and 28 days were similar 

increasing rate with compressive strength values.  From 

Figure 6, at 28 days in water curing, the electrical 

resistivity was increased by 11 to 30% and 19 to 53% for 

0.35w/b and 0.4w/b ratio, respectively. By increasing 

SAP dose from 0 to 0.15%, this increment higher in air 

curing specimens as 16-53% and 25-70% for 0.35 w/b 

 

 

 
Figure 5. Compressive strength of SCC mixes under water 

and air curing at 7 and 28 days 

and 0.40 w/b ratio concretes, respectively.  

Ramezanianpour et al. [35]  showed higher the electrical 

resistivity concretes would show the higher resistance of 

corrosion of resistance due to discharging of electrons 

from anodic region to cathodic region. For 0.4W/C ratio 

the electrical resistivity values of SAP and fly ash 

combination given 16% higher than the rice husk ash and 

fly ash combination [17] and  other researchers also 

confirmed that electrical resistivity in air curing 

increased by nearly 12% in 0.35 to 0.4w/b internal curing 

mixtures.  Hence, the SAP can perform better than the 

other internal curing agents. As shown in Figure 6 

electrical values were more than 20 kΩ-cm for 0.1% and 

0.15% SAP dose which are in corrosion free zone. 

Table 3 shows that risk of corrosion is having 

correlation with electrical resistivity values [9]. At 28 

days for the above 0.1% of SAP dose electrical resistivity 

values were more than 20 kΩ-cm for 0.35w/b ratio 

concretes and for 0.15% of SAP dose electrical resistivity 

values were more than 20 kΩ-cm. 

 

 

4. COST ANALYSIS OF CONCRETE  
 

The cost analysis of control Self-consolidating concrete 

and internal cured self-consolidating concrete were 

worked out as per current market rate. Initially cost of 

control and internal cured concrete were the same. In 

curing stage cost would decreased for internal cured 

concrete due to spray curing or pond curing in the site. 

The cost was reduced to 9.39% and 9.70%, respectively 

for 0.35w/b and 0.40 w/b internal cured SCC mixtures  

 

 

 
Figure 6. Electrical resistivity of SCC mixes under water 

and air curing at 7 and 28 days 
 

 
TABLE 3. Corrosion risk range for different electrical 

resistivity values 

Electrical Resistivity (kΩ -cm) Corrosion risk 

More than 20 Negligible 

10 to 20 Low 

5 to 10 High 

Less than 5 Very high 
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compared to control SCC mixtures. Above internal 

curing SCC mixtures (SAP= 0.1% of mass of binder) 

were given optimum results of compressive strength and 

electrical resistivity.     

 

 

5. CONCLUSIONS      
 

1. Workability of SCC mixtures were decreased to 1-2% 

due to initial absorption of water from mix by dry SAP 

particles. However, these values were in permissible 

limits. Slump flow time and V-funnel time shows the 

same pattern and both have perfect correlation with R2 of 

0.95.      

2. Compressive strength values were increased under air 

curing condition by 15-25% at 7 days and 10-19% at 28 

days with internal effect by SAP while small decreasing 

of compressive strength results 1-2% was observed in 

water curing condition. In both the curing conditions 

0.1% SAP dosage has given higher strength than other 

mixtures.   

3. Electrical resistivity values were increased 11-30% in 

water curing condition and 16-53% in air curing 

condition. For 0.1% SAP dosage and above the electrical 

resistivity values were observed more than 20 kΩ-cm at 

28 days in air curing and water curing.  Hence SCC 

mixtures above 0.1% SAP dose could not subject to 

corrosion.  

4. Based on test results of workability, compressive 

strength and electrical resistivity 0.10% dose of SAP is 

optimum for both w/b ratios.  

5. The costs for 0.35w/b and 0.40 w/b for optimum 

internal cured SCC mixtures compared to control SCC 

mixtures were reduced to 9.39 and 9.70%, respectively. 
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Persian Abstract 

 چکیده
را ارائه می دهد. به منظور برآورد بازده  (SCC)به عنوان عامل بعمل آوری داخلی بر کارایی ، دوام و مقاومت فشاری بتن خودتراکمی (SAP)این مطالعه اثر پلیمر فوق جاذب  

ریزساختار همگن و متراکم تر با انتشار تدریجی آب   در شرایط مختلف و مدت بعمل آوری ، آزمون مقاومت فشاری و مقاومت الکتریکی انجام شده است. SAPترمیم داخلی 

در   SAPتشکیل شد. واکنش پوزولانی بیشتر خاکستر باعث افزایش خواص مقاومت و دوام می شود. میزان بالای جذب آب از    SAPبه منافذ ایجاد شده توسط    SAPاز  

  28درصد و در  25- 25روز به  15داخلی در  SCCمقاومت فشاری مخلوط های درمان شده  شرایط پخت هوا منجر به افزایش مقاومت الکتریکی و مقاومت فشاری می شود.

و    0.35w / bافزایش یافته است. هزینه های    ٪53-16و در شرایط پخت هوا    ٪30-11درصد افزایش یافت. مقادیر مقاومت الکتریکی در شرایط پخت آب    19-10روز به  

0.40 w / b  در بهینه مخلوطSCC  پخته شده داخلی در مقایسه با مخلوطSCC  درصد کاهش یافت. 70/9و  39/9شاهد به ترتیب به 
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A B S T R A C T  
 

 

Strengthening of the existing reinforced concrete (RC) column is nessesary to enhance their axial load-

carrying capacity or ductility. This paper presents the results of an experimental study relating to the 
performance of reinforced concrete columns strengthened with different techniques such as the steel 

angle, steel straps, and ferro-cement under pure axial load. A total of six square short reinforced concrete 

columns were constructed. The cross-section and height of tested columns are 150×150 mm and 1.2 m, 
respectively. Two specimens were set as the control columns (without strengthening). The other four 

reinforced concrete columns were strengthened with different techniques. Two columns are strengthened 

with four steel angles at each corner of the column confined with prestressed steel straps. Another two 
columns are also strengthened with four steel angles confined with prestressed steel straps and ferro-

cement. The experimental results are reported in terms of the load-deformation curves as well as the 

failure modes. A significant enhancement of the maximum axial load-carrying capacity and the ductility 
is observed for the strengthened reinforced concrete columns. Finally, the discussion of the use of 

different strengthening techniques is also carried out in this paper. 

doi: 10.5829/ije.2021.34.05b.06 
 

 
1. INTRODUCTION1 
 
There are several effective approaches that can be used 

to enhance the axial load-carrying capacity and the 

ductility of RC structures. For instance, many researchers 

in the past have employed ferro-cement [1-5], fiber-

reinforced materials [6-12], or steel angle/strips [13-15], 

to strengthen the reinforced concrete structures. Previous 

works by Mourad and Shannag [1], Kaish et al. [2], and 

Sirimontree et al. [3] employed the ferro-cement 

jacketing to strengthen RC column. The ferro-cement 

jacketing was utilized to repair concrete beams by 

Jongvivatsakul et al. [4-5]. In addition to ferro-cement 

jacketing, the fiber-reinforced materials is one of the 

strengthening composites widely used to increase the 

capacity of several RC structures (e.g., Kianoush and 
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(E. Noroozinejad Farsangi) 

Esfahani [7], Maghsoudi et al. [8], Nateghi and Khazaei-

Poul [9], Rahmanzadeh and Tariverdilo [10], Al-Akhras 

[11], Shadmand et al. [12]). The use of steel jackets is 

also a simple procedure to strengthen various types of RC 

structures, where its good performance was demonstrated 

by Abdel-Hay and Fawzy [13], Ma et al. [14], and 

Tarabia and Albakry [15].  

The main elements supporting a building structure are 

the columns. The failure in columns can lead to the 

progressive collapse of the whole building. Thus, column 

strengthening is an essential issue in the seismic 

retrofitting of a building structure.  To enhance the axial 

load-carrying capacity, the stiffness, or the ductility of the 

reinforced concrete columns, several researchers have 

used steel angles, steel jackets, or ferro-cement jackets to 

experimentally investigate the strengthening of 
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reinforced concrete columns by employing these 

composites. For previous works considering steel angles, 

Adam et al. [16] performed the laboratory tests of RC 

columns retrofitted with steel angles and steel strips 

under axial static loading. These results of laboratory 

tests were then used to develop numerical models, the 

nonlinearity of the materials between different materials 

is taken into account. Tarabia and Albakry [15] carried 

out a study on the performance of the reinforced concrete 

square columns strengthened with steel angles and steel 

strips. They found that the confinement effects 

significantly dependent on several factors such as the 

strip spacing, the size of the steel angles, and the 

connection between the steel angles and steel strips to the 

head of the specimen. Campione [17] also proposed a 

design procedure for designing RC columns strengthened 

with steel angles and battens. The proposed procedure 

was validated with the experimental results to ensure the 

performance of the design process. The behaviors of 

reinforced concrete columns strengthened with steel 

jackets were also studied by Belal et al. [18] and Abdel-

Hay and Fawzy [19]. For previous studies relating the use 

of ferro-cement jackets to strengthen reinforced concrete 

columns, Takiguchi [20] demonstrated that the use of 

external confinement to cover the entire length of the 

reinforced concrete columns can significantly increase 

the ductility of the reinforced concrete columns. By using 

a nonlinear finite element software, Elsayed and Elsayed 

[21] investigated the performance of the reinforced 

concrete columns wrapped by ferro-cement jackets under 

biaxial loading. More details on the performance of steel 

angles, steel jackets, and ferro-cement jackets can be 

found in the state-of-the-art review by Raza et al. [22] 

and Kaish et al. [23]. Recently, the uses of fibrous 

jackets, textile-reinforced concrete jackets, and 

prestressed steel jackets to strengthen RC structures were 

demonstrated by Jassim and Chassib [24], Ngo et al. [25], 

and Sirimontree et al. [26], respectively, The 

performance of RC circular and square columns under 

cyclic loading were examined by Ahmed et. al. [27]. The 

information of the framework to quantify the absolute 

permeability of water in a porous structure can be found 

in literature [28]. Besides, more information on the 

sustainability assessment in housing buildings can be 

found in literature [29]. 

This paper studies the behavior of strengthened 

reinforced concrete columns subjected to axial load. A 

total of six reinforced concrete square columns were 

investigated. Different techniques for strengthening the 

existing reinforced concrete columns were used such as 

the steel angle, steel straps, and ferro-cement. All 

columns are tested under static load. The load-

displacement relationship and the failure modes of tested 

columns are presented and discussed in this paper. 

 

The following is the structure of the paper. The details 

of all test specimens as well as the preparation processes 

are first presented to give the information of all 

considered factors in this study. The test setup and 

instrumentations are later shown in the same section. The 

experimental results of all columns are presented in the 

form of load-displacement curves to demonstrate the 

performance of all tested columns. The modes of failures 

showing the column collapses are also presented to 

portray the failure patterns of all columns. The 

conclusion of this paper is given lastly to summarize this 

work. 

The innovation of this paper is to investigate the 

increasing axial load-carrying capacity and ductility of 

columns strengthened with steel angles confined with 

prestressed steel straps. Besides, a similar investigation 

on the use of ferro-cement confined around the reinforced 

concrete column is also carried out in this study. 
 
 

2. EXPERIMENTAL PROGRAM 
 

2. 1. Tested Specimens          In the present study, a 

total of six reinforced concrete columns were cast. The 

cross-section of all columns was 150×150 mm and the 

height was 1.20 m. The ratio between column height and 

width was eight which was a short column.  The columns 

were reinforced with four longitudinal bars with a 

diameter of 12 mm (DB12) and transverse bars with a 

diameter of 6 mm (RB6) that had a spacing of 150 mm. 

The area of longitudinal bars was 2.0 percent of cross-

sectional area. The clear concrete covering was 

considered as 20 mm. Two columns were set as the 

control specimens (Columns CC-1 and CC-2), as shown 

in Figure 1(a). The other four reinforced concrete 

columns were strengthened with different techniques.  
For strengthened reinforced concrete columns, two 

columns (CSA-1 and CSA-2) were strengthened with 

four steel angles at each corner of the columns and then 

confined with prestressed steel straps that had a spacing 

of 150 mm, as shown in Figure 1(b). The cross-section 

and thickness of steel angle were 30×30 mm and 3.0 mm, 

respectively. An injection plaster was employed in order 

to fill the gap between the steel jacket and concrete for 

the strengthened columns.  

Another two columns (CSAF-1 and CSAF-2) were 

also strengthened with four steel angles at each corner of 

the columns and then confined with prestressed steel 

straps that had a spacing of 150 mm. After that, the ferro-

cement was used to confine the columns at the last step. 

The square welded wire mesh was used to wrap around 

the existing column and the cement mortar was applied. 

A cross-dimension of 250×250 mm was controlled. 

Figure  1(c) shows the detail of columns CSAF-1 and 

CSAF-2. 
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(c) Columns CASF-1 and CASF-2 

Figure 1. Details of tested specimens 

2. 2. Specimens Descriptions            In this 

experimental work, ordinary Portland cement was used 

for both mortar and concrete. The water-to-cement ratio 

(w/c) was set to 0.45. The average compressive strength 

of mortar and concrete obtained from the test of three 

samples (Ø150×300 mm) at 28 days was 23 MPa.  
Two diameters of steel reinforcement were used. The 

average yield strength and the ultimate strength of 12-

mm diameter (deformed bar, DB) obtained from the test 

of three samples were 586 and 717 MPa, respectively. 

The average yield strength and ultimate strength of 6-mm 

diameter (round bar, RB) obtained from the test of three 

samples were 423 and 538 MPa, respectively. The steel 

with equal angle was used. The cross-section and 

thickness of steel angle were 30×30 mm and 3.0 mm, 

respectively. The norminal yeild strength was 240 MPa.   

For the steel strap, the width and the thickness were 

19 and 0.8 mm, respectively. The average yield and 

ultimate strengths obtained from the test of three samples 

of the steel straps were 466 and 520 MPa, respectively.  

 
2. 3. Specimens Preparation              Figure 2 presents 

the flowchart of the experimental program. All 

specimens were cast from the same concrete batch. All 

columns were remolded after 24 hours and then were 

cured using plastic wrap. After 28 days, the columns 

(CSA-1, CSA-2, CSAF-1, and CSAF-2) were 

strengthened with four steel angles at each corner of the 

column and then confined with prestressed steel straps 

with a spacing of 150 mm. A steel strap was prestressed 

using a steel strap hand tool, as shown in Figure 3. The 

elongation of steel straps was controlled to be 2.0 mm or 

4.2 kN. After that, the steel strap was locked by the steel 

grip. An injection plaster was carried out in order to fill 

the gap between the concrete surface and the steel jacket. 

The ferro-cement was applied for columns CSAF-1 and 

CSAF-2. The square welded wire mesh was used to wrap 

around the column and the cement mortar was installed. 

The controlled cross-dimension was 250×250 mm. After 

ferro-cement was applied, the plastic wrap was used to 

cure for another 28 days. Figure 4. shows the plastic 

curing for column CSAF-1 and CSAF-2.  
 

2. 4. Test Setup and Instrumentations       A typical 

test setup for all tested specimens is demonstrated in 

Figure 5. The static load was gradually applied in the 

vertical direction at the top of the tested columns by using 

a hydraulic jack. The load cell with a capacity of 5000 

kN was set-up on top of tested columns. Two linear 

variable differential transformers (LVDT-1 and LVDT-

2) were also set-up at two opposite sides of the columns 

to measure the vertical displacements. To ensure a 

uniform loading taking place at the top and bottom of the 

specimens, capping was used. during the specimens 

testing procedure, the load and displacements were 
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automatically recorded by using the data logger. The 

failure modes of the tested columns were observed. 
 

 

3. EXPERIMENTAL RESULTS AND DISCUSSION 
 
3. 1. Load and Displacement Curve      The 

relationships between axial load and displacement for all 

tested columns are represented in Figure 6. Table 1  

 

 

Prepare the formwork

Cast the RC columns

Cure the RC column

Strengthen the RC 

column with steel angle 

and steel strap

after 28 days

Perform the static test 

for columns CC-1 and 

CC-2

Install the ferro-cement

Perform the static test 

for columns CAS-1 and 

CAS-2 

Perform the static test 

for columns CASF-1 

and CASF-2  

after 28 days

 
Figure 2. Flow chart of the experimental program 

 

 

 
Figure 3. Strengthened column 

 

 

 
Figure 4. Plastic curing for column CSAF 

 
Figure 5. Test setup of a tested column 

 

 

 
Figure 6. Load-displacement curves of tested columns 

 

 
TABLE 1. The experimental results of all columns 

Specimen 

Model 

Steel 

Strap 

Steel 

Angle 

Ferro-

Cement 

Maximum 

Load (kN) 

The 

Displacement* 

(mm) 

CC-1 No No No 600 2.22 

CC-2 No No No 630 2.46 

CSA-1 Yes Yes No 825 6.55 

CSA-2 Yes Yes No 900 4.89 

CSAF-1 Yes Yes Yes 1000 3.97 

CSAF-2 Yes Yes Yes 1400 3.04 

* The displacement corresponding to the maximum load 

 

 

summarizes the maximum axial load carrying capacity 

and the corresponding displacements of all tested 

columns in this research work. 

For unstrengthened columns, the maximum axial 

load-carrying capacity of columns CC-1 and CC-2 were 
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600 and 630 kN, respectively, which yield an average of 

615 kN. The axial displacements correspond to the 

maximum axial load-carrying capacity of columns CC-1 

and CC-2 were 2.22 and 2.46 mm, respectively, which 

reach an average of 2.34 mm. 

For columns CSA-1 and CSA-2, the maximum axial 

load-carrying capacities were 825 and 900 kN, 

respectively, which yield an average of 863 kN. The axial 

displacements corresponding to the maximum axial load 

carrying capacity of columns CSA-1 and CSA-2 were 

6.55 and 4.89 mm, respectively, which yield an average 

of 5.72mm. 

For columns CSAF-1 and CSAF-2 (larger cross-

section area), the maximum axial load-carrying 

capacities were 1000 and 1400 kN, respectively, which 

reach an average of 1200 kN. The axial displacements 

corresponding to the maximum axial load carrying 

capacity of columns CSAF-1 and CSAF-2 were 3.97 and 

3.04 mm, respectively, which reach an average of 3.51 

mm. 

Based on these observed results, the maximum axial 

load capacity and corresponding displacement of 

reinforced concrete columns strengthened with steel 

angle confined by prestressed steel straps (Column CSA) 

increased by 40% and 144%, respectively, compared to 

the control columns (Column CC). Using the ferro-

cement as the confinement, the maximum axial load 

capacity and corresponding displacement of column 

CSAF increased by 95% and 50%, respectively, 

compared to the control column. In addition to the 

strength and ductility enhancement, the ferro-cement can 

improve the stiffness due to the cross-sectional expansion 

compared to the control column as depicted in Figure 6. 

All strengthened columns have more ductile behavior 

compared to the control specimen. 

 

3. 2. Modes of Failure        The modes of failure of 

tested columns are demonstrated hereafter in Figures 7 to 

9. For the unstrengthened columns (Columns CC-1 and 

CC-2), the concrete crushing near the top of the columns 

was observed for the case of Columns CC-1 (see Figure 

7a) and the propagated crushing towards the middle 

position of the column was observed for the case of 

Columns CC-2 (see Figure 7b). The buckling of the 

longitudinal steel bar was found after the concrete cover 

spalled off, which can be observed in Figure 7. 
In the case of the reinforced concrete columns 

strengthened by steel angles (Columns CSA-1 and CSA-

2), the failure has been the steel angles bucking followed 

by the steel strap rupture. The failure at the connected 

steel straps was not observed. After that, the concrete was 

crushed at one end of the column. Figures 8(a) and 8(b) 

depict the failure modes for columns CSA-1 and CSA-2, 

respectively. By comparing with the previous work by 

Sirimontree et al. [26], we found that the mode of failure 

is in the similar way as presented in the work by 

Sirimontree et al. [26]. 

In the case of the reinforced concrete columns 

strengthened by steel angles and then confined with  
 

 

 
(a) Column CC-1 

 
(b) Column CC-2 

Figure 7. Failure modes of Columns CC 
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(a) Column CSA-1 

 
(b) Column CSA-2 

Figure 8. Failure modes of Columns CSA 

 
 

ferro-cement (Columns CSAF-1 and CSAF-2), the crack 

initiated at the top of the column. A large vertical crack 

of the concrete was observed for column CSAF-2. 

Figures 9(a) and 9(b) show the failure modes for columns 

CSAF-1 and CSAF-2, respectively. 
 

 

 
(a) Column CSAF-1 

 
(b) Column CSAF-2 

Figure 9. Failure modes of Columns CSAF 
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4. CONCLUSION 
 
This paper demonstrates the performance of strengthened 

reinforced concrete columns that were evaluated under 

the axial load test. A total of six square RC columns were 

investigated. The original cross-section has been 

150×150 mm with a height of 1.2 m. The main objective 

of this research is to investigate the axial behavior of RC 

columns strengthened with steel angles with and without 

ferro-cement. The following conclusions based on the 

experimental works can be reported: 
- The reinforced concrete columns strengthened with 

steel angles confined with prestressed steel straps 

enhanced the maximum axial load-carrying 

capacity and the ductility up to 40% and 144%, 

respectively, compared to the un-strengthened 

reinforced concrete columns.  

- Using ferro-cement confined around the reinforced 

concrete column strengthened with steel angle 

confined with prestressed steel straps, the maximum 

axial load carrying capacity and ductility increased 

by 95% and 50%, respectively, compared to the un-

strengthened reinforced concrete columns. 
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Persian Abstract 

 چکیده 
طالعه روش های مختلف مقاوم سازی ستون های بتن مسلح موجود به منظور بالابردن ظرفیت باربری محوری و همچنین شکل پذیری آنها ضروری به نظر می رسد. در این م

نمونه ستون بتن مسلح برای   6در کل  به صورت آزمایشگاهی مورد بررسی قرار گرفته است.    ferrocementمقاوم سازی ستونهای بتن مسلح با کمک نبشی، تسمه فلزی و  

متر در نظر گرفته شد. دو نمونه به عنوان نمونه مرجع در نظر گرفته شد و سایر نمونه ها با   2/1میلی متر و ارتفاع همه  150در  150آزمایش ها ساخته شد. مقطع تمامی ستونها 

مقاوم سازی    ferrocementمک نبشی و تسمه فلزی و دو نمونه دیگر با کمک نبشی و تسمه فلزی و  روشهای پیشنهادی در این مطالعه مقاوم سازی گردیدند. دو نمونه با ک

تغییرمکان و مدهای خرابی ارائه و با یکدیگر مقایسه گردیدند. نتایج بیانگر ارتقا قابل توجه عملکرد سازه ای  -گردیدند. نتایج مطالعات آزمایشگاهی در قالب دیاگرام های نیرو

 ویت شده بوده است. در نهایت بحث بر روی روشهای پیشنهادی صورت گرفت.ستونهای تق
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A B S T R A C T  
 

 

Numerous studies have been conducted on self-centering seismic lateral force resisting systems, the 
consequences of which have resulted in removing many ambiguities regarding the use of such systems 

in retrofitting the existing frames. The present study evaluated the new approach of improvement of 

multi-stage performance using such systems. Due to the significant costs of running the whole retrofit 
project in one stage, as well as some issues such as the impossibility of stopping the use of all floors in 

some of the existing buildings, multi-stage improvement can be considered as a good suggestion. In this 

regard, a part of the floors are retrofitted in the first stage and the next stage of improvement are then 
implemented by spending less budget and time. Accordingly, the execution of the first stage leads to an 

enhancement in the frame performance to an appropriate extent. In addition, the measuremets taken in 

the stage are a part of final retrofit project. In the present study, PUF and PEF coefficients were 
introduced and utilized to select the most appropriate pattern for applying post-tensioned connections in 

different floors. After analyzing frames, a model was proposed for the multi-stage improvement of each 

frame by selecting the appropriate pattern using post-tensioned connections in the floors. In the first 
stage of the suggested plan, for 3-, 6-, and 10-story frames the performance improvements were 15.3, 

11.4, and 8.5%, respectively. 

 

NOMENCLATURE   

PUF  AED(cm2) The ED element area 

PEF Performance Efficiency Factor LED(cm) The ED element unbonded length 

RPI Performance Upgrading Factor Fint,PT(%FU) The PT initial prestress force 

PT Post-Tensioned Element Mw The moment magnitude scale 

ED Energy Dissipator td(s) The time duration of earthquake 

PTED Posttensioned Energy Dissipating Connection RJB(km) Joyner-Boore distance 

SLV The slaving constrains PGA(g) Peak ground acceleration 

KPT(Tonf/Cm) The PT element stiffness PGV(cm/s) Peak ground velocity 

 
1. INTRODUCTION1 
 

The use of post-tensioning method is considered as one 

of the solutions to reduce or eliminate residual 

deformations in the main members of the structure. 

Applying such systems was examined by researchers in 

concrete structures [1-3] and then by those specilized in 

steel ones [4-6], all of whom reported a decrease in 

permanent drifs by utlizing the system. Additionally, 
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some studies focued on the effect of the changes in each 

of the effective parameters in such connections [7, 8], 

and some others highlihted the effect of such systems on 

retrofitting weak connections, as well as seismic 

sequencing [9,10]. 

Post-tension connection with energy dissipating 

elements (PTED) is one of the modes of reversible 

systems in steel bending frames that has been 

introduced and evaluated by researchers [11]. PTED 

connection includes high strength steel (PT) rebars 

parallel to the beam axis, and the energy dissipating 

(ED) bars at the top and bottom of the beam on both the 
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left and right sides of the web (Figure 1). The PT bars 

provide a restoring force which the frame to its initial 

state after an earthquake. The ED bars embedded in 

steel cylinders, can be yield under the axial force, 

leading to energy dissipation . Energy dissipation in the 

PTED structure is limited to the ED element only and 

no significant nonlinear deformation occurs in the beam 

and column elements [12]. 

Generally, a significant development was made in 

the field of self-centering reversible seismic systems 

due to their ability to reduce post-earthquake structural 

repair costs in recent years [13]. In this regard, different 

modes of the self-centering moment frame systems were 

suggested by some researchers [14-16]. In all of the 

proposed cases, the damage to the main elements of the 

structure reduced through the gap opening mechanism 
 
 

 

 
Figure 1. The schematic representation of the posttensioned 

connection with the energy dissipating elements (a) and gap 

opening on external and intermediate connection (b) [11] 

between the beam and column. In general, after 

experiencing a major earthquake, it is only necessary to 

replace the energy dissipating  elements in self-

centering systems [17]. 

The novelty of this study is to proposal that in 

improving a steel moment frame using post-tension 

connections, instead of all the floors being improved in 

one stage, only a few floors should be reinforced in the 

first stage with post-tension connections. Then, in the 

next stages, the final improvement plan will be 

implemented, which can lead to economic savings. In 

other words, after completing some stages of the 

improvement operation, some floors will have 

conventional welded joints and some floors will have 

self-centered connections. In this research, PTED 

connection was selected and modeled for evaluations 

among the types of self-centering steel moment systems. 

In order to retrofit the frame with welded 

connections the load on the frame is removed by 

installing the jacks under the beam element in the first 

step. In the next step, the top, seat, and shear plates of 

the beam-column connection are removed. Then the 

contact plates are welded to the column flange and new 

shear plates with horizontal slot holes are added to the 

beam-column connection. Then the columns are drilled 

to pass the PT elements and the contact elements are 

welded to the outer flange of the perimeter columns to 

resist the punching stress caused by the post-tensioning 

force. Finally, PT elements are post-tensioned and the 

jacks are removed (Figure 2). 

 

 

2. VALIDATION 
 

Various approaches have been proposed to model the 

PT connection-based moment frame structures. These 

solutions include finite element modeling [18- 20] and 

modeling with introducing post-tension  members by 
 

 

 
Figure 2. Erection details of retrofitting moment frame with welded connections using post-tensioned elements 
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the spring element [21]. Prolonged analysis and lack of 

direct external reflection of the behavior of the 

connection members leads to the abandonment of the 

use of finite element and spring modeling, respectively. 

Finally, separate modeling of the connection elements is 

considered in Perform-3d [22] software to increase the 

applicability, as well as reducing the analysis time. 

The experimental study of Christopoulos et al. [11] 

is intended to assess the accuracy of the modeling 

procedure (Figure 3). A PTED beam-column connection 

under cyclic loading is evaluated based on the SAC 

loading protocol. Then, as shown in Figure 4, the 

elements of beam, column, rigid, connection, ED and 

PT are modeled in Perform-3d software. The 

displacement of all nodes is restricted to H2 to provide 

two-dimensional frame performance. According to 

experimental research, the beam and column sections 

are assigned to W24 × 76 and W14 211, respectively. 

Modeling the PT and ED elements is performed as 

steel bar. The tension-only and none-buckling nonlinear 

steel materials were used to introduce PT and ED, 

respectively. The experimental study indicates that a 

cross-section of 3.8 cm2 (each cable diameter is 46 mm) 

and 16.9 cm2 is provided for the cable and PT elements, 

respectively. The specifications of DSI high strength 

bars with elasticity modulus, the final stress and the 

yield stress are 1.9×106, 10500 and 8500 kg/cm2, 

respectively, which assigned to the cables and the DSI 

threaded bars specifications with elasticity modulus, the 

final stress and the yield stress are 2.038×106, 6000 and 
 

 

 

 
Figure 3. Overview of the experimental model of connection 

after stress with energy dissipating elements (a) and display of 

its connection details (b) [11] 

4200 kg/cm2, respectively, which assigned to the ED 

element. An initial strain equivalent to 0.0028 was 

applied to the cables to provide posttension until the 

axial force of 655 KN is created similar to the 

experimental work in the beam element. The contact 

element is nonlinear elastic gap hook bar with a low 

tensile stiffness to provide gap opening which is 

modeled with a compressive stiffness of 4.62×107 

Kgf/cm. The rigid element is defined from non-standard 

zero-dimensional sections with high axial, shear and 

moment resistances with high inertia to ensure its rigid 

performance. Finally, as shown in Figure 4, the 

elements of beam, column, rigid, PT, ED and contact 

are modeled. Some constraints between different nodes 

to ensure system performance are also presented in 

Table 1. 

Then the cyclic load simulation is performed by 

introducing 30 cycles as gravity load, with positive 

coefficients for positive and negative coefficients to and 

fro loads, respectively, as well as applying drift 

constraints in each cycle to stop the analysis and 

subsequent cumulative application of these weight 

loads. In addition, the output end of each cycle is 

extracted separately and added to the output end of the 

previous cycles with a negative coefficient. Finally, the 

structural response under cyclic loading is illustrated in 

Figure 5, which is in line with the results of the 

experimental study. 

 

 

 

 
Figure 4. Overview of beam-column modeling with PTED 

connection (a) and details of the A and B sections (b) 
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TABLE 1. The constraints applied between nodes  

Node Number  

24-25 

26-27 

28-29 

5-9-13 

24-25 

26-27 

28-29 

21-22-23 

15-16 

17-18 

20-21 

21-23 

15-16-17 

4-5-6-8 

10-12 

13-14 

2-9-19 

4-5 

6-8 

10-12 

13-14 

1-3 SLV 

  ✓  ✓   ✓ ✓ ✓ H1 

✓   ✓  ✓ ✓ ✓   V 

 ✓  ✓  ✓     R2 

  ✓  ✓    ✓ ✓ RV 

SLV: Terms H1 and V are displacement in H1 and V direction and R2 and RV rotation around H2 and V axis respectively. 

 

 

 
Figure 5. Experimental and numerical force interstory drift  

 
 

3. MODELING 
 

In this study, three-, six-, and ten-story structures were 

evaluated. The perimeter frames are in the east-west 

direction of the special moment frame and the north-

south direction of the braced frame. Internal frames 

tolerate the gravity load while perimeter frames tolerate 

the lateral loads. The plan of all three structures is 

similar, as shown in Figure 6. 
 

 

 
Figure 6. Plane view of structures evaluated in this study 

The three-story structure used in the present study 

was first designed by Shen et al. [23], and then re-

designed and evaluated by Apostolakis et al. [24] 

(Figure 7a). Then PTED connection is used to provide 

moment resistance of the frame by Apostolakis et al. 

[25]. The frame with similar specifications as the PTED 

connections frame designed by Apostolakis et al. [25] 

was modeled and the result of the push-over analysis is 

shown in Figure 7b. In addition, the results shown in 

Figure 7b confirm the validity of the modeling 

procedure performed in this study. 

The six- and ten-story structure was designed in both 

cases with the welded (Figures 8a and 8b) and PTED 

connections across all stories based on Apostolakis et al. 

[25] proposed procedure through plans, loading, codes 

and the specifications similar to the mentioned three-

story structure. The modeling parameters of PTED 

 

 

 

 
Figure 7. Elevation view (a) and structural pushover 

curves (b) of three-story frame in Apostolakis et al. [25] 

and current research 
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connections in all three-, six- and ten-story structures 

are shown in Table 2. 

Seven states for the three-story frame, ten states for 

the six-story frame and fourteen states for the ten-story 

frame were evaluated based on the engineering 

judgment to evaluate the different states of the post- 

tensioned distribution in the floors. The different 

statuses and the nomenclature of the frames are shown 

in Table 3. For example, the frame with the abbreviation 

s-1 is a six-story frame which the PTED connections is 

used in the first and second floors. 

 

 

 

 
Figure 8. Elevation view of six-story (a) and ten-story (b) 

frames that are examined in this research 
 

 
4. ANALYSIS 
 

The time history analysis was performed on eight three-

story frames, eleven six-story frames and fifteen ten-

story frames  (presented in Table 3). In the time history 
 

 

TABLE 2. The PTED parameters of 3-, 6- and 10-story frames 

Ten story 
Story 

Three- and six-story 
Story 

 

Finit,PT (%FU) LED (Cm) AED (Cm2) KPT(tonf/ Cm) Finit,PT (%FU) LED (Cm) AED (Cm2) KPT(tonf/ Cm)  

0.32 64.3 9.5 9 St1 0.3 58.4 7 6 St1 

3
-s

to
ry

 

0.32 64.3 9.5 9 St2 0.36 38.1 7 6 St2 

0.36 58.4 8.5 9 St3 

0.26 58.1 5.8 9 St3 

0.36 58.4 8.5 6 St4 

0.36 58.4 8.5 6 St5 0.3 58.4 8.5 9 St1 

6
-s

to
ry

 

0.3 38.1 7 6 St6 0.3 58.4 8.5 9 St2 

0.3 38.1 7 6 St7 0.36 58.4 7 6 St3 

0.3 38.1 7 9 St8 0.36 38.1 7 6 St4 

0.26 37 5.8 9 St9 0.26 38.1 5.8 9 St5 

0.26 37 5.8 9 St10 0.26 38.1 5.8 9 St6 

 

 
TABLE 3. Distribution of PT connections in floors 

10-story 6-story 3-story 

PT Stories Frame  
PT 

Stories 
Frame  

PT 

Stories 
Frame  

No story 10st-MRF No story 6st-MRF No story 3st-MRF 

All stories 10st-PTED All stories 6st-PTED All stories 3st-PTED 

1,2 Te-1 1,2 s-1 1 t-1 

1,2,5,6 Te-2 3,4 s-2 2 t-2 

1,2,6,7 Te-3 5,6 s-3 3 t-3 

1,2,7,8 Te-4 1,2,3 s-4 1,2 t-4 

1,2,6,7,8 Te-5 2,3,4 s-5 1,3 t-5 

1,2,5,6,7,8 Te-6 3,4,5 s-6 2,3 t-6 

1,2,3 Te-7 4,5,6 s-7 

 

1,2,3,5,6 Te-8 2,3,4,5 s-8 

1,2,3,6,7 Te-9 1,2,3,4 s-9 

1,2,3,7,8 Te-10   

1,2,3,6,7,8 Te-11   

1,2,3,5,6,7,8 Te-12   

1,2,3,4,5,6 Te-13     
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analyses of this study, the record to record variability is 

considered by employing a set of 15 ground motion 

records representative of different intensities, durations 

and frequency contents, adopted from the FEMA P-695 

[26]. The characteristics of the selected ground motion 

records are provided in Table 4.  

Similar to Apostolakis et al. [25] study, maximum 

and residual drift, and maximum and RMS acceleration 

were considered as performance evaluation of the 

structural parameters. RMS parameter demonstrates root 

mean square floor acceleration, which is calculated 

based on Equation (1): 

( )
2

1

storyRMSAcc = max for i =1,..., N

N

i jj
Acc t

N

=

 
 

  
 
 
 

  
(1) 

where N and Acci (tj) are the number of time steps 

within the actual duration of an earthquake (td in Table 

4) and the absolute acceleration of the story i at the time 

step j, respectively. Figure 9 displays the values of the 

above-mentioned parameters for three-, six-, and ten-

story frames with conventional welding connections 

(3st-MRF, 6st-MRF and 10st-MRF). 

 

 

5. ASSESSING THE COMPETENCY OF EACH FRAME 
 

The overall upgrading effect associated with retrofitting 

by post-tension connections was quantified by a relative 

performance index (RPI), which combines several 

single-parameter indices (SPIs), including peak 

interstory drift ratios, residual interstory drift ratios, 

peak floor accelerations, and root mean square floor 

accelerations [27, 28] (Equation (2)). In this regard, the 

mentioned parameters were evaluated for each frame 

and then only a single numerical parameter is assigned 

to the relative performance of each frame using RPI, 

which has led to the use of this evaluation procedure 

instead of other evaluation methods such as incremental 

dynamic analysis. 

Frame Frame

MRF MRF

Frame Frame

MRF MRF

RPI =α× +β× γ× δ×

MaxDrift ResDrift
=

MaxDrift ResDrift

RMSAcc MaxAcc

RMSAcc MaxAcc

MDR RDR RMSAR MAR

MDR ; RDR=

RMSAR ; MAR

+ +

= =

 

(2) 

In Equation (2), the parameters MaxDrift, ResDrift, 

RMSAcc and MaxAcc are Maximum interstory drift, 

residual interstory drift, root mean square floor 

acceleration and max floor absolute acceleration, 

respectively, and root mean square floor acceleration 

values are calculated based on Equation (1). The 

coefficients α, β, γ and δ in Equation (2) are weighting 

coefficients, the sum of which is equal to one and can 

have values ranging from 0 to 1.  

Based on Table 5, 15 various states for the values of 

weighting coefficients were considered in the present 

study to select the optimal frame with more accuracy.  

In addition, each frame was first analyzed by 

applying 15 earthquake records (presented in Table 4). 

Further, the mean of 15 frame responses was extracted 

and their maximum was computed and used in the 

calculations of Equation (2). Furthermore, the weight 

coefficients corresponding to each scenario (Table 4) 

were replaced in Equations (2) and (15) values were 

calculated for RPI. 

 

 

TABLE 4. The ground motion characteristics 

Name Earthquake event Year Station MW td  (s) RJB  (km) PGA (g) PGV (Cm/s) 

EQ1 Northridge 1994 Beverly Hills-Mulhol 6.7 30 9.4 0.488 63 

EQ2 Northridge 1994 Canyon Country-WLC 6.7 20 11.39 0.471 45 

EQ3 Duzce, Turkey 1999 Bolu 7.1 56 12 0.805 62 

EQ4 Hector Mine 1999 Hector 7.1 45 10.3 0.328 42 

EQ5 Imperial Valley 1979 Delta 6.5 100 22 0.349 33 

EQ6 Imperial Valley 1979 El Centro Array #11 6.5 39 12.5 0.379 42 

EQ7 Kobe, Japan 1995 Nishi-Akashi 6.9 41 7 0.483 37 

EQ8 Kobe, Japan 1995 Shin-Osaka 6.9 41 19.1 0.233 38 

EQ9 Kocaeli, Turkey 1999 Duzce 7.5 27 13.6 0.364 59 

EQ10 Kocaeli, Turkey 1999 Arcelik 7.5 30 10.5 0.21 40 

EQ11 Landers 1992 Yermo Fire Station 7.3 44 23.6 0.244 52 

EQ12 Landers 1992 Coolwater 7.3 28 19.7 0.417 42 

EQ13 Loma prieta,USA 1989 Capitola 6.9 40 8.6 0.511 35 

EQ14 Loma prieta,USA 1989 Gilroy Array #3 6.9 40 12.2 0.559 45 

EQ15 Manjil, Iran 1990 Abbar 7.3 53 12.5 0.514 54 
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Figure 9. Schematic Diagrams of 3st-MRF (a), 6st-MRF (b) 

and 10st-MRF (c) frame responses (Maximum drift, Residual 

drift, RMS acceleration and Maximum acceleration) under 

earthquakes mentioned in Table 4 

 

 

TABLE 5. The values considered for α, β, γ and δ 
Different scenarios for RPI  
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Finally, the RPIs were averaged and the final value 

of the performance index related to each frame was 

determined. 

5. 1. Upgrade and Effectiveness  of Each Frame    
The inverse of RPI can be utilized to determine the 

degree of improving or reducing the frame performance 

relative to moment frame so that RPI greater than one 

reflects upgrading performance vice versa. Accordingly, 

performance upgrade factor (PUF) was introduced  

based on Equation (3) for the first time in this study to 

calculate the degree of increasing the performance of 

each frame in relation to the moment frame. 

1
PUF = 1 

R PI
−  (3) 

Additionally, performance efficiency factor (PEF) 

was provided and used based on the Equation (4) in 

order to examine the efficiency of utilizing PT 

connections in each floor. In fact, the coefficient allows 

to calculate the effect of using PT connection per story 

so that the state with the highest PEF indictaes obtaining 

the maximum performance improvement by using PT 

connections in the lowest number of floors. 

Accordingly, considering PEF during suggesting a 

retrofitting plan for an existing structure is important 

when requiring more cost-effective PT systems. 

PUF
P E F =

n
 (4) 

where n illustrates the number of the stories in which PT 

connections are applied. It is worth noting that PEF 

values less than zero represent the negative efficiency of 

utilizing PT connection in each floor. 

Tables 5, 6, and 7 summarize the RPI, PUF, and 

PEF values of each frame. As demonstrated, the 

normalized PUF values are presented as NPUF 

parameter in the fifth column, which are considered as 

the ratio of the PUF related to each frame to the 

maximum PUF of frames with similar floors. 

Based on the results in Table 6, the least RPI was 

observed in 3st-PTED (0.829) and t-4 frames (0.829), 

while the highest was related to t-2 (0.968) and t-3 

frames (0.964). 

The PUF and PEF values of three-story frames are 

represented in Figure 10. As shown, all states result in  

 

 
TABLE 6. Competency assessment values for 3-story frames  

PEF n NPUF PUF RPI PT Stories Frame  

0.078 3 100 % 0.233 0.825 All Stories 3st-PTED 

0.153 1 65.9 % 0.153 0.875 1 t-1 

0.035 1 14.9 % 0.035 0.968 2 t-2 

0.039 1 16.6 % 0.039 0.964 3 t-3 

0.116 2 99.5 % 0.232 0.829 1,2 t-4 

0.088 2 75.9 % 0.177 0.857 1,3 t-5 

0.033 2 28.4 % 0.066 0.940 2,3 t-6 
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enhancing the performance of the frame compared to 

that of frame with conventional welded connections 

(PUF>1). Further, 3st-PTED (0.233) and t-4 frames 

(0.232) attain the maximum PUF, while t-1 (0.153) and 

t-4 frames (0.116) achieve the highest PEF . 

In order to increase the performance of three-story 

frames during multi-stage, two scenarios were proposed 

based on the values presented in Figure 10 and Table 6. 

The first scenario includes upgrading the frame to t-5 

one in the first stage and 3st-PTED one during the next 

stages. Due to the low value of PEF in t-5 and 3st-PTED 

frames, the scenario failed to provide the economic 

savings intended in the study. Therefore, the second 

scenario was proposed, upon which the frame is 

upgraded to t-1 in the first stage (65.9% of the final 

performance improvement), t-4 in the second stage 

(99.5% of the final improvement), and finally, 3st-

PTED frame in the third step if an upgrade to 23.3% is 

considered (Figure 11). 

According to the proposed improvement scenario, 

the response diagrams of t-1 and t-4 frames are 

represented in Figures 12a and 12b. Furthermore, Figure 

12c demonstrates the mean response of t-1, t-4, 3st-

PTED, and 3st-MRF frame diagrams for easifying 

comparison. As displayed, the t-1, t-4, and 3st-PTED 

 

 

 
Figure 10. PUF and PEF values of 3-Story frames 

 

 

 
Figure 11. Proposed scenario for multi-stage retrofitting of 

three-story frame 

 

 
Figure 12. Schematic Diagrams of t-1 (a), t-4 (b) and average 

of  t-1, t-4, 3st-MRF and 3st-PTED (c) frame responses under 

earthquakes mentioned in Table 4 

 

 

frames provide a more appropriate response compared 

to the 3st-MRF one. The response of 3st-PTED frame at 

maximum dirift, and that of t-4 frame at residual dirift 

and maximum acceleration are better than that of other 

frames, while the RMSAcc response of frames t-1, t-4, 

and 3st-PTED are almost identical. 

Considering the values of RPI, PUF, NPUF, n, and 

PEF of six-story frames (Table 7), the RPI coefficients 

of the frames s-3, s-6, and s-7 are higher than one. This 

issue reflects that the conversion of the frame with 

conventional welded connections to the intended frames 

in all floors results in decreasing the performance of the 

frame instead of enhancing the performance. 

Figure 13 depicts the PUF and PEF for six-story 

frames, which are sorted based on the largest values. As 

shown, the highest PUF is obtained in s-9 (0.301) and 

6st-PTED frames (0.239), while the maximum PEF is 

achieved in s-9 (0.075) and s-1 frames (0.057). 

Based on the PUF and PEF values in Table 7 and 

Figure 13, two scenarios were proposed to enhance the  
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TABLE 7. Competency assessment values for 6-story frames 

PEF n NPUF PUF RPI PT Stories Frame  

0.040 6 79.4 % 0.239 0.83 All stories 6st-PTED 

0.057 2 37.8 % 0.113 0.90 1,2 s-1 

0.023 2 14.9 % 0.045 0.96 3,4 s-2 

-0.167 2 --- -0.334 1.63 5,6 s-3 

0.041 3 40.5 % 0.122 0.90 1,2,3 s-4 

0.051 3 51 % 0.153 0.88 2,3,4 s-5 

-0.025 3 --- -0.077 1.09 3,4,5 s-6 

-0.082 3 --- -0.247 1.39 4,5,6 s-7 

0.0004 4 0.5 % 0.002 0.998 2,3,4,5 s-8 

0.0753 4 100 % 0.301 0.802 1,2,3,4 s-9 

 

 

 

 
Figure 13. PUF (a) and PEF (b) values of 6-Story frames 

 

 

 

frame performance during multi-stages (Figure 14). 

Regarding the first scenario, the frame was upgraded to 

s-1 in the first step and finally to s-9. The second 

scenario was suggested if an enhancement in 

performance by 37.8% of the final performance upgrade 

(performance improvement provided by s-1 frame) was 

insufficient for the first stage. In the second scenario, 

the frame was upgraded to s-5 in the first stage (leading 

to 51% of final performance improvement) and s-9 in 

the final stage. In the first scenario, an enahncement in 

performance was low in the first stage although it was 

more economical due to the larger PEF value of s-1 

frame compared to that of s-5 one. 

 

 
Figure 14. Proposed scenario for multi-stage retrofitting of 

six-story frame 

 

 

Figures 15a and 15b display the response diagrams 

of frames s-1 and s-9. In order to compare better, Figure 

15c depicts the mean response of the s-1 and s-9 frame 

diagrams providing the highest PEF values, as well as 

that of 6st-PTED and 6st-MRF frames. As 

demonstrated, the maximum response values of drift 

and residual drift in the s-1, s-9 and 6st-PTED frames 

reduce relative to those of the frame with welded 

connections in all floors, while the MaxAcc and 

RMSAcc diagrams of all four frames are almost 

identical. 

In addition, ten-story frames were evaluated, the 

RPI, PUF, NPUF, n, and PEF of which are summarized 

in Table 8. Based on the results in Table 8, RPI was 

minimized and maximized in 10st-PTED (0.882) and 

Te-7 frames (0.984), respectively. 

Figure 16 presents the PUF and PEF values for ten-

story frames, which are sorted by largest values, which 

indicates the highest PUF in 10st-PTED (0.14) and Te-2 

frames (0.09), as well as the maximum PEF in Te-2 

(0.021) and Te-4 ones (0.016). 

Considering the PUF and PEF in Table 8 and Figure 

16, two scenarios were suggested for increasing the 

frame performance in multi-stages (Figure 17). The first 

scenario includeed improving the frame to Te-2 in the 

first stage and finally upgrading to 10st-PTED. Given 

that the PEF value of Te-2 frame was maximum among 

that of all ten-story frames, the use of the scenario was 

the most economical mode of improvement. The second 

scenario was proposed for the cases in which the start of 

tAnA
Text Box
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Figure 15. Schematic Diagrams of s-1 (a), s-9 (b) and average 

of  s-1, s-9, 6st-MRF and 6st-PED (c) frame responses 

 
 

 

TABLE 8. Competency assessment values for 10-story frames 

PEF n NPUF PUF RPI PT Stories Frame  

0.0142 10 100  % 0.142 0.882 All Stories 10st-PTED 

0.0111 2 15.7 % 0.022 0.979 1,2 Te-1 

0.0213 4 60.1 % 0.085 0.923 1,2,5,6 Te-2 

0.0116 4 32.7 % 0.046 0.957 1,2,6,7 Te-3 

0.0159 4 44.7 % 0.063 0.943 1,2,7,8 Te-4 

0.0147 5 52  % 0.074 0.933 1,2,6,7,8 Te-5 

0.0131 6 55.3 % 0.078 0.929 1,2,5,6,7,8 Te-6 

0.0054 3 11.4 % 0.016 0.984 1,2,3 Te-7 

0.0157 5 55.4 % 0.078 0.928 1,2,3,5,6 Te-8 

0.0041 5 14.5 % 0.021 0.980 1,2,3,6,7 Te-9 

0.0112 5 39.7 % 0.056 0.949 1,2,3,7,8 Te-10 

0.0107 6 45.1 % 0.064 0.941 1,2,3,6,7,8 Te-11 

0.0087 7 43.2 % 0.061 0.943 1,2,3,5,6,7,8 Te-12 

0.0115 6 48.7 % 0.069 0.935 1,2,3,4,5,6 Te-13 

 

 
Figure 16. PUF (a) and PEF (b) values of 10-Story frames 

 

 

 
Figure 17. Proposed scenario for multi-stage retrofitting of 

ten-story frame 
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upgrade by using PT connections in four floors is 

impossible due to the lack of retrofit budget or similar 

cases. In the scenario, the frame was upgraded to the 

Te-1 by improving only two floors in the first stage. 

Then, it was respectively upgraded to Te-2 and 10st-

PTED frames in the second and third stages. The 

scenario led to 15.7 and 60.1% of the final performance 

improvement in the first and second stages, 

respectively. 

Figures 18a and 18b represent the response 

diagrams of the Te-2 and 10st-PTED frames providing 

the highest PUF. Finally, the mean response diagrams of 

Te-2, 10st- PTED, and 10st-MRF are displayed in 

Figure 18c for better comparison, which demonstrtaes a 

decrease in the response values of the maximum and 

residual drift, RMSAcc, and MaxAcc in Te-2 and 10st-

PTED frames relative to that of frame with conventional 

welded connections in all Floors. 

 

 

 

 

Figure 18. Schematic Diagrams of Te-2 (a), 10st-PTED (b) 

and average of  Te-2, 10st-PTED and 10st-MRF (c) responses 

 
 

6. CONCLUSION 

 
The present study sought to evaluate the efficiency of 

the multi-stage improvement's new aproach of moment 

frames with conventional welded connections using 

reversible system. In this regard, 6, 10, and 14 post-

tensioning states in the 3-, 6-, and 10-story frame were 

respectively selected in order to assess the feasibility of 

the suggestion. Additionally, RPI, PUF, and PEF 

coefficients were applied to examine the intended 

frames in different states. It should be noted that the 

PUF coefficient is presented and used for the first time 

in this paper. Based on the results, the use of PT 

connections in the lower floors of the frames under 

study, as the first stage of retrofitting, is a good 

suggestion. 

Among the three-story frames, 3st-PTED frame 

with a 23.3% performance improvement compared to 

the MRF one was determined as the most suitable state 

for attaining the final purpose of upgrading. 

Further, the t-1 frame using PT connections in only 

one floor led to a 15.3% improvement in frame 

performance (65.9% of the final frame upgrade), and 

was selected as an option proposed for the first stage of 

improvement among three-story frames. 

Regarding the six-story frames, the s-9 frame using 

PT connections in the first four floors resulted in 

enahncing performance by 30.1% compared to that of 

6st-MRF, which was even higher than the performance 

upgrade in the 6st-PTED. 

Accordingly, the s-9 frame was selected as the final 

improvement plan in the study, which represents that 

finding the situations which can provide the highest 

performance upgrade without retrofitting all floors is 

possible if the location of PT connectionts is evaluated 

in different floors. Furthermore, the performance of s-1 

frame enhanced by 11.4% by using PT connections in 

two floors (37.8% of the final frame upgrade) and was 

adopted as an option suggested for the first stage of 

improvement among 6-story frames. 

Based on the results of assessing the ten-story 

frames, the 10-PTED frame was obtained as the most 

suitable state for achieving the final goal of 

improvement. In addition, it increased performance by 

14.2% compared to that of 10st-MRF frame. Further, 

the Te-2 frame using PT connections in four floors 

enhanced performance as 8.5% (60.1% of the final 

frame upgrade) and was selected as an option proposed 

for the first stage of improvement among the ten-story 

frames. 

Finally, upgrading frame performance using PT 

connections during multi-stagecan lead to a good 

performance in each stage, along with economic 

savings. 
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Persian Abstract 
 چکیده 
هایی در  ه استفاده از چنین سیستمنیبسیاری از ابهامات در زمکه    های خودمرکزگرای فولادی توسّط محقیقین صورت پذیرفتهسیستم  ۀای در زمین های اخیر مطالعات گستردهدر سال

های اجرای کل پروژه بهسازی در یک مرحله و همچنین مواردی نظیر عدم امکان توقف کاربری تمامی طبقات در  با توجه به هزینهاست.  ازی قابهای موجود را برطرف نمودهبهس

در این راستا در مرحله اول با    است.در این تحقیق پیشنهاد و بررسی گردیده  های خودمرکزگرامای بهسازی با استفاده از سیستروش چند مرحلههای موجود،  برخی از ساختمان

پذیرد و در ادامه، مرحله بعدی بهسازی اجرا میگردد. بر این اساس با اجرای مرحله اول  صرف بودجه و زمان اجرای بهسازی کمتر، اقدام به بهسازی بخشی از طبقات صورت می 

و    PUFباشد. در این تحقیق ضرایب  تا حدود مناسبی ارتقا پیدا میکند و همچنین اقدامات صورت پذیرفته در مرحله اولیه بخشی از طرح نهایی بهسازی می  ب ابهسازی عملکرد ق

PEF تاریخچه زمانی بر هایتحلیل س از انجام. پاستشدهاستفاده قرارگرفتهکشیده در طبقات مختلف، معرفّی و موردبه منظور انتخاب مناسب ترین الگوی بکارگیری اتصالات پس

در مرحله  بنحویکه    کشیده در طبقات، پیشنهاد گردیدهای هر قاب با انتخاب الگوی مناسب استفاده از اتصالات پس، الگویی برای بهسازی چند مرحله، شش و ده طبقهسه  هایقاب 

 درصد ارتقای عملکردی ایجاد گردیده است.  5/8درصد و قاب ده طبقه  4/11درصد، قاب شش طبقه  3/15اول طرح پیشنهادی در قاب سه طبقه 
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A B S T R A C T  
 

The aim of this study was to improve the characteristics of natural collapsible soils using the geogrid-

encased stone column technique. For this purpose, 20 large-scale specimens of stone columns were 
prepared using rigid metal cylinders with a diameter of 308 mm and a height of 97 to 154 mm according 

to the unit cell theory. The aspect ratio was 10 to 25%. For the occurrence of bulging failure, the height 

of the stone columns was considered six times the diameter. The stone columns were encased with 
geogrids of varying stiffness from 80 to 200 kN/m. The soil around the stone column inside the unit cell 

was compacted to similar site conditions. Loading was applied similar to the test, which determines the 

soil collapsibility potential while the specimens were being inundated from the bottom of the metal 
cylinder by a water feeding system. During loading, the vertical displacements of the stone columns were 

measured at two locations on the loading plate. The results showed that the columns settlement due to 

inundation diminished by increasing the stiffness of the encased stone columns and aspect ratio. The 
optimum aspect ratio was approximately 15%. Encasement of the stone columns increased the lateral 

pressure in the collapsible soil and prevented the collapse of the stone column. The settlement values of 

stone columns were compared with a settlement prediction model and showed a good agreement. The 
data obtained in this study can be used as a practical method to improve natural collapsible soils during 

inundation. 

doi: 10.5829/ije.2021.34.05b.08 

 

 
1. INTRODUCTION1 

 
Collapsible soils are partially saturated deposits whose 

void ratio drastically diminishes by an unexpected 

increase in moisture content with or without additional 

loading. Such types of soils are problematic to practice in 

geotechnical engineering. They are usually found in silty 

clay deposits, sedimentary loess soils, sand dunes, and 

gypsum silt in both arid and semi-arid regions.  If the 

collapsible soil underneath the any structural foundations 

is saturated, it will encounter a large settlement. The 

collapsibility settlement of soil is caused by the reduction 

of lateral support of the surrounding soil while it 

collapses. Thus, the identification and modification of 

these types of soils is necessary prior to construction of 

structures.  

 

Researchers who have addressed the methods to 

identify collapsible soils or predicting their settlement 

during inundation have provided many reports [1-3]. A 

complex theoretical and practical mathematical model 

created in order to test how the operating system works 

after heavy and long rains when the soil moisture is 

greatly increase [4]. A research was carried out to 

quantify the permeability in micro-scale porous 

structures [5]. 

Other researchers have proposed different methods 

for improving the performance of collapsible soils. 

Engineered compacted fills may possess collapsible 

behavior [6, 7]. Soils compacted within certain 

specifications might experience considerable collapse as 

well [8].  

Attempts have been made to stabilize problematic 

soils by means of chemical additives. For example, the 
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effect of aerobic microorganisms on grain soil 

improvement in Garmsar industrial town was evaluated 

experimentally in order to investigate the effects of these 

phenomena on soil shear strength and stiffness [9]. The 

results showed that the unconfined compressive strength 

and stiffness of the soil increased by adding the microbial 

solution. Hosseini et al. [10] used electrokinetics and 

nanomaterials to stimulate the additives to move through 

soil pores, as an in-situ remedial measure.  The results 

revealed that the collapse potential significantly 

improved by using 3% lime and 5% nanomaterial. A 

study explored the effect of three kinds of nanomaterial, 

including nano-silica (NS), nano-clay (NC) and nano-

calcium carbonate (NCC) on the properties of a loessial 

collapsible soil [11]. The results showed that a small 

amount of nanomaterial (less than 1% of the total dry 

weight of the soil) could significantly improve the 

mechanical behavior of the loessial collapsible soil. An 

experimental study was performed to understand the 

effect of improving collapsible soil using polyethylene / 

Nano-lime mixture [12]. The results indicated that the 

improvement produced a significant change in the 

collapse potential, permeability, compressibility, and 

shear strength. 

Houston and Houston [13] used pre-wetting as an 

improvement technique for the collapsible soil. Rollins 

and Rogers [14] performed the pre-wetting technique in 

conducting full-scale tests on wetted collapsible soil with 

2% sodium silicate solution.  

Use of geotextile and geogrid as reinforcement to 

improve bearing capacity and to reduce settlement for 

foundation on layered soils has also been examined.  

Ayadat [15] designed a physical model (390 mm inside 

diameter, 520 mm depth and 17.5 mm wall thickness) and 

implemented a geotextile-encased sand column. The 

collapsible soil used in this investigation was made in the 

laboratory by a mixture gap-graded soil. The mixture was 

made of 78% concrete sand, 10% Leighton buzzard sand 

(less than 90 µm), and 12% kaolin clay. Hanna and 

Solyman [16] designed an experimental prototype for 

testing rigid strips foundation on collapsible soils 

subjected to inundation due to raise of the groundwater 

table. Collapsible soils have been partially replaced with 

cohesionless materials with and without a geotextile 

reinforcing layer.  They found a significant improvement 

in reducing the collapse settlement in the case of a 

combining of partially replaced collapsible soil with 

geotextile layer at the interface.  

Several numerical studies have also examined the 

parametric effect of encased geotextile stiffness [17, 18]. 

Marandi et al. [19] as well as Alonso and Jimenez [20] 

analyzed the uncertainty and reliability of using stone 

columns. Demir and Sarici [21] in a laboratory work and 

numerical analysis explored the behavior of stone 

column with or without geogrid in clayey soil. 

Alkhorshid et al. [22] tested the performance of encased 

columns constructed on a very soft soil using three woven 

geotextiles and different column fill materials. The 

results showed that breakage of column filling materials 

would affect the load-settlement behavior of gravel and 

recycled waste columns.  

A review of the existing literature showed that 

extensive numerical and experimental works have been 

performed on collapsible soil improvement; however, 

few studies have been reported on improving the use of 

natural collapsible soils with stone column techniques. 

Most researchers have prepared the collapsed soil in the 

laboratory by mixing sand and clay [15]. Preparation of 

artificial soil in the laboratory can affect soil cementation 

that exists in the natural soil deposition in the field. 

However, these studies did not lead to preparation of 

guidelines on the foundation analysis and design on 

collapsible soils. Thus, professional engineers are not 

sufficiently confident to design conventional foundations 

on collapsible soils. In addition, the majority of 

researchers have artificially produced collapsible soils in 

the laboratory by mixing sand and clay soils in their 

respective studies. On the other hand, one of the 

important reasons for the occurrence of collapse during 

inundation is the reduction of lateral pressure in the soil, 

so the technique of encased stone column is one of the 

most effective solutions.  

Since the results of laboratory methods should be 

used in the field, it seems that the scale of the 

experimental study is of particular importance. This 

study sought to develop the stone column technique by 

conducting large-scale experiments near the field scale to 

find a solution to improve the collapsible soil. In this 

case, the results of large-scale experiments can be easily 

generalized to the field. Further, by setting up large-scale 

experiments, it is possible to provide the conditions under 

which materials can be used on a real scale.Thus, in the 

present work; large-scale experimental program was 

designed and implemented to improve the natural 

collapsible soils using encased stone columns with 

geogrid and crushed aggregate in order to develop new 

data for engineering earthworks. 

 
 

2. MATERIALS AND METHODS 
 
2. 1. Soil Properties and Characteristics           The 

soil samples used in this research were collected from the 

southern part of a vast collapsible zone located in 

Kerman, Iran. To characterize the in-situ collapsible soil, 

15 boreholes were drilled with depths of 10 to 30 m in 

the sampling region. The disturbed and undisturbed 

samples were prepared at varying depths of boreholes. 

The Standard Penetration Test (SPT), in-situ soil unit 

weight, natural water content, and soil electrical 

resistance tests were performed on the site. The results 

are shown in Table 1. 
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TABLE 1. In-situ soil characteristics 

Characteristic Value 

SPT 19-26 blows/30 cm 

Dry unit weight 13.10-14.40 kN/m3 

Natural water content 7.1-16.5 % 

Electrical Resistance 1-5 Ω-m 

 

 

In the laboratory, the analysis of the particle size, 

plasticity indices, specific gravity of solids, conventional 

undrained and drained triaxial, collapsibility potential, 

and soil chemical tests was carried out according to the 

standard methods of ASTM D422, ASTM D421, ASTM 

D854, BS 1377, ASTM D5333, and ASTM D1411, 

respectively. According to the Unified Soil Classification 

System (USCS), the soil classification in the site was 

generally in the CL soil group to the end of the depth of 

30 m. The soil grading curves used in this study are 

shown in Figure 1. The physical, mechanical, and 

chemical properties of the soil are presented in Table 2. 

 

 

 
Figure 1. Grain size distribution of in-situ soil 

 

 
TABLE 2. Soil physical, mechanical, and chemical properties  

Property Value 

PI 8-12% 

Activity Index 0.15-0.31% 

Liquidity Index -1.38 to -0.24 

CP (Collapsibility potential) 2.0-5.7% 

e0 (initial void ratio) 0.790-0.910 

Specific gravity of solids (GS) 2.529-2.548 

Saturation Degree (S) 27-39% 

cu  30-60 kPa 

c′  3.1-6.2 kPa 

φ′  24-31 deg. 

pH 8.2 

SiO2 47% 

CaO 17% 

Sulphates in term of Ca SO4 1.6% 

Chlorides in term of Cl- 0.03% 

By considering the plasticity indices and the particle 

size finer than 2 microns, it was determined that the 

collected soil was inactive. The liquidity index shows 

that the soil was slightly over consolidated clay. 

Although the amount of collapsibility potential was low 

to moderate (2-5.7%), significant damage was observed 

at the site due to collapsibility.  Further, the soil dispersive 

potential was investigated by determining sodium, 

potassium, calcium and magnesium ions. (Table 3). 

Based on the results of the chemical analysis, the 

dispersive potential of the soil used in this study is 

negligible.   

In order to determine the effect of specimen 

disturbance factor on collapsibility potential (CP), the 

collapsibility potential tests were performed on a number 

of specimens consisting of remolded and undisturbed 

specimens. The results are presented in Table 4. The 

results revealed that the CP for the undisturbed 

specimens was slightly higher than that for the 

undisturbed specimens. This difference is due to the 

voids in remolded specimens, which have more uniform 

distribution than in the undisturbed specimens. Thus, 

more voids are exposed to soak during inundation. 

 

2. 2. Characteristics of Crushed Aggregate        The 

uniform aggregates used to construct the stone columns 

were prepared from angular limestone chips with a 

nominal size ranging from 9 to 25 mm. The sieve analysis 

of crushed aggregate is demonstrated in Figure 2. The 

scale of the unit cell was so large that these crushed 

materials were used inside the stone column on their 

actual scale. 
The minimum and maximum densities of the crushed 

stone were determined using standard tests of ASTM 

D4253 and ASTM D4254, respectively. Based on ASTM 

D3080, the internal friction angle of crushed stone was 

measured by a large direct shear box under vertical 

stresses of 100, 200, and 300 kPa. The specimens were 

prepared with the maximum unit weight of crushed 

aggregate. The characteristics of crushed aggregate are 

presented in Table 5. 

 

 
TABLE 3. Soil chemical analysis for dispersive potential 

EC 

(ms/cm) 

     𝐍𝐚+ 

(meq/L) 

     𝐊+ 

(meq/L) 

    𝐂𝐚++ 

(meq/L) 

    𝐌𝐠++ 

(meq/L) 

3-6 8.5-15.5 0.18-0.41 5.1-11.6 0.4-4.3 

 

 
TABLE 4. CP of remolded and undisturbed specimens 

Types of 

specimen 

    𝛄𝒅 

(kN/m3) 

Water 

content   

(%) 

𝑺 (%) 𝐞𝟎 
CP 

(%) 

Un-

disturbed 
14.1-14.3 6.8-8.5 22-28 0.781-0.797 

3.8-

4.4 

Remolded 13.9-14.2 7.1-9.2 26-30 0.792-.818 
5.1-
5.9 
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Figure 2. Grain size distribution of crushed stone 

 

 
TABLE 5. Crushed aggregate characteristics 

Characteristic Value 

USCS GP 

Maximum unit weight  15.3 kN/m3 

Minimum unit weight  13.5 kN/m3 

φ′  44 deg. 

 

 

2. 3. Geogrid Characteristics           In the present 

research, three types of commercial named For Tex uni-

axial geogrid were used to encase the stone columns. The 

geogrids were manufactured by weaving polyester micro 

yarns in a rectangular format and were coated with PVC. 

According to the manufacturer, the technical 

specifications of geogrids, adapted from Istanbul Teknik 

Corporation, are shown in Table 6. MD and CMD stand 

for machine direction cross machine direction, 

respectively. 
 
2. 4. Design of Laboratory Testing Program for 
Stone Column Models             For designing the stone 

columns models, the experimental program was 

considered the unit cell concept with 308 mm in diameter 

and triangular pattern in the field. The diameters of the 

 

 
TABLE 6. Technical characteristics of the geogrids 

Type of 

geogrid 

Tensile Strength  

(kN/m) 

Elongation in Nominal 

Strength (%) 

MD CMD MD CMD 

ForTex GG 

80/30 P 
80 30 12(±2) 12(±2) 

ForTex GG 

120/30 P 
120 30 12(±2) 12(±2) 

ForTex GG 

200/50 P 
200 50 12(±2) 12(±2) 

stone columns were calculated with respect to the desired 

aspect ratios (Ar.) in the designed program. The testing 

program for the stone column model is shown in Table  

7. Further, two models were designed for individual soil 

(S0) and soil with non-encased stone column (SC).  
The L/D ratio (length to diameter of the stone 

column) was used five for the single stone column in the 

experimental studies. Ghazavi and Nazari Afshar [23] 

showed that at least L/D = 4 is required to control the 

bulging failure mode. In this study, in order to overcome 

the bulging failure mode of the stone columns, the height 

of each specimen was chosen to be six times greater than 

its diameter.  

 

2. 5. Design and Manufacturing Accessories           
The loading device and accessories were designed to 

model the implementation of the stone column 

replacement method. The loading system capable of 

stress control method was made of steel. The device rig 

included a hydraulic jack with capacity of 600 kN by 

installing a 100 kN load measurement dial gauge. The 

front and planar views of the large-scale loading frame 

are shown in Figure 3. 
To manufacture the unit cell tanks, a seamless 

Mannesmann metal tube was prepared with 12 m in 

length, 305 mm internal diameter, and 10 mm in 

thickness. Four tanks with heights of 900 to 1200 mm 

were cut from the Mannesmann metal tube. After turning 

and polishing, the inner tanks’ diameter was 308 mm.  

The base plates with 450 mm in diameter and 25 mm in 

thickness were welded to the bottom of these tanks. At 

the central of the base plate, a threaded metal rod with a 

height of 50 mm was installed to provide space for filter 

materials. A brass lattice plate was designed to be 

screwed to the metal rod in the base plate at the height of 

the filter material.  Around the perimeter of the brass 

plate, a semicircular groove was designed to sit an O-

ring, which could seal the tank wall entirely. Three water 

ducts of 10 mm in diameter were created across the base 

plate to allow water to seep into the tank from its outside.  

To control the flow rate, three faucets measuring 6 mm 

in diameters were placed on the water pipe paths in the 

tank exterior. 

 

 
TABLE 7. Testing program for the stone column models 

Model type SC1 SC2 SC3 SC4 

Ar (%) Aspect ratio 10 15 20 25 

De (mm) 
Unit cell 

diameter 
308 308 308 308 

D =

De√Ar  (mm) 

Stone column 

diameter 
97.4 119.3 137.7 154.0 

L (mm) 
Stone column 

height 
584 716 826 924 
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(a) (b) 

Figure 3. Large-scale loading frame (a) Front, (b) Planar 

view 

 

 

Four steel thin-walled tubes with 800 mm in height, 2 

mm in thickness, and the outer diameters equal to the 

diameters of the stone columns were designed for 

developing the stone columns model. At the bottom of 

the drainage brass plate, four circular grooves (2 mm 

wide) were made to place the stone columns vertically 

inside the unit cell tank.  

To compact the soil around the stone column, two 

light compaction hammers were welded to each other at 

a distance proportional to the diameter of the unit cell.   

To inundate the specimens, a water-flow system was 

selected from the bottom to the top of the tank. An 80-L 

water barrel was placed on a four-legged metal base at 

altitude of 2 m above the laboratory floor. A glass box 

was prepared with dimensions of 20 cm × 20 cm × 30 

cm for creating a laminar and steady state flow of water. 

At the upper side of this box, two valves with 19 and 6 

mm in diameters were embedded for water inlet and air 

outlet, respectively. Three valves with 6 mm in diameters 

were installed on three vertical sides of the glass box. 

Silicone hoses were installed to allow water to flow from 

the glass box to the valves mounted in the outer part of 

the tank base plate. Figure 4 illustrates the test rig set up 

of the large-scale experimental model. 
 

 

 
Figure 4. The test rig setup 

2. 6. Test Procedure             To minimize the skin 

friction, the inner wall of the unit cell tank was covered 

with a thin layer of grease. The filtering material was 

placed in the tank bottom up to a height of 50 mm. The 

drainage brass plate was screwed about 5 mm to the metal 

rod of the tank bottom. The geogrid was wrapped around 

the stone column models and fixed by sewing with 

polymer yarn. The geogrid-encased tube was placed 

inside the tank in the prepared groove at the bottom of the 

brass lattice plate. The tank was prepared to place the soil 

around the stone columns. 
For each tank, about 80 kg of dried soil, passed 

through a 4.75 mm sieve, and was mixed with water 

(8.5% by weight of water content) as a homogeneous 

mixture. The soil mixture was stored for 24 h in a 

container with no change in its moisture content. Then, 

the required quantity of wet soil was weighed according 

to the wet unit weight of the soil with respect to 50 mm 

height of the tank. The soil was slowly placed around the 

stone column model tube inside the tank. The compacting 

device was inserted into the tank. In this way, the 

compaction hammers was placed on the top of the hollow 

plate. Then the compaction hammers were pulled up with 

a rope where impact energy was introduced for attaining 

the predicted value of the height of the soil within the 

tank. 

The weighed crushed aggregate to build a height of 

50 mm of the stone column was placed into the tube and 

vibrated by an electrical vibrator hose until the desired 

height was attained. Finally, the sand between 8 and 16 

mesh sieves was used to smooth and level the surface of 

the stone column. In this way, specimens were prepared. 

Figure 5 shows the tank setup and prepared specimens 

SC1 and SC4, respectively. 

The specimens were transferred to the loading device 

lifted using ceiling crane and forklift. The specimen was 

adjusted at its place in the center of the loading device. 

Three hoses from the outlet valves of the dividing glass 

box were connected to the three valves inlets at the 

bottom base plate of the tank. Then, all valves were 

closed. A 15 mm thick steel plate with the same  
 

 

 
Figure 5. Prepared specimens SC1 and SC4 
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diameter of stone column was placed on top of the 

specimens. The specimen was prepared for loading. In 

order to apply the load axially, a special metallic 

connector was used between the loading piston and the 

loading plate. Two vertical displacement gauges were 

connected and aligned to the loading plate using the 

magnetic connector (Figure 6).   

Loading was carried out according to the 

collapsibility potential test standard. Stresses of 25, 50, 

100, and 200 kPa were applied in conditions where the 

specimen had a natural moisture content. A constant 

stress of 200 kPa was applied for 24 h. After this period, 

the three water valves were opened to allow the water to 

flow into the drainage system and inundate the specimen. 

During the experiment, the water head was kept constant. 

Then 400, 800, 1600 and 3200 kPa stresses were applied 

to the inundated specimen. The loading steps were 

carried out according to the stress control method and the 

vertical displacement gauge readings were recorded until 

they stopped. At the end of the experiments, the 

inundated specimens were taken from the laboratory and 

disposed of in a suitable place away from any 

contamination in the environment. 

 

2. 7. Repeatability of Tests              After preparing the 

collapsible soils and assembling the rig, a number of 

preliminary tests were conducted to verify the 

repeatability of the tests. Equation 1 was used to 

determine the repeatability based on the BS 812 standard.  

(1) r1 = 2.8√Vr  

where Vr represents the repeatability variance and r1 

denotes the value of repeatability, below which the 

absolute difference of the results of two single test may 

 

 

 
Figure 6. Prepared specimen for loading 

be expected to lie with a probability of 95%. The 

displacement values above the stone column for the three 

iterations with Ar. = 15 % under 200 kPa stress were 

11.23, 12.01, and 11.83 mm, respectively. The 

repeatability variance was 0.17 and r1 = 1.14. The 

maximum absolute difference value between 12.01 and 

11.23 was 0.78, which was smaller than the previous 

repeatability value; thus, the test results have been 

acceptable when it comes to repeatability. 
 

 

3. RESULTS AND DISCUSIONS 
 

3. 1. Results                The stress-settlement tests results 

are shown in Figure 7 which are related to soil settlement 

alone (S0, the specimen without stone column and 

geogrid) and non-encased stone columns (SC, stone 

column without geogrid) specimens. Comparison 

between two series of the settlement  curves shows that 

the non-encased stone column has not significantly 

reduced the settlement caused by the inundation in the 

collapsible soil. When water enters the specimen, the soil 

structure collapses, and the crushed aggregate particles of 

the stone column, which are not lateral protected, also 

collapse. Thus, the presence of a stone column without 

lateral support does not have the ability to improve 

collapsible soil behavior and reduce the collapsibility 

settlement.  
Figure 8 displays the variations of stress versus 

settlement of stone columns without geogrid and encased 

geogrids with various stiffness. It can be observed that 

there is a significant difference between the vertical 

displacements of the non-encased and geogrid-encased 

stone columns. Further, the collapsible soil volume 

decreases suddenly and the lateral pressure is induced 

when the soil is inundated. However, if the stone column 

is encased with reinforcing elements, the lack of lateral 

pressure surrounding the stone column is prevented. 

Thus, the geogrid-encased stone column has more load-

bearing capacity and reduces suddenly settlement of 

surrounding soil. 
 

 

 
Figure 7. Variations of stress versus vertical displacement 

of soil alone and uncased stone columns 
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Figure 8. Stress versus vertical displacement with different 

conditions of stone columns 
 
 

3. 2. Data Analysis               To analyze the settlement 

reduction factor for various experimental models, the 

variations in settlement reduction factor versus 

deformation modulus of the stone columns are used for 

different aspect ratios. The factor of reduction (β), 

presented by Ayadat and Hanna [35], was introduced in 

accordance with Equation (2): 

𝛽 =
S𝑖

S0
 

 
(2) 

where, Si denotes the stone column settlement and S0 

represents the settlement of uncased column.  

After inundating the specimens, the slope of stress-

displacement curves for encased stone column was 

slightly higher than the slope of stone column without 

encasement. This is due to an increase in lateral pressure 

by the geogrid. There was no obvious difference between 

slopes of stress-displacement curves with increase in 

geogrid stiffness. Thus, increasing the geogrid stiffness 

as a constraining factor did not play a significant role in 

the settlement reduction factor. 

As shown in Figure 9, the settlement reduction factor, 

β, has decreased following the increased stiffness of the 

stone column (Esc) or increased aspect ratio, Ar. The 

elastic modulus of the stone columns was calculated from 

the slope of the straight-line stress-deformation curves 

beyond inundation. With increase in the aspect ratio and 

the stiffness of the stone column, the vertical settlement 

diminished after inundation and the factor of β dropped 

in respect to Equation (2). Interestingly, the vertical 

settlement of the stone column was greatly influenced by 

the settlement brought about through its lateral 

displacement. 

An increase in the elastic modulus of the stone 

column, the settlement caused by the lateral deformation 

can be increased to a certain value. The gentle slope at 

the end of the curves occurs frequently in the modulus of 

elasticity, with the rate of settlement reduction factor 

being low. 

 
Figure 9. Changes of β versus Esc 

 

 

Figure 10 manifests the variations of settlement 

reduction factor against geogrid stiffness for various 

stone column aspect ratios. The results revealed that the 

settlement reduction factor diminished with all aspect 

ratios. With increasing aspect ratio, the crushed 

aggregate has replaced instead of soil. In this case, the 

elasticity modulus of the stone column increased and as 

a result, the stone column settlement diminished.  Further, 

the results showed that the curve of Ar. = 15% was 

significantly different from the other curves, which were 

not significantly different among each other. Thus, the 

optimal aspect ratio was about 15%. This conclusion is in 

agreement with what was found in Figure 10 with a 

significant difference in the vertical settlement between 

the SC1 and SC2 curves. 

The stone column technique can easily generalize the 

laboratory results to the practical scale in the field. Using 

the optimal aspect ratio Ar. =15% and the relationships 

(Equations 3 to 6) between the elements of the stone 

column [24], the actual diameter in the field can be 

calculated for triangular and square patterns of stone 

columns. 

 

 

 
Figure 10. Variations of β versus geogrid stiffness 
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 (3) De = 1.05 × S 

(4) De = 1.13 × S 

(5) Ar =
As

A
 

(6) D = De × √Ar 

where, Equations (3) and (4) belong to triangular and 

square patterns, respectively; S is axis-to-axis distance 

between two adjacent rows of the stone columns; As is 

the area of stone column; A represents the unit cell area.  

Typically, the diameter of the column is selected and 

the distance between two rows of columns in the desired 

pattern is calculated based on the optimal aspect ratio. In 

nature, there are thick layers of collapsible soil that have 

considerable resistance, but if they get too wet, they lose 

their strength, whereby extensive settlement and lateral 

deformation occur. By significantly reducing the vertical 

displacement of stone columns encased with geogrids in 

the collapsible soil as a modifier, this system can provide 

the conditions for safe transfer of the structure loads to 

the ground at depth 

Based on Equation (7) the ratio of the stone column 

settlement to the collapsible layer thickness determines 

the collapsibility potential (CP).  

(7) 𝐶𝑃 =
𝛥𝐻

𝐻0
  

where, ΔH denotes the soil settlement with or without the 

stone column; and 𝐻0 represents the collapsible soil 

thickness. Figure 11 shows the variations of collapsibility 

potential versus stone column stiffness under various Ar. 

and full inundation. The results also show that with 

increase in the aspect ratio and the stone column stiffness 

the CP drops significantly. The major decline in the CP 

reflects the role of the confinement of stone columns. 

From Figure 11, it can be calculated that at the 15% 

aspect ratio, the amount of collapsibility potential is 

reduced by about 82%.  
 

 

 
Figure 11. Changes of collapsibility potential versus Esc 

3. 3. Analytical Model for Settlement Analysis        
Since the settlement of stone columns was the most 

widely discussed matter, the intention of the analytical 

model was considered to predict the settlement. The 

settlement of the inundated stone column, which is 

completely penetrated into the collapsible soil and is 

subjected to the external axial stress of 𝜎𝑎, consists of 

three constituents.  

∆= ∑ δ𝑖
3
1   (8) 

where, Δ is the sum of settlement caused by the stone 

column inundation forced by the external load of P; δ1 is 

the stone column elastic displacement brought by the 

stress leading to inundation; δ2 represents the settlement 

caused by the downward pulling force due to the 

consolidated surrounding soil of the stone column; δ3 

denotes the vertical settlement caused by the stone 

column lateral movement.  

δ1 =
𝜎𝑎 𝐿

𝐸𝑠𝑐
  (9) 

δ2 =
2𝜎𝑎 𝐿2

𝐸𝑠𝑐𝑑
[𝐶′ + 𝐾0𝑡𝑎𝑛𝜑′(

𝛾𝐿

3𝜎𝑎
+ 1)] Q𝑅Q𝑇   (10) 

where, 𝜎𝑎 is the stress at which inundation occurs, 𝐸𝑠𝑐  

shows the elastic modulus, 𝐿 denotes the height, 𝑑 

indicates the stone column diameter (d = 2r0), 𝐶′ shows 

the soil adhesion under drainage conditions, 𝜑′ shows the 

internal friction angle of the soil under drained condition, 

δ2 is the axial displacement of the stone column during 

failure. Q𝑅 and Q𝑇 are correction factors for cases when 

full stone column–soil skid does not occur, and the 

delayed effects in the installation stone column, 

respectively [25].  

The resistance of stone column against lateral 

pressure is boosted by adding of the geogrid materials in 

comparison with the soil alone. When the geogrid is 

subjected to tensile stress, it applies an additional 

pressure onto the column, and further aids the 

reinforcement. Using the tensile strength of the geogrid 

materials (τ) this pressure can be calculated. Figure 12 

reveals the cylindrical specimen of geogrid associated 

with the lateral pressure Δσ. 

The third component  of ∆ is presented as follows 

[26]: 

𝛿3 = 2∆𝑃
𝑟0𝐿

𝐸𝑡
 (11) 

where E is the elastic modulus of the cylinder 

encasing the column, and 

∆𝑃 = 𝜎𝑉
′ 𝐾𝑎𝑠 − 𝜎𝑟

′  (12) 

𝐾𝑎𝑠 = 𝑡𝑎𝑛2(
𝜋

4
−

𝜑′

2
)  (13) 

where, σ′v is the vertical stress exerted on the column and 

σ'r denotes the effective lateral pressure applied on the 

column peripherally. Thus, the total settlement is defined 

as follows: 
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∆=
𝜎𝑎 𝐿

𝐸𝑠𝑐
+

2𝜎𝑎 𝐿2

𝐸𝑠𝑐𝑑
[𝐶′ + 𝐾0𝑡𝑎𝑛𝜑′(

𝛾𝐿

3𝜎𝑎
+

1)] Q𝑅Q𝑇 + 2∆𝑃
𝑟0𝐿

𝐸𝑡
  

(14) 

The comparison of the measured values in the large-

scale experimental study and predicted models for β, on 

top of the stone column due to column inundated under a 

given condition of stress (200 kPa) is as shown in Figure 

13. It can be observed that there is a sufficient correlation 

between the values, especially as regards to the 

percentages that are lower than the aspect ratio between 

the predicted and measured experimental values. The 

results of the present study showed that the new 

experimental data and model behavior are in agreement 

with what was found by other researchers such as Ayadat 

and Hanna [26].  

The obtained data in this study may be used as an 

applied method for improving the natural collapsible soil  

during inundation using encased stone columns. 

 

 

 

 
Figure 12. Cylindrical specimen of geogrid against the 

lateral pressure Δσ 

 

 

 

 
Figure 13. Variations of the settlement reduction factor 

along with the Esc 

4. COCLUSIONS 
 

A Large-scale experimental study was performed on 

collapsible soil improvement using geogrid-encased 

stone columns and the following results were achieved: 

1. The implementation of the stone column without 

geogrid had no effect on the settlement reduction factor 

in collapsible soil under inundation conditions. The use 

of stone columns without lateral support in the 

collapsible soil during inundation caused premature 

failure of the stone column. 

2. The optimal aspect ratio in encased stone column with 

geogrid was obtained as approximately 15%. In this case, 

the collapsibility potential was reduced by 82%. 

3. The stone column technique can easily generalize the 

laboratory results to the practical scale in the field. Using 

the geometric relationships between the elements of the 

stone columns in different patterns and the optimal aspect 

ratio obtained from this study, the large-scale laboratory 

results could be easily generalized to the scale in the field. 

4. The encasement of the stone column with geogrid 

increased the lateral pressure in the collapsible soil where 

the settlement due to the collapsibility was drastically 

reduced. 

5. By significantly reducing the vertical displacement of 

stone columns encased with geogrids in the collapsible 

soil, this system can provide the conditions for safe 

transfer of the structure loads to the depth. 

6. Increasing the geogrid stiffness as a confining support 

did not play a significant role in the settlement reduction 

factor in collapsible soil.  

7. The experimental results on encapsulated stone 

columns were predicted well using the theoretical 

approach for settlement calculation. 

By setting up large-scale experiments, it is 

possible to provide the conditions under which materials 

can be used on a real scale. The scale of the unit cell was 

so large that the crushed materials were used inside the 

stone column in their actual scale. In this case, the actual 

behavior and performance of the materials were 

demonstrated. It is necessary to implement the stone 

column technique in collapsible soil with an aspect ratio 

of 15% in the field to gain feedback on the behavior of 

the system on full scale. 
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Persian Abstract 

 چکیده 
از  مقیاس  بزرگ    نمونه 20برای این منظور  ژئوگرید بود.    شده بادورپیچی سنگی  ستونتکنیک با استفاده از   های فروریزشی طبیعیخاکخصوصیات    بودبه  ،هدف از این مطالعه

نسبت سطح ستون سنگی به سلول   ند.شدساخته   مترمیلی   154تا    97و ارتفاع    مترمیلی   308به قطر    های فلزی صلببا استفاده استوانهستون سنگی بر اساس نظریه سلول واحد  

ژئوگریدهایی  با    های سنگیهای فلزی مدل ستونشد. لولهگرفتههای سنگی شش برابر قطر درنظر دادگی، ارتفاع ستونبرای رخداد شکست شکمشد.  تغییرداده  %25تا    % 10واحد از  

ها مصالح سنگی شکسته و اطراف آن خاک شدند. در داخل این لولههای سلول واحد قراردادهدورپیچی و درون استوانهکیلونیوتن بر متر    200تا    80متفاوت از    هاییسختدارای  

به وسیله یک سیستم بالاآوردن شد که نمونه از پایین استوانه فلزی  رمبنده با شرایط محل اجراشد. بارگذاری شبیه به روش آزمایش تعیین قابلیت فروریزشی خاک، در حالی اعمال

افزایش سختی  داد که با  نتایج نشان .  گردیدگیری اندازه  ها در دو محل روی صفحه بارگذاری قائم ستون های  جابجایی شدن بود. در اثنای بارگذاری،  سطح آب در حال غرقاب 

های دورپیچی ستون.  آمدبدست  %15تقریباً    های سنگیسطح ستون د. بهینه نسبت  شدگی شدر اثر غرقاب ها  باعث کاهش نشست آن   سطح،های سنگی محصورشده و نسبت  ستون

مدل  یک    با خروجی نتایج  نتایج آزمایشگاهیاز    شدهگیری اندازه  مقادیر نشست  کرد.سنگی باعث افزایش فشارجانبی در خاک شد و از فروریختن ناگهانی ستون سنگی جلوگیری

تواند به عنوان یک روش کاربردی برای آمده در این مطالعه میهای به دستداده داد.خوبی را نشانمطابقت مدل محاسباتی،  شده وگیری ندازهنتایج ا شد. مقایسهمحاسبهتحلیلی 

 مورد استفاده عملی قرارگیرند.  شدگیغرقاب طبیعی در هنگام  فروریزشی بهبود خاک
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A B S T R A C T  

 

Cracked concrete arch dam’s behavior due to moderate earthquake magnitude and water pressure 

variation was investigated. Plain concrete was used to cast the dam’s models with 45 Mpa design 

strength. A shake table has been planned, manufactured, and built to create a dynamic testing facility. 
The experimental work was included testing of four scaled-down concrete arch dams’ models, which is 

divided into two groups, each group contains two different degrees of curvature models. An artificial 
crack was made at the center of the dam’s body. The extended finite element method (XFEM) is outlined 

in order to address the numerical predicate for the propagation of a crack. The results showed a good 

behavior of all arch dams under moderate earthquake intensity. The arch dam with a higher degree of 
curvature recorded 17.8% and 16.2% lower displacement at Z and X-direction, respectively. The stress 

evaluation and crack propagation in comparison with the arch dam owns the lowest degree of curvature. 

Hence, increasing the degree of curvature led to raising the stability of the dam, earthquake resistance, 
less displacement, and less growth of tensile cracks. 

doi: 10.5829/ije.2021.34.05b.09 
 

 
1. INTRODUCTION1 
 
A dam is a hydraulic structure of nearly impermeable 

material created over a river to create a reservoir on its 

upstream side to impound water for different purposes. 

This may include drainage, water management, flood 

control, navigation, agriculture, tourism, and the most 

important purpose is hydropower. At first, dams were 

initially designed by humans to deal with the needs of 

small settlements for agriculture [1, 2]. Dams have begun 

to be used not only for irrigation but for water storage and 

hydroelectric power [3] depending on the location of the 

dam. Hydropower produces 19% of the world 's overall 

energy supply and is widely used in more than 150 

countries and water-rich countries like Canada, Norway 

and Brazil that almost solely use dams for hydropower 

output [4]. 

Dams can be classified according to construction 

design [5] or the structures used to endure tension due to 
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water pressure [6] in the reservoir into two types as 

gravity and arch dams. The most popular type of concrete 

dam is a concrete gravity dam that is shown in Figure 1. 

In this type of dam, the concrete and friction mass weight 

resist the water pressure of the reservoir and is made of 

non-reinforced vertical concrete blocks with flexible 

seals in the joints between the blocks. In cross-section, 

concrete arch dams are usually very small, as shown in 

Figure 2. The water forces of the reservoir acting on an 

arch dam are brought onto the abutments laterally, 

formed from a series of thin vertical blocks connected 

together, with water stopping between the blocks [7, 8]. 

Arch dams are subjected to assortment types of loads, 

most of the time it is static caused by water pressure, 

dam's self-weight, temperature variation [9, 10], and ice 

loads. In some cases, subjected to dynamic loads such as 

traffic loads, wind loads and seismic loads which is the 

most dangerous case. The seismic loads can play an 

important role in its effect to  the arch dams especially if  
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Figure 1. Concrete gravity dam 

 

 

 
Figure 2. Concrete arch dam 

 
 

these dams are subjected to prior deformations, such as 

cracks. The importance of studying the risk of seismic 

loads on arched dams lies in the extent of their impact on 

the stability of the dam and the response of the dam to it, 

which preserves its structure and prevents the 

development of cracks on it. 

A variety of earthquake research studies on concrete 

arch dams have previously stated that complex impacts 

on  arch  dams  should  be  taken  into  account  in  the 

ground motions. It also presents an arch dam's three-

dimensional linear earthquake response. In the finite 

element analysis, various soil motion results are taken 

into account and, in addition to rigid and elastic base 

conditions [11]. 

Researchers have recently studied the impact of 

earthquakes on concrete arch dams and found that most 

of the modern dams in regions exposed to seismic 

activities have been built utilizing techniques that are 

now becoming simplistic and unreliable. The damage 

sustained by the few dams that have been exposed to 

extreme ground movements, such as Hsinfengkiang Dam 

in China, the Pacoima Dam in the U.S. and Koyna Dam 

in India, along with the increasing concern about the 

earthquake protection of sensitive infrastructure, has 

driven substantial interest in modern study and 

exploration of existing dams. The seismic protection of 

several dams has been tested over the past 20 years, and 

some of them have been improved to enhance their 

seismic tolerance [12, 13]. 

Concrete failure is a crack forming and development 

process [14]. In recent years, there has been an increasing 

interest in the study of the relationship between seismic 

effects and cracks developed in arch dams. One of the 

main obstacles is the process of representing the arch dam 

and conducting practical experiments on it, which 

requires equipment and high costs. The main objectives 

of this paper can be listed as follows; 

• Make an experimental investigation to examine the 

behavior of arch dam under seismic loads and uplift 

pressure variations. 

• Investigate the propagation of crack of the arch dam 

under seismic loads and uplift pressure variations. 

• Use the extended finite element method (XFEM) for 

analysis of the arch dams and to predict the crack 

propagation and the development of other cracks 

under water pressure and seismic loads. 

 

 

2. ARCH DAM CLASSIFICATION  
 

Arch dams are classified according to the ratio of their 

thickness to their height into three sections: 

1. Thin if (
𝑏

ℎ
) ≤ 0.2. 

2. Medium-thick (
𝑏

ℎ
) = (0.2-0.4). 

3. Thick (
𝑏

ℎ
) ≥ 0.4.  

According to the new classification if (
𝑏

ℎ
) > 0.65. then 

there will be a fourth type called (Arch gravity dam). 

Also, arch dams are classified according to their height 

as : 

1. Low arch dam if h ≤ 30m 

2. Medium if h = (31m - 90m) 

3. Large if h ≥ 91m. 

Only thin arch dams need reinforcement which is not  

needed for other forms of dams because it greatly raises 

the cost [15–19]. 

 

 

3. SHAKING TABLE DESIGN 
 

A uniaxial shake table with a rotating platform capability 

(2DOF; axial and rotational degrees of freedom) was 

planned, manufactured and built to create a dynamic 

testing facility, which is servo-electrically controlled and 

powered by low-friction ball bushing bearings. To ensure 

an effective reproduction of input motion by the shake 

table method, a system has been assembled with caution. 

In the time and frequency domain, arbitrary comparisons 

of input signal verses shake-table response have been 

used to calculate the simulator's abilities to replicate 

earthquake movements scaled according to similarity 

rules. 

The electrical shake table is shown in Figure 3. It was 

completely manufactured locally under the direct 

supervision of the researcher and his supervisors 

uniaxially with an ability of a rotating platform in two 

horizontal directions. 



1158                                   M. J. Kadhim et al. / IJE TRANSACTIONS B: Applications   Vol. 34, No. 05, (May 2021)   1156-1166                                              

 
Figure 3. Shaking table developed as experimental rig 

 
 
4. EXPERIMENTAL PROGRAM 
 
4. 1. Dimension Analysis               A dimensional analysis 

was conducted with the aid of  Buckingham (π) theorem 

to establish similarity relationships between systems [20, 

21]. Scale factors obtained by dimensional analysis is 

reflected in the relation between prototype and model. 

The real dam that was chosen for the purpose of taking 

on the climatic conditions and the real loads that it is 

exposed to, and applied to the proposed models for the 

purpose of conducting the present study on the Dinas 

Arch Dam located in Wales City in the UK [22] with 14m 

height. The similitude necessities for dynamic 

relationships between the model and prototype rely on 

the geometric, material properties of the structure and on 

the sort of force applied to the structure. Whether we need 

to obtain dynamic similitude we should have geometric 

similarity jointly with kinematic and dynamic similarities 

[23, 24]. Because of the calamitous nature of 

earthquakes, this kind of force wants to be taken 

industriously into consideration in the design of 

structures. Replica models for shake table testing ought 

to satisfy both the Froude and Cauchy scaling 

requirements as aforesaid in Equations (1) and (2), 

respectively; which implies the simultaneous replication 

of inertia, restoring and gravitational forces [25]. 

𝐹𝑟 =
𝑉2

𝑙.𝑔
  (1) 

𝐶𝑎 =
𝜌.𝑣2

𝐸
  (2) 

Since the value of gravitational acceleration (g) must be 

equal to one, and from the dimensional analysis we get 

the dimensionless product of Sa/Sg =1 (a is the imposed 

acceleration), the following scaling law is derived:  

𝑆𝐸
𝜌⁄ = 𝑆𝐿  (3) 

This is hard to understand because it requires that the 

model material has a massive mass density or small 

modulus or even both. A better alternative is to raise the 

density [15], of the structure with extra non-structural 

material. Similitude requirements for earthquake 

modelling is detailed in Table 1. Geometric dimensions 

of the model were obtained by directly scaling the 

prototype dimensions by the scale factor SL = 15.6. 

TABLE 1. Similitude requirements for earthquake modelling 

[21] 

Parameter Dimension Scale Factor 

Modulus E FL-2 𝑆𝐸 

Force Q F 𝑆𝐸𝑆𝐿
2 

Pressure q FL-2 𝑆𝐸 

Linear Dimensions L 𝑆𝐿 

Density ρ FL-4T2 
𝑆𝐸

𝑆𝐿

 

Time t T 𝑆𝐿
0.5 

Frequency ω T-1 𝑆𝐿
0.5 

Gravity Acceleration G LT-2 1 

 

 
4. 2. Criteria for Arch Dam and Material 
Properties                Such structures are designed primarily 

to carry only gravity, uplift pressure, and hydrostatic 

loads. Therefore, seismic resistance is not regarded. In 

this study, a single curvature scaled-down arch dams 

were simulated with two different curvatures to assess 

stress distribution over the dam, displacement of the 

concrete arch dam, and follow-up to the spread of crack 

underwater pressure and intensity of the earthquake. The 

dams in this investigation are depending on optional 

information brought by Manual-EM 1110-2-2201 [18]. 

However, the model used in this study is a typical model 

and the crack is created artificially to the model to assess 

the crack propagation at the center of the dam. The site, 

water reservoir information, the weather, and other 

significant details for dam plan and design were given. 

Typical values have been chosen to understand the 

properties of the materials. Experimentally, two solid 3D 

plain concrete medium-thick arch dam models with two 

different curvatures (1 model for each curvature) used in 

this study are shown in Figures 4 and 5; fixed from the 

bottom with dimensions and properties as the detail is 

summarized in Table 2. An artificial crack made at the 

center back of the dam's body is shown in Figures 6 and 

7 with its dimensions as 200 mm length, 20 mm height, 

and 20 mm depth. 

 

 

 
Figure 4. Arch dam models 
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Figure 5. Concrete arch dam models 

 

 
TABLE 2. Dimensions and properties 

Dimensions 

Dimension Model 1 Model 2 

Outer length (mm) 1700 1700 

Inner length (mm) 1500 1380 

Radius (mm) 1188 650 

Height (mm) 900 900 

Thickness (mm) 180 180 

°: Degree of curvature, L/r = 

0.017° [26] 
74˚ 124˚ 

Materials Properties 

Property Model 1 Model 1 

Compressive strength, 𝑓𝑐𝑐 44.45 Mpa 44.55 Mpa 

Density of Concrete 2400 (Kg/m3) 2400 (Kg/m3) 

Poison’s ratio 0.2 0.2 

Modulus of elasticity, 𝐸𝑐 = 

4700 √𝑓𝑐𝑐 [27] 
31370 (Mpa) 31370(Mpa) 

Fracture Energy, GF = 1041 

(1- 𝑒−0.07𝑓𝑐𝑐) [28] 
951.2 (N/m) 951.2 (N/m) 

 

 
4. 3. Experimental Tests              The model is installed 

as shown in Figure 8 with fixed the bottom by concrete. 

The shake table operated to apply a two-dimensional 

earthquake intensity. Moderate magnitude (5.7M) of 

actual earthquake records are selected from the Pacific 

Earthquake Engineering Research Center (PEER) ground 

 

 

 
Figure 6. Arch dam model with artificial crack 

 
Figure 7. Concrete arch dam with artificial crack 

 
 

motion database [29–31]. The acceleration of (Mammoth 

Lakes-04) earthquake is presented in Figure 9. A water 

pressure was applied to the surface of the crack using a 

pressure compressor with a capacity of 10 bars, as shown 

in Figure 10a. A 5% ratio of damping in the system of 

damping was considered. Up to the full reservoirs, the 

water level is assumed to be 14 m. A combination of 

multiple loads will be applied to the dam models 

consisting of static loads (water pressure + dam's self-

weight) and dynamic loads (earthquake + 

hydrodynamics). Due to dam’s gravity, the static 

solutions of the dam weight and hydrostatic loads in the 

initial situations are taken as the system's diverse 

evaluations. The Westergaard’s [32, 33] virtual mass is 

employed to provide the influence of hydrodynamics. 

The importance of the simulated mass of Westergaard 

[34] is 𝑀𝑖
1 at node i on the upstream of the dam’s surface 

is: 

𝑀𝑖
1 =

7

8
 𝜌𝑤

𝑏𝑖1+𝑏𝑖2

2
√ℎ𝑦𝑖  (4) 

where (h) refers to the water’s depth, (ρw) refers to the 

mass density of water, (yi) represents the distance 

between the surface of the water and node (i), and (bi1) 

and (bi2) refer to the lengths of the edges of quadrilateral 

constant-strain elements next to node (i) on the dam’s 

upstream surface. It is worth emphasizing that the 

analysis does not include consideration of seismic water 

pressure effects within the cracks. It is important to 

investigate in greater depth the impact of seismic water 

pressure on crack propagation, as well as the dam’s 

dynamic response. 

 

 

 
Figure 8. Concrete arch dam model with fixed support 
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Figure 9. Acceleration components 

 

 

 
Figure 10. (a: applied water pressure, b: measurement of 

displacements. c: concrete strain gauge) 

 

 

Linear displacement sonic transducers were used to 

measure the absolute response displacements in the 

longitudinal (horizontal) direction during the shaking 

table tests fixed as shown in Figure 10b. The LVDT fixed 

at  coordinates mesured from the center of the dam as (0,-

0.15,0) for LVDT in Z-direction and (-0.75,-0.15,-0.5) 

for LVDT in X-direction and (-0.75,-0.15,-0.5) in Y-

direction? The displacement transducer has a stroke of 

±100 mm. There is  a variety of mechanical and electrical 

methods of measuring strain, but owing to their superior 

measurement properties, the vast majority of stress 

measurements are conducted using strain gauges. Form 

(PL-60-11-3LJC-F) concrete strain gauges were used in 

the experimental method, with the following 

characteristics: wire form, with the stiffness of 119±0.5 

percent, a gauge factor of 2.08±1 percent, a gauge length 

of 60 mm, and a gauge width of 2.5 mm with a maximum 

strain of 2 percent as shown in Figure 10c. 

 

4. 4. Selection of the Ground (Shaking Table) 

Excitation                  Ground Motion for the Accelerogram 

Portion of Mammoth Lakes-04 (Figure 9) was 

implemented at a moderate amplitude to determine the 

output of the model structure under seismic excitation. 

The initial accelerogram has a complete duration of 40 

seconds of the ground excitation period with peak 

acceleration 4.4 
𝑚

𝑆2. To satisfy the criteria for consistency, 

the used record was time-compressed by a factor of 𝑆𝑇 = 

√𝑆𝐿. While, there were around 10.3 seconds of active 

seismic excitation time after time compression as shown 

in Figure 11. 

 
 

5. NONLINEAR ANALYSIS 
 

As part of the research, the same concrete arch dam 

models are established and the numerical solutions are 

correlated with the experimental results. The models are 

created and analyzed by using the (XFEM) method. A 

strong and robust process program is compulsory for the 

analysis. ABAQUS/CAE 6.13 (2017) software was used 

to specify the nonlinear dynamic analysis in this study. 

The numerical models have the same geometry, 

dimensions, and boundary conditions of the prototype of 

the tested arch dam models. 

 
5. 1. Dam Modeling by XFEM             Belytschko and 

Black’s [35] extended finite element technique 

encompasses substantial advantages in relation to crack 

propagation numerical modeling. Moreover, this method 

does not require the finite element mesh to correspond to 

the presence of cracks. Likewise, there is no requirement 

for the remeshing for crack growth. This is a consequence 

of the displacement vector function approximation which 

is appended to model the crack’s existence. When the 

crack is modelled using XFEM, the classical 

displacement is predicated on the finite element 

approximation in conjunction with the partition of unity 

method (PUM) paradigm, as per Melenk and Babuška 

[10, 36, 37].   This  permits  easy  incorporation  of  local 

 

 

 
Figure 11. Scaled Down Mammoth Lakes-04 Components 
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enrichment functions into the finite element 

approximation. Specifically, enrichment functions 

generally comprise near-tip asymptotic functions which 

apprehend the uniqueness encircling the crack tip and an 

intermittent function that signifies the displacement leap 

across the surfaces of cracks. Currently, the XFEM 

method is employed to represent the crack initiation and 

proliferation manifest in concrete gravidynamics, as per 

ABAQUS/CAE for brittle or ductile materials, such as 

the concrete gravity dams modeled in the current work 

[38, 39]. This process is described in more detail in the 

ensuing sections of this paper. 

The (XFEM) emerged from the cohesive segments 

method [40, 41]. When it is employed in unison with the 

phantom node technique [42–44], it is possible to 

replicate crack initiation and proliferation in an 

indiscriminate direction. This is because the crack 

propagation is not bound to mesh-based element 

peripheries. The crack tip position does not need to be 

specified with this method. Rather, it is only necessary to 

indicate a region of reference in which the crack will 

proliferate. Furthermore, no near-tip asymptotic 

singularity is required. It is merely necessary to 

contemplate the displacement jump across a cracked 

element. This means that the crack is obliged to 

proliferate across a complete element in an instant in 

order to obviate the necessity of modelling stress 

singularity. The phantom node approach superimposes 

the phantom elements, rather than incorporating further 

elements of freedom. In this way, this method is able to 

describe discontinuity and can be readily encompassed 

within traditional finite element codes. XFEM can be 

employed in relation to 2D [38, 42, 45, 46], 3D problems 

[45, 47–49], and dynamic problems [50–52].  

 
5. 2. Three Dimensional Modeling and Mesh 
Distribution          In order to model the concrete 

members, a 3D first order diminutive integration 

continuum elements (C3D8R-Brick) are applied. These 

components are flexible and can be used in models for 

basic linear analysis or for complex nonlinear interaction 

[53, 54], plasticity, and large deformation analyses. A 

normal concrete discretization mesh is presented in 

Figure 12.  

 

 

 
Figure 12. Concrete members discretized using brick elements 

5. 3. The Model Calibration and Evaluation              It 
cannot describe how the content changes due to damage 

by determining damage initiation. The damage is 

modelled within ABAQUS employing a scalar damage 

criterion (𝐷) .This can vary from 0 which means (no - 

damage) to 1 which means (complete - failure). To 

measure the stress, including damage, the stress that 

would have been there without damage is multiplied by 
(1 − 𝐷). This contributes to the undamaged reaction 

without damage (𝐷 = 0), the stress is 0 with complete 

failure (𝐷 = 1) and persists in between a fraction of the 

stress (see Figure 13) [39, 55]. 

It is important to determine either the maximum 

displacement or the fracturing energy that is the field 

under the curve in traction versus the separation graph. 

The softening behavior can be defined by various 

options: how the traction-separation graph goes from the 

point at the beginning of damage to the fully failed state. 

In this case, linear softening is used, which in the 

traction-separation graph refers to a straight line. Mode 

mixing may be taken into consideration, with the BK law, 

power-law, or tabular data defined. Alternatively, it is 

possible to indicate model-independent behavior. Owing 

to the softening of the material model, simulations like 

damage evolution frequently lead to convergence 

difficulties. ABAQUS facilitates the use of viscous 

regularization during damage to stabilize the reaction. 

The tangent stiffness matrix will then be positive definite 

for sufficiently small-time measures. As a sub-option for 

Maxps impact, a viscosity coefficient may be defined. It 

should be selected in such a way that the effect on the 

final outcome of the stabilization is negligible. The 

ALLVD (viscous dissipation) production can be 

compared to ALLSE (strain energy) to verify this. In 

contrast with ALLSE, if ALLVD is not thin, viscous 

stabilization is likely to affect outcomes. Playing around 

with the coefficient of viscosity will help produce a fair 

outcome  in a  reasonable  period of time [39, 55].  Apart 

 

 

 
Figure 13. Damage evaluation 
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from determining when the material will be damaged and 

how it will respond after the damage is started, it is 

important to define the area where a crack can occur. This 

is the area where the words for enrichment can be 

applied. To permit the crack to spread, the 'allow crack 

growth' box should be checked. XFEM may also be used 

for stationary splits, which enables the measurement of 

contour integrals with less meshing effort. It is possible 

to insert a different component reflecting the crack 

(without property or mesh) into the assembly and move 

it to the correct location. The crack is described by 

selecting this portion as a crack position. The crack does 

not have to be around the edges of the part. In fact, if the 

crack crosses through the part, the XFEM method 

functions better. For interaction between both sides of the 

crack, frictionless small-sliding interaction can be 

described. The solution controls can be changed to help 

in achieving a converged solution. It is possible to verify 

discontinuous analysis in the time incrementation 

column. This makes it possible for ABAQUS to do 

further iterations before seeing whether the answer goes 

somewhere. The parameter (I−A ) can be increased from 

the default (5) in the first More tab, to make ABAQUS 

more attempts before the simulation is aborted. 

Increasing the number of attempts is helpful if major cut-

backs are needed. ABAQUS immediately produces an 

iso-surface view cut based on this performance if 

PHILSM is required, which displays the position of the 

break. The crack will not be noticeable when it is not 

requested, and the effects displayed will be 

counterintuitive. STATUxSXFEM is also XFEM-

specific. It gives the position of the enriched elements, if 

the element is undamaged it is (0.0), if the element is 

absolutely cut through (no traction forces exist), and if 

the element is weakened but certain traction forces exist, 

it is a value in between. Of course, natural outputs are 

also available, such as stress and pressure. 

 

6. EXPERIMIANTAL RESULTS 
 

Two model arch dams were tested using the time-

compressed Mammoth Lakes-04 1980 earthquake in two 

horizontal directions of excitations. one model (M1) with 

74˚ degree of curvature and one model (M2) with 124˚ 

degree of curvature. Traces of the dam displacement, 

stresses, crack propagation, and table motion was 

recorded during each test. The test program was thus 

selected so that the models were exposed to 14 m 

maximum reservoir water level. The time-history of the 

dam displacements, stress distribution (see Figure 14), 

and crack propagation during Mammoth Lakes-04 are 

extracted from the experimental test as will present in this 

section.  

 

6. 1. Time History Results during Moderate 
Seismic Excitation with Water Pressure            During 

the moderate magnitude, both models show a good 

response to the applied ground motion excitation without 

any damage evaluation. The results, as shown in Figures 

15  and 16,  indicate  that  M2 provides  a  good  response 

 

 

 
Figure 14. Strain gauges fixed in three points all over the 

model to verify the stress development during the test 

 

 

 
Figure 15. The response of M1 and M2  in Z, X direction, moderate magnitude 5.7M 
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Figure 16. The-maximum principal stresses occurred in points 1, 2 and 3 for M1 and M2, moderate magnitude 

 

 
compared to M1. The horizontal component 1 (Z-

Direction) records the max displacement response 

compared to the horizontal component 2 (X-Direction) 

for models M1 and M2 while the max stress recorded 

during the test was observed at point 3 near the dam’s 

support. Model M1 shows a slight crack propagation 

while there is no crack propagation is observed for M2 as 

shown in Figure 17. 

 

 

7. NUMERICAL TIME HISTORY OF THE DAMS 
DURING MODERATE MAGNITUDE WITH WATER 
PRESSURE 
 

The time-history of the dam displacements, stress 

distribution, and crack propagation during Mammoth 

Lakes-04 moderate excitation is presented. Figures 18 to 

20 provide an overview of the analytical and 

experimental results, indicating a satisfactory level of 

agreement between the two sets of results. Numerical and 

experiment analysis showed a slight crack propagation in 

model M1. For model M2, no damages were observed  

during run Mammoth Lakes-04 5.7M. 

 

 

 
Figure 17. Deformation and crack propagation patterns for 

(M1&M2) 

 

 

 
Figure 18. Displacement-time response in horizontal directions of M1and M2 model 



1164                                   M. J. Kadhim et al. / IJE TRANSACTIONS B: Applications   Vol. 34, No. 05, (May 2021)   1156-1166                                              

 

 
Figure 19. Stress distribution, (S in Mpa) 

 

 

 
Figure 20. Plastic deformation (STATUSXFE is unitless 0 

non-cracked to 1 fully cracked.) 
 

 

With successive increases in earthquake time until 

reach to 10.3 second, in model 1, a crack at the middle 

has propagated from the center into the left and right 

sides and the max stresses distributed all over the body. 

Interestingly, model 2 was observed less affected by an 

increase in earthquake time. 

 

 

8. CONCLUSION 
 

In the current study, the conclusion can summarize as 

follow:  

1. The curved shape of the dam provides the dam the 

capability to accommodate the applied loads and increase 

its stability. 

2. For moderate earthquakes, the arch dams may 

withstand the earthquake even if it contains initial cracks. 

3. Non-seismically reinforcement details in medium 

concrete arch dams do not form a potential source of 

damage. 

4. Most of the deformation and damage development 

occurred due to the existence of an initial crack. 

5. As a method that relies on generalized FEM and the 

partition of unity method, XFEM is effective for the 

analysis of discontinuous crack growth in a way that does 

not rely on the internal geometry and physical interfaces. 

Consequently, meshing and re-meshing complexities 

associated with discontinuous problems can be 

addressed. 

6. The degree of curvature is related to the dam's 

stability. Increasing the degree of curvature make the 

dam more stable, more responsive to ground motion, less 

displacement, and less tensile crack development. 
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Persian Abstract 

 چکیده 
مگاپاسکال از بتن ساده    45  یسد با مقاومت طراح  یهامدل  یطراح  یقرار گرفت. برا  ی فشار آب مورد بررس  ییرلرزه و تغ   ینشدت زم  یل ترک خورده به دل  ی رفتار سد قوس بتون

بود    یرپذیاس مق  یچهار مدل سد بتون  یششامل آزما  مایشی و ساخته شده است. کار آز  ید، تولیزیربرنامه   یاپو  یشمرکز آزما  یک  یجادا  یجدول لرزش برا  یکاستفاده شده است.  

(  XFEM)  یافتهشد. روش المان محدود توسعه    یجاددر مرکز بدنه سد ا  یشکاف مصنوع  یک، هر گروه شامل دو درجه مختلف مدل انحنا است.  شده است  یمکه به دو گروه تقس

  ی تحت شدت متوسط زلزله وجود دارد. سد قوس   یقوس ینشان داد که رفتار خوب تمام سدها  یجاست. نتا شده یان ترک، ب  یکانتشار  یبرا یبه منظور پرداختن به محمول عدد

درجه انحنا    ینکمتر  یدارا  یبا سد قوس  یسهتنش و انتشار ترک در مقا  یابیثبت کرد. ارز  Xو   Zرا در جهت    یکمتر  جابجایی%    16/ 2  و%    8/17  یببالاتر به ترت  یبا درجه انحنا

 شد.  یکشش یهاکمتر و رشد کمتر ترک  ییسد، مقاومت در برابر زلزله، جابجا یداریپا یشدرجه انحنا منجر به افزا یشن رو، افزایاست. از ا
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A B S T R A C T  
 

 

The growth of tall buildings in the United Arab Emirates (UAE) has paved the way for a surge in interest 

in the country's seismic vulnerability investigation. The case study building comprises of shear walls and 
RC columns as its lateral force-resisting system. It is a newly constructed G+17 storey building and is 

about 78 meters high. The non-linear dynamic seismic analysis which is the time history modal analysis, 

also known as Fast Non-linear analysis was performed on the study building with about 45 earthquakes 
in 3 sets of hazard levels (2%, 5%, and 10% Probability of Exceedance [PE]) to generate the inter-story 

drift values. Based on the Performance-based approach given by FEMA 356, the Fragility curves are 

developed by creating the Probabilistic Seismic Design Modal. The resultant fragility curves are given 
in terms of 3 probabilities i.e., (1) Immediate Occupancy, (2) Life Safety, and (3) Collapse Prevention. 

The whole study depends on the idea that comparative sort of structures will have a similar likelihood of 

a given harm state for a given seismic force. 

doi: 10.5829/ije.2021.34.05b.10 

 
 

NOMENCLATURE 

a, b  Regression Coefficients PGA Peak Ground Acceleration 

ACI American Concrete Institute PSDM Probability Seismic Design Model 

ASCE American Society for Civil Engineers R Response Modification Factor 
DL Dead Load R_JB Joyner Boore Distance 

C Capacity of Structure RSN Record Sequence Number 

Cd Deflection Amplificaton Sa Spectral Acceleration 
CP Collapse Prevention Ss 0.2 sec Spectral Acceleration 

Cpw Windward Coefficient S1 1 sec Spectral Acceleration 

Cp1 Leeward Coefficient SDL Superimposed Dead Load 
D Seismic Demand which is considered as Θmax SLS Serviceability Limit State 

FNA Fast Non-Linear Analysis SRSS Square Root of Sum of the Squares 
G Ground T1 Fundamental Time Period 

GCC Gulf Cooperation Council UAE United Arab Emirates 

GM Ground Motion UHS Uniform Hazard Spectrum 
GMPE Ground Motion Prediction Equations ULS Ultimate Limit State 

I Occupancy Importance Vs30 Shear Wave velocity  

IM Intensity Measure Greek Symbols  

IO Immediate Occupancy Θmax Maximum Interstory Drift Ratio 

ISDR Interstory Drift Ratio  Standard Normal Cumulative Function 

LL Live Load Ĉ Median structural drift capacity 

LS Life Safety 𝛽𝑐  Aleatoric Uncertainty in Capacity 

NGA Next Generation of GM Attenuation Models 𝛽𝑀  Epistemic Uncertainty in modelling 

PE Probability of Exceedance Subscripts  

PEER Pacific Earthquake Engineering Research Centre C Capacity 

  M Modelling 
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1. INTRODUCTION 
 
The contextual analysis building is a G+17 story building 

newly constructed structure in Abu Dhabi, UAE [1, 2] 

with flat slabs and shear walls, designed for response 

spectrum analysis. This chosen building could represent 

the modern constructions in GCC countries. Thereby the 

research on the Earthquake Reliability Assessment [3] of 

this structure would lay the foundation for the proper 

seismic design for similar kind of structures in GCC 

countries. The geology, tectonics and seismic source 

modal for UAE especially Abu Dhabi, were referred 

from various studies [4-8]. Based on the geological 

studies on UAE performed by various eminent 

researchers [9-17] who have provided the results in terms 

of Peak Ground Acceleration, Uniform Hazard Spectra 

and Deaggregation [18-21]; the relevant parameters  

(such as the PGA, Shear wave velocity (Vs30), Joyner 

Boore distance (R_JB), magnitude) required for the 

selection of the most appropriate earthquake for the 

vulnerability studies were obtained from Pacific 

Earthquake Engineering Research Centre [2,5]. The 

guidelines provided by NIST GCR 11-917-15 [22, 23] 

were followed to formulate the significant methodology 

to be adopted for the vulnerability studies. In accordance 

to this, a total of 45 ground motions [24] under 3 sets of 

hazard levels as 2, 5 and 10% [25, 26] Probability of 

Exceedance, were chosen to perform the Non-linear 

Dynamic Seismic Analysis which is Time History Modal 

Analysis, also known as Fast Non-Linear Analysis 

(www.csiamerica.com) on the case study building and 

hence to obtain the Interstory Drift Values. 

The fragility curves gives the damage level as 

probabilities for a structure that tends to reach over the 

deformation limit for a given state of ground movement 

[27-29]. Depending upon the performance based 

probabilistic Approach given by FEMA 356 [30], the 

results were provided in terms of Immediate Occupancy 

(IO), Life Safety (LS) and Collapse Prevention (CP). 

The novelty of this research is that there has been no 

fragility curves derived so far for this newly constructed 

building in Abu Dhabi and not much seismic 

vulnerability studies is available for the GCC countries. 

The objective is to study the seismic vulnerability of 

an existing high rise building, located in Abu Dhabi, 

UAE through fragility curves, thereby producing results 

that helps in suggesting seismic design protocols that 

could be adopted for similar High Rise Buildings with 

shear walls and columns as its lateral force resisting 

system.   

 

 

2. CASE STUDY BUILDING  
 

A newly constructed G+17 story building located in Abu 

Dhabi, UAE was selected as the case study building on 

which the vulnerability analysis is performed. This 

building is designed with Shear walls and Flat slabs.  

 

2. 1. Structural Details            The structural details of 

the case study building are elaborated in Table 1. 
 

2. 2. Structural System       Table 2 describes the four 

structural systems of the case study building. 3 D model 

of the building is developed in ETABS software as shown 

in Figure 1 and the typical floor plan is represented in 

Figure 2.  
 

2. 3. Materials Used–Concrete         Equation (1) gives 

the cylinder to cube strength relationship. Table 3 gives 

the conversed concrete strength (of cube & cylinder) and 

 

 
TABLE 1. Structural System of G+17 storey (case study) 

building 

Floors Approximate Area 

5 Basements (Parking) 5 x 1320 m2 

Podium 1 1320 m2 

Podium 2 (retail) 1275 m2 

1 office floor 1 x 830 m2 

2 - 17 typical floors 16 x 845 m2 

Roof 845 m2 

Upper roof 620 m2 

Height (excluding Basements) 78 m 

The basement and typical floor heights are 3.3 m and 3.5 m 

respectively 

RC Structures – Conventional Reinforced Concrete In Situ 

Construction 

 
 

TABLE 2. Structural system of the case study building 

Gravity 

System 

• RC Flat slabs @ typical floors and basement 
floors 

• Transfer Beams @ Basement floors 

• Stair Flights and landings 

 

Lateral 

system 

• Shear walls and columns in both orthogonal 

directions – Building frame system 
• Lateral load is transferred to the shear walls by 

means of a horizontal diaphragm, i.e. the floor 

slabs 
• Thickness of walls – 300 mm to 400 mm 

• Core walls in basement levels – 300 mm to 400 

mm 

Raft 

Foundation 

• Raft footing of 1.5m depth accompanied by 

few tension piles as per the foundation 

analysis. For the design of foundation, worst 
load combinations of earthquake forces as well 

as uplift water pressures are considered. 

Typical 

Floor 

• RC Flat slabs of Approximately 240 mm thick 
with local thickening of 280 mm rests on RC 

columns and walls 

http://www.csiamerica.com/
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Figure 1. 3D model of the building in ETABs 

 

 

 
Figure 2. Typical floor model in ETABs 

 

 

Young’s modulus adopted in the design of the case study 

building.  

Cylinder strength = 0.85 x Cube strength (1) 

 

 

TABLE 3. Concrete Strength of cube and cylinder, and 

Young’s modulus 

Applicable 

Cube 

Strength, fcu 

(N/mm2) 

Cylinder 

Strength fck 

(N/mm2) 

Young’s 

Modulus 

(kN/mm2) 

Foundations 60 51 38385 

Slabs/ Beams/ 

Retaining Walls 
45 38 33133 

Foundations 60 51 38385 

Slabs/ Beams/ 

Retaining Walls 
45 38 33133 

 

2. 4. Special Design Incorporated       The special 

design specifications are as follows: 
Second Order Analysis (P - Δ): 1.2DL + 0.5LL 
Construction Sequence Analysis : 1.0DL + 1.0SDL 

Floor Diaphragm: Semi-rigid diaphragms 

Stiffness Modifiers: Based on ACI 318 10.10.4.1 (The 

values are compiled in Table 4) 

 
 
2. 5. Wind Load (As per ASCE7-05) 

Wind Speed= 90 mph 

Exposure type= B 

Importance Factor= 1 

Cpw= 0.8 

Cp1= 0.5 
 

 

2. 6. Static Earthquake Load (As per ASCE7-05) 

R= 5 

System Overstrength, Omega= 2.5 

Cd= 4.5 

I= 1 

Ss= 0.6 

S1= 0.18 

Long-Period Transition Period= 8 sec  

Site Class= C 

Eccentricity Ratio= 0.05 

 

 

2. 7. Response Spectrum       Seismic loads are 

considered in the analysis for both, equivalent static 

method and response spectrum method. As the 

considered case study building falls under the category of 

tall and irregular builing, the fundamental mode of 

vibration is not dominating the response. Hence dynamic 

analysis using Response Spectrum method is adopted. 

This building was designed based on Response Spectrum 

method as per ASCE 7-05 parameters which is indicated 

in Figure 3.  

 

2. 8. Analysis         Modal analysis is performed to 

compute modal responses and they are combined using 

SRSS method to get maximum responses. For design of 

vertical elements (columns and shear walls), forces from 

response spectrum method are considered. 

 
 

TABLE 4. Stiffness Modifiers incorporated in the design 

software model 

Element ULS SLS 

Columns 0.7 1.0 

Walls (uncracked) 0.7 1.0 

Beams 0.35 0.5 

Slabs 0.25 0.35 
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Figure 3. Response Spectrum Function as per ASCE 7-05 

 

 

3. GROUND MOTION DATA 

 

Three sets of earthquake data for 2, 5 and 10% probability 

of Exceedance (PE) of 50 years earthquakes which has 

the effective return periods of 475 years, 975 years and 

2475 years respectively were selected for vulnerability 

studies [23, 31-33]. The target response spectrum for Abu 

Dhabi, U.A.E were taken from the paper [1] who have 

performed the seismic hazard assessment for UAE based 

on 7 GMPE’s inclusive of 3 NGA. The interpolated 

values for the target spectrum of 5% PE was calculated. 

The three target RS for the three hazard levels are 

exhibited in Table 5 and its graphical representation is 

expressed by Figure 4. The ground motions required are 

selected, scaled and downloaded from PEER centre – 

NGA West 2 database.  

The significant parameters required for the selection 

of most relevant earthquake data from PEER are sorted 

in Table 6. From Table 6, the time period for which the 

ground motions are to be scaled are set by the guidelines 

given by NIST GCR 11-917-15 [22], which is the period 

within 0.2T1 and 1.5T1, where T1 is the Fundamental 

Time period of the Case Study Building. The value of T1 

is 4.99 s. 

In total 45 ground motions (GMs) are obtained from 

PEER database in terms of 3 sets as 15 GMs under each  

 

 
TABLE 5. Target response spectrum of Abu Dhabi for 2, 5 and 

10% PE 

Time (s) 

PGA of Abu Dhabi, UAE 

475 years 

(2% PE) 

975 years 

(5% PE) 

2475 years 

(10% PE) 

0 0.035 0.059 0.073 

0.2 0.071 0.138 0.178 

1 0.040 0.062 0.075 

2 0.033 0.041 0.045 

3 0.016 0.022 0.025 

4 0.009 0.014 0.017 

 
Figure 4a. Design target spectrum for 2% PE given in PEER 

database 

 

 
Figure 4b. Design target spectrum for  5%  PE given in 

PEER database 

 

 
Figure 4c. Design target spectrum for 10% PE given in 

PEER database 

 

 

set. The ground motions have approxiamtely the same 

magnitude but different mechanism, distance and 

velocity. The GM data comprises of Acceleration, 

Displacement and velocity files in Horizontal-1, 

Horizontal-2 and Vertical direction. Among which the 

acceleration files in Horizontal-1, Horizontal-2 are 

required for the non-linear dynamic analysis. The scale 

factor generated from PEER database (Figure 5) for each 

ground motion after scaling was used for the time history 

analysis. Earthquake data obtained from PEER 
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databaseand the scaled ground motions are represented in 

Tables 7and 8, respectively. 

 
 

TABLE 6. Search Parameters in PEER  

Parameter Value Source 

Fault type 
SS (Strike Slip) + 

Reverse 
[12] 

Magnitude (min, max) 4, 7 

[1] R_JB (Joyner Boore 

distance) [min, max] 
60, 300 (Km) 

Rrup (Rupture Plane 

distance) [min, max] 
60, 300 (Km) Assumption 

Shear Wave Velocity 

(Vs30) –for site class 

C [min, max] 

366, 762 (m/s) IBC 2012 [1] 

Pulse No Pulse-like Records 

Assumption Initial Scale factor 

[min, max] 
0.5, 3 

Spectral Ordinate 
SRSS (Square Root of 

Sum of Squares) 

[19] Damping Ratio 5% 

Scaling Method Minimize MSE 

Period Ratio 1, 7.5 

 

 

 
Figure 5a. Scaled spectra with Target spectrum for 2% 

 

 
Figure 5b. Scaled spectra with Target spectrum for 5%  

 
Figure 5c. Scaled spectra with Target spectrum for 10%  

 

 

4. NONLINEAR DYNAMIC ANALYSIS & ISDR 
 

A non-linear dynamic analysis – Time History Modal  

Analysis also known as Fast Non-Linear Analysis (FNA) 

was performed on the case study building for all 45 

ground motions (GMs) using the commercially available 

software ETABS 2017. FNA method was chosen to be 

the most appropriate dynamic analysis since the newly 

constructed case study building was designed primarily 

as linear-elastic and consists of fairly limited predefined 

non-linear behaviours such as P- ratio, torsional 

irregularities (geometric nonlinearities). The significant 

cases to be incorporated during the time history analysis 

in ETABS 2017 as per the guidelines given by Computers 

and Structures, Inc. (www.csiamerica.com) includes,  

i. Mass Source Data: 25% Live Load + 100% Dead 

Load (ASCE 7-16) 

ii. Modal Case Data: Ritz vector 

Total Mass Participation Ratio (MPR) should be > 

90% (ASCE 7-05 [12.9.1]). The sufficient number of 

modes required for the FNA method to attain 99% MPR 

is achieved by trial and error method. 

The maximum Inter Story Drift Ratio (ISDR) was 

calculated from the resultant displacements from the 

analysis and the spectral acceleration at the fundamental 

time period (T1 = 4.99 s) for each time history for 5% 

damping were tabulated in Table 9.  
 

 

5. MODELLING OF FRAGILITIES  
 

Fragility curve is a compelling device for weakness 

evaluation of basic frameworks. It gives gauges 

regarding probabilities of a structure to reach or surpass 

the restriction of deformation at given degrees of ground 

shaking [34-36]. At the end of the day, Fragility bends 

gives the probability of surpassing a recommended 

degree of harm for a wide scope of ground motion 

intensities. The modelling and derivation of fragility 

curve explained by Rajeev et al. [28, 29] was followed in 

this paper. 
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TABLE 7. Earthquake data obtained from PEER 

Sl. 

No. 

GMs (from 

PEER)  
Year Station Name Magnitude Mechanism 

Rjb 

(Km) 

Rrup 

(Km) 

Vs30 

(m/sec) 

1 RSN17 Scalif 1952 San Luis Obispo 6 Strike slip 73.41 73.41 493.5 

2 RSN39 Borrego 1968 Pasadena – CIT Athenaeum 6.63 Strike slip 207.14 207.14 415.13 

3 RSN40 Boreggo 1968 San Onofre – So Cal Edison 6.63 Strike slip 129.11 129.11 442.88 

4 RSN85 Sfern 1971 "San Juan Capistrano" 6.61 Reverse 108.01 108.01 459.37 

5 RSN86 Sfern 1971 "San Onofre - So Cal Edison" 6.61 Reverse 124.79 124.79 442.88 

6 RSN609 Whittier 1987 "Castaic - Hasley Canyon" 5.99 Reverse Obliq 64.56 64.96 421.05 

7 RSN905 Big Bear 1992 "Featherly Park - Maint" 6.46 Strike slip 78.81 78.91 367.54 

8 RSN911 Big Bear 1992 "LA - 1955 1/2 Purdue Ave. Bsmt" 6.46 Strike slip 140.22 140.28 379 

9 RSN972 Northr 1994 "Featherly Park - Maint" 6.69 Reverse 82.01 82.32 367.54 

10 RSN1037 Northr 1994 "Mojave - Oak Creek Canyon" 6.69 Reverse 75.54 75.8 422.73 

11 RSN1109 Kobe 1995 "MZH" 6.9 Strike slip 69.04 70.26 609 

12 RSN1112 Kobe 1995 "OKA" 6.9 Strike slip 86.93 86.94 609 

13 RSN1630 Upland 1990 "Ocean Floor SEMS III" 5.63 Strike slip 71.72 71.73 659.6 

14 RSN2078 Nenana 2002 "Anchorage - K2-18" 6.7 Strike slip 216.47 216.47 435.21 

15 RSN2083 Nenana 2002 "Anchorage - NOAA Weather Fac." 6.7 Strike slip 275.47 275.47 390.32 

 

 
TABLE 8. Scaled GMs for 2%, 5% and 10% PE 

RSN Earthquake Name 
Scale Factor 

2% PE 5%PE 10%PE 

17 "Southern Calif" 1.91 1.6463 1.1985 

39 "Borrego Mtn" 1.872 1.6135 1.1746 

40 "Borrego Mtn" 1.3123 1.1311 0.8235 

85 "San Fernando" 1.3674 1.1786 0.858 

86 "San Fernando" 2.3585 2.0329 1.4799 

609 "Whittier Narrows-01" 2.8532 2.4593 1.7903 

905 "Big Bear-01" 1.8934 1.632 1.188 

911 "Big Bear-01" 1.5696 1.3529 0.9849 

972 "Northridge-01" 2.0657 1.7805 1.2962 

1037 "Northridge-01" 2.6927 2.321 1.6896 

1109 "Kobe_ Japan" 1.5064 1.2985 0.9452 

1112 "Kobe_ Japan" 2.6419 2.2771 1.6577 

1630 "Upland" 2.0608 1.7763 1.2931 

2078 
"Nenana Mountain_ 

Alaska" 
2.1257 1.8322 1.3338 

2083 
"Nenana Mountain_ 

Alaska" 
1.6706 1.44 1.0483 

 
Fragility = P (D > CIM) (2) 

The above fragility equation (2) depicts, the probability 

that the D set on the structure is more noteworthy than 

TABLE 9. The maximum ISDR and pSa (@ T1) for 2%, 5% 

and 10% PE in 50 years which is equivalent to 475 years, 975 

years and 2475 years return periods respectively for 5% 

damping 

G+17 

Story 
Period (T1) = 4.99 sec 

Ground 

Motion 

(PEER) 

2% PE 5% PE 10% PE 

Sa 

(T1) 

ISDR 

(%) 

Sa 

(T1) 

ISDR 

(%) 

Sa 

(T1) 

ISDR 

(%) 

RSN17 

Scalif 
0.007 0.116 0.006 0.100 0.005 0.073 

RSN39 

Borrego 
0.005 0.128 0.004 0.110 0.003 0.080 

RSN40 

Boreggo 
0.011 0.216 0.009 0.186 0.007 0.136 

RSN85 

Sfern 
0.010 0.203 0.009 0.175 0.006 0.127 

RSN86 

Sfern 
0.011 0.185 0.009 0.160 0.007 0.116 

RSN609 

Whittier 
0.003 0.075 0.003 0.065 0.002 0.047 

RSN905 

Big Bear 
0.003 0.106 0.002 0.092 0.002 0.067 

RSN911 

Big Bear 
0.003 0.092 0.003 0.080 0.002 0.058 

RSN972 

Northr 
0.003 0.178 0.002 0.153 0.002 0.111 
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RSN1037 

Northr 
0.004 0.111 0.003 0.095 0.002 0.069 

RSN1109 

Kobe 
0.007 0.249 0.006 0.161 0.005 0.117 

RSN1112 

Kobe 
0.018 0.323 0.006 0.198 0.011 0.202 

RSN1630 

Upland 
0.010 0.210 0.008 0.181 0.006 0.132 

RSN2078 

Nenana 
0.006 0.076 0.005 0.108 0.004 0.079 

RSN2083 

Nenana 
0.006 0.163 0.007 0.140 0.005 0.102 

 

 

the limit C of the structure. This is administered by a 

picked IM which means the degree of seismic stacking 

and it depicts the spectral acceleration as intensity 

measure 

A proposed conceivable approach to survey the 

fragility function is by creating a probabilistic 

distribution for the demand moulded on the IM, which is 

known as seismic demand model PSDM and convolving 

it with an appropriation for the limit. The demand on the 

structure is measured utilizing not many chose metric(s) 

(say inter story drift, ductility,). Cornell et al. [8] 

recommended that the estimate for the median demand 

can be spoken by a power model as Equation (3):   

D̂ = aIMb (3) 

Where IM is the seismic intensity measure of choice, and 

both a & b are regression coefficients.   

In this research both Θmax and Sa are obtained for 5% 

damping. 

 

5. 1. Structural Performance            As briefly 

explained by Aiswarya et al. [30], as per FEMA 356 in 

the global-level seismic evaluation, the performance of 

the structure is quantified by the Interstory drift. The 

seismic evaluation approach as recommended by FEMA 

356 uses three performance level which are Immediate 

Occupancy, Life Safety and Collapse Prevention. The 

global level Interstory drift limits for the three 

performance levels for RC building elements in FEMA 

356 (ASCE 2000) is as mentioned in Table 10.         

The expected damage states for the three performance 

levels [31, 32] are: 

 

 

TABLE 10. Drift limits for the performance levels 

(FEMA365) 

Structural Performance Level Drift (%) 

IO 1 

LS  2  

CP 4 

• The IO level is characterized by the cut-off under 

which the structure can be securely occupied with no 

huge fix. It is portrayed by the estimation of Θmax at 

which the casing enters the plastic range. 

• The SD level (Significant Damage) creates at a 

mishappening at which huge harm is continued, yet 

a generous edge stays against nascent breakdown. 

• The CP level is given by the purpose of nascent 

breakdown of the casing because of either extreme 

debasement in strength and associations or huge P- 

impacts coming about because of exorbitant lateral 

deformations.  

 

5. 2. Deriving Fragility Curves         To construct the 

PSDM, nonlinear dynamic analysis shall be used. One of 

the method, “Cloud analysis” [30, 27], is a suitable 

method (although not the most precise). The advantage 

of this strategy is that it depends on the GM as they are 

recorded. By performing a simple linear regression of the 

logarithm of D against the logarithm of IM (D̂ = aIMb), 

the PSDM parameters (a, b) could be obtained. The best 

power law equation was determined and is shown in 

Figure 6.               

The appropriation of the demand about its median is 

regularly accepted to follow a two-boundary lognormal 

probability distribution. Accordingly, in the wake of 

assessing the scattering of the demand about its median, 

which is moulded upon the IM, the fragility can be given 

as shwn in Equation (4) and indicates the damage 

measure.   

 

 

 
Figure 6. Probabilistic Seismic Demand Model (PSDM) 

 

 
TABLE 11. PSDM parameters 

PSDM PARAMETERS  

A 2.4231 

b 0.5633 

βDIM  0.271 

y = 2.4231Sa0.5633

R² = 0.6082
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P(D > CIM) = 1 −   (
ln(Ĉ)−ln (a ∙IMb)

√β
DIM
2 +βC

2 +βM
2

)  (4) 

𝛽𝐶  - is taken as 0.2 for this study 

𝛽𝑀 - is taken as 0.2 for this study 

 

5. 3. Seismic Fragility Curve            The seismic 

fragility curves of the case study building (G+17 story) is 

given by Figure 7. As per the Median Structural Capacity 

mentioned in Table 12, in contrast to Figure 7, interprets 

that the non linearity of the case study building does not 

overwhelm the general structural reaction. 

 

 
TABLE 12. Median Structural Capacity for IO, LS & CP 

 �̂� 

IO 1 

LS 2 

CP 4 

 

 

 
Figure 7. Fragility curve for the case study RC building 

 
 
6. CONCLUSION 

 

Seismic fragility curves were developed for the case 

study building. Vulnerability assessment of the building 

is executed using the developed fragility curves. 

The vulnerability assessment of RCC multistorey 

building in this research is a useful tool for seismic 

retrofitting decisions, disaster response planning and 

evaluation of loss of functionality of the structures in 

GCC countries. Using the analytical approach, the 

seismic fragility curve was developed for the proposed 

case study building for which no fragility curves were 

developed before. This building was identified as a 

typical High Rise Building (G+17 storey) in Abu Dhabi, 

United Arab Emirates, in the region with Shear walls as 

the basic lateral load resisting system. The predictive tool 

for PSDM parameters (a, b, 𝛽) using response spectrum 

technique was created. As a result of analytical method 

fragility curves, the uncertainty in the ground motion 

does not dominate the overall structural response. The 

whole study is based on the idea that comparative sort of 

structures will have  a similar likelihood of a given harm 

state for given seismic force. 
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Persian Abstract 

 چکیده 

کشروم ییرم  کیدر رسر س سرمانهم   بهبود سریع  ووسر س سرمانهمیهمل ب در دم راممرت ان رر ییبا اراممرت ان رر ییبا  م نا دس مر بیرل ریشرعلا ی بس بس و ا امت الی هینر رل

رس  کس بس ومنگا سمانس شرر و   G + 17آ  رس س رعن عک سمانهم  درسنمیا  بس یدور  س سن  ااموا  دم بیربی ی یول جمیبا    RCاومد المه س شمال سنویهمل دعورم بیشا و 

ع  غ ی الا سریع  دم  انی رموفمع درمدس وجشعس و و   ل هینر رل دعدما کا غ ی الا کس مهم  وجشعس و و   ل ار وممعخ رسر  م مهند ن بس یدور  وجشعس و و   ل سری 78حرود  

س بی رسرم  موعکید  Interstory  ریجمم اا شرود دم سرمانهم  المه س بیرل ووه ر اامدعی مریلا [PE]ریشرعلا   رحنهمل ٪10 و 5  م  2اجهویس سرل  الی ا 3نهشهس دم  45حرود  

 3م اد دا ممل شرکددرگا بم رعجمد ارل ریرحا هینر رل رحنهمها رعجمد اا شرویرس اد دا ممل شرکددرگا حمارل رن ی ی    FEMA 356ابندا بی یه کید رمرئس شررر ووسر   

ل عک   پ شری یل رن سراو س رعن بسرنیا بس رعرر رل درمد کس یوع سرمنر ممل اامعسرس رل رحنهمل اشرمبها مر بیر3  رعهدا نیرگا و ا2  رشرامل یومل م ا1رحنهمل م بس یدور  اثمل م ا

 حمه  آس ب دعرر بیرل ی یول هینر رل ا  ن درشنس بمشدرس
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A B S T R A C T  
 

 

This paper aims to illuminate the influence of hydrodynamic pressure generated in a water storage tank 

on the behavior of saturated sand that its support. Experimental tests were performed on two 

cylindrical water tank models using a fabricated shaking table which consists of a flexible laminar 
shear box. The first model is a water storage tank partially full of water, and the second one is a tank 

model with an equivalent load of water pressure to simulate the water storage tank without 

hydrodynamic pressure. Three earthquake histories (Kobe, El-Centro, and Ali Al Gharbi) were 
implemented on models to study a varied range of acceleration. It was found that the settlement and 

lateral displacement directions in the water storage tank were significantly increased compared to the 

equivalent load resulted in the second model in all cases of the acceleration histories. Also, it was 
monitored the pore water pressure during the testing period, and it was noticed that the excess pore 

pressures were affected by the hydrodynamic pressure and increased compared to the results recorded 

at the condition of no hydrodynamic pressure. 

doi:10.5829/ije.2021.34.05b.11 
 

 
1. INTRODUCTION1 
 
The soil-structure interaction and fluid-structure 

interaction are independently composite occurrences for 

structures. Indeed, the dynamic characteristics of 

transient excitations and response of liquid storage tanks 

are directed by several features: the interaction among 

the fluid and the structure, earthquake characteristics, 

and the structure-soil interaction along with their 

boundaries. Kianoush and Ghaemmaghami [1] 

considered the soil structure-interaction influence on a 

storage tank for six types of soil. In dynamic behavior, 

the liquid tank-soil system was found to be associated 

with earthquake frequency. Chaduvulaa et al. [2] carried 

out shake table tests on the cylindrical storage steel 

elevated water tank with a scale model of 1:4. They 

found that the moment and base shear for impulsive 

value were increased with the increasing acceleration of 

the earthquake and decreased by increasing the angle of 

motion. Chaithra et al. [3] modeled the soil, tank, and 
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fluid using finite elements to consider the soil flexibility 

influence with three types of soil with various flexibility 

on a tank wall filled with fluid to consider the structure-

soil interaction influence. It was determined that soil 

flexibility considerably influences the reaction of the 

storage tank. Kotrasová [4] made a theoretical 

experience for the analytical calculation of 

hydrodynamic pressures and circular frequencies 

developed in rectangular liquid tanks during an 

earthquake. Analytical investigations of natural 

frequencies are compared with experimental ones. 

Chougule et al. [5] considered the earthquake 

implement of the base held a storage tank sitting on the 

soil having the tank wall mass, the roof mass, the base 

slab mass, and the water mass. It was concluded that 

under the effect of seismic forces with raising relation 

of maximum water depth to the tank diameter, the 

further water mass would motivate in the mode of 

impulsive while reducing water depth to tank diameter; 

further, the water mass will motivate in the mode of 

convective. Sadek et al. [6] considered a shallow 

rectangular storage tank’s performance during an 

earthquake was taking into account fluid soil-structure 
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interaction that was modeled using 3D finite elements. 

It was determined that the dynamic’s attitude on the 

storage tank is related to the frequency field of the soil 

movement. Hussein et al. [7] studied a cylindrical 

storage tank on medium and dense sand with different 

relative densities. It was found that the characteristic of 

soil and hydrodynamic pressure have a significant 

influence on the tank settlement, lateral displacement in 

(X and Z)-direction, and lateral soil stresses that are 

initialized due to the movement of the storage tank. 

Besides, the tank displacements have a considerable 

impact on the frequency field and frequency value.  

Waghmare et al. [8] considered a numerical 

investigation in a multi-real earthquake for reinforced 

concrete elevated tanks in viscous dampers. They found 

that viscous dampers’ nonlinearity and low damping 

constant contributed a comparable reduction to those 

viscous dampers with linear and high damping constant. 

Pan and Jiang [9] investigated the change in the 

reflection and distribution of earthquake waves at the 

surface interaction of layers. It proposed an enhanced 

method of the same input load usual viscous-spring 

simulated boundary model. Considered by the three 

approaches are variable, which illustrate that the 

uniform model of footing and the conventional 

corresponding input load of the earthquake wave can 

not represent the earthquake force correctly. Dram et al. 

[10] investigated the possible ability to use recycled tyre 

pieces as a compressible insertion right back retaining 

walls during dynamic load; it estimated the influence of 

thickness in a cushion that compressible angle of 

friction in the backfill on the seismic enactment of 

retaining walls. The results presented that the seismic 

load contrary to the retaining wall could be significantly 

reduced among the presented technique. 

Most of the studies related to the liquid storage tanks 

that consider the soil effect is focused on fluid-structure-

soil interaction and the effect of tank fixity conditions to 

the ground, while it was not found that any study dealt 

with the effect of hydrodynamic pressure on the soil 

behavior and soil parameters. Besides, the knowledge is 

insufficient about the influence of hydrodynamic 

pressure on saturated sand soil and its effect on the 

different sand relative densities. Due to these reasons, 

this study is devoted to considering the effect of 

hydrodynamic pressure in a liquid storage tank using 

different experimental methods for saturated sand 

density. 

In this paper, the response of saturated soil 

supporting cylindrical water storage ground tanks under 

the hydrodynamic pressure is considered. The work 

targets specifically: (i) to investigate the influence of 

acceleration characteristics on the saturated sand has 

different relative densities; (ii) to investigate the 

potential settlement and lateral displacement of water 

tank under the influence of hydrodynamic pressure; and 

(iii) to investigate the excess pore pressure variation 

during an earthquake. 

This paper has the following structure. Section 1 

gives the previous studies related to the storage tank and 

hydrodynamic pressure. Section 2 describes the 

methodology and experimental investigation, including 

the shake table and soil properties. Section 3 describes 

the test preparation for controlling sand density. Section 

4 illustrates the test program and flowchart for the shake 

table test. Section 5 implements earthquake data used in 

the tests. Section 6 introduces and discusses 

experimental test results. Finally, the conclusion of the 

work is presented in section 7. Figure 1 presents a 

flowchart of the research methodology used in this 

study. 

 

 

2. EXPERIMENTAL INVESTIGATION 
 

2. 1. Soil Properties        Diyala Black Sand is used in 

the experimental work, and several tests are performed 

with two relative densities (medium with Dr = 50% and 

dense with 75%). The conducted soil tests are carried 

out according to ASTM standards. According to USCS, 

the sand was poorly graded, and the properties resulting 

from the implemented tests with the used standard 

methods on the sand are summarized in Table 1. 
 

2. 2. Shake Table           The shake table used in this 

study was fabricated according to instructions given by 

Al-Omari et al. [11]. The shake table simulates the 

earthquake condition to investigate the model’s 

performance with high quality, reliability, and cost-

efficiency, as shown in Figure 2. In the current study, 

due to the huge dimensions of the full-scale model for 

liquid storage tank with height of 10m and diameter of 

14m, and the available container of the shear box with 
 

 

 
Figure 1. flowchart of research methodology 
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TABLE 1. physical properties and tests carried out on soils 

with standards 

Soil Property 
Medium 

Sand 

Dense 

Sand 
Standard 

Relative density Dr(%) 50 75  

Max. γd (kN/m3) 19.25 ASTM D4253 

Min. γd (kN/m3) 16.41 ASTM D4254 

γd (kN/m3) 17.72 18.64  

γTotal (kN/m3) 22.68 23.3  

Wc (%) 28 25 ASTM D2216 

G.s 2.66 ASTM D854 

Effective size D10 0.145 

ASTM D422 

Effective size D30 0.277 

Effective size D60 1.675 

uniform Coefficient, Cu 11.5 

curvature Coefficient,  Cc 0.315 

Soil classification USCS Poorly graded sand ASTM D2487 

Soil color  Pale black  

Friction angle, deg. 30 34 ASTM D2434 

 

 

dimensions of 600×600×800 mm, the maximum 

dimension used in the container is 150mm to verify the 

stress bulb zone’s size. The tank model with a diameter 

of 140mm and a height of 100mm, which means the 

(1:100) scale factor has been used. The cylindrical 

storage tank model was filled with water up to 80 mm 

was placed at the center of the soil surface. However, a 

flexible laminar shear box has been used to reduce the 

reflection of seismic energy. 

 

 

3. TEST PREPARATION        
 

Several methods controlling sand density were 

attempted to prepared air-dried sand. Dry tamping was 

the preferred method since it ensured an extensive range 

of relative densities, on the antithesis of air pluvial or  
 

 

 
Figure 2. Fixable laminar shear box installed on the table 

vibration methods which their results were limited to the 

(very loose-loose) range for the utilized sand. Two 

relative densities (50 and 75) % were performed to 

consider the influence of sand density on liquefaction 

potential. The calibration for both relative densities was 

performed utilizing maximum/minimum density mold 

with the volume of 0.0027 m3; the sand layer was 

tamped utilizing a hammer with the weight of 86 N and 

released freely from a height of 75 mm. Table 2 

summarizes the calibration of the density for each 

density required and the resultant energy of tamping for 

mold that was considered in Equation (1).  

Energy/Volume=(hammer weight× drop height of 

hammer× blows number per layer× layer number)/ 

(Mold volume) 
(1) 

In order to obtain tamping energy for the test model 

similar to that of the calibration mold, the sand layer 

was divided into layers of equal thickness of 100 mm 

for each layer then tamped to achieve the required 

relative density (50% and 75%). Similarly, the hammer 

with an area of 0.0179 m2 was utilized that covers 

mostly 100% of the calibration mold area. Thus to tamp 

about 100% of the model sand area that was 0.36 m2 

which is 20.1 times, the hammer area of about 20 blows 

is needed to ensure that the tamping is covered most of 

the sand area. Two different layouts of 20 blow tamping 

passes were selected to ensure that the tamping effort 

was equally distributed through each layer. The energy 

of tamping for the test model was calculated again by 

utilizing Equation (1) and the values are reported in 

Table 3 that presents evidence for equivalents tamping 

energy for calibration mold and test model. 

Finally, a relation between the tamping energy for 

controlling density against a relative density for both the 

test model and calibrated model were plotted in Figure 

3. 

The sand was air-dried and poured inside the storage 

barrel; after that, tamped in layers to obtain the required 

density. To study the influence of liquid storage tanks 

on soil density, three cases of soil layer configurations 

 

 
TABLE 2. The studied cases of acceleration history 

Relative density  (%) 50 75 

Count of blows per layer 1 3 

Thickness of layer (mm) 50 50 

Number of layers 3 3 

Hammer weight (N) 86 86 

Drop Height of hammer (mm) 75 75 

Mold volume (m3) 0.002686 0.002686 

Energy (N.m) 19.35 58.05 

Energy per volume (kN.m/m3) 7.204 21.61 
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TABLE 3. The studied cases of acceleration history 

Relative density (%) 50 75 

blows number per layer 40 120 

Thickness of layer (mm) 100 100 

Number of layers 6 6 

Hammer weight (N) 86 86 

Drop Height of hammer (mm) 75 75 

Mold volume (m3) 0.216 0.216 

Energy (N.m) 1548 4644 

Energy per volume (kN.m/m3) 7.16 21.5 

 

 

 
Figure 3. The relation between tamping energy against 

relative density for test model and calibrated model 

 

 

are selected. These cases of the soil profile, as 

illustrated in Figure 4 are consist of the single medium 

layer of sand with a relative density of (50%) and 600 

mm thickness, a dense layer with a relative density of 

(75%) and a third one consists of two layers of the sand, 

the top layer is medium sand (50% Dr.), and the lower 

layer is dense sand (75% Dr.) with a thickness of 300 

mm for each layer. 

The pore pressure transducers and accelerometers 

were embedded during the preparation of sand layers at 

three depths (140, 280, and 560) mm; the test model 

layout l is shown in Figure 5. After the soil profile was 

formed, the storage tank was placed at the center of the 

soil surface, and three displacement transducers were 

linked to the center of the storage tank across a screw 

nut. 
 
 

4. TESTING PROGRAM FOR SHAKE TABLE TESTS   
 

Six shake table tests were conducted on different soil 

densities. For more clarification, the testing program  
 

 

 
Figure 4. Cases of study of a soil profile 

 
Figure 5. Test model layout 

 

 

was illustrated in a flowchart in Figure 6. The test 

program was divided into two major parts; the first one 

used a water storage tank with a water height of (80mm) 

to represent the storage tank in case of hydrodynamic 

pressure. Furthermore, the other tank was filled with an 

equivalent load to represent the tank without 

hydrodynamic pressure. 

 

 

5. IMPLEMENTATION OF EARTHQUAKE DATA 
 

To study the effects of a wide range of acceleration 

characteristics on the saturated sandy soil, various real 

earthquake acceleration history data were implemented 

on models. The real acceleration histories for Ali Al-

Gharbi, El-Centro, and Kobe were utilized. The 

calibration for the shake table was performed for these 

earthquakes by comparing the input acceleration by 

considering the full weight of the container and output 

acceleration during the earthquake, which presented 

very good compatibility. Table 4 summarizes 

information for earthquake data. Furthermore, due to the 

 

 

 
Figure 6. Flowchart for shake table test 
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TABLE 4. The studied cases of acceleration history 

Acceleration 

History 

Duration 

(s) 

Acceleration 

Factor 

Max. acceleration 

(g) 

Ali Al-Gharbi 90 4.0 0.4 

El-Centro 35 1.0 0.35 

Kobe 30 1.0 0.82 

 

 

small value of the maximum acceleration of the Ali Al-

Gharbi earthquake (0.1g) and the significant scale factor 

(1:100), this acceleration has been amplified by 

multiplying it with four acceleration factors to impact 

the results in all studied cases. 

 
 
6. RESULTS AND DISCUSSIONS 
 

Test results have presented as relationships form 

between the various parameters studied against the time, 

including the acceleration, tank settlement, lateral 

displacement, and excess pore pressure distributed 

within three depths in the soil layer (140mm, 280mm, 

and 560mm) as illustrated in Figure 5. These parameters 

were obtained using the earthquake shake table 

accelerometer, displacement transducer, and pore water 

pressure transducer. Besides, the values of the 

settlement, the lateral displacement in (X and Z)-

directions (where the X in the direction corresponding 

to the input acceleration direction and the Z is the 

direction perpendicular to the X) were presented in 

Figures 7 to 12. 

 

6. 1. Influence of Earthquake History          The 

results of these tests were presented in Figures 7 and 8. 

Generally, the earthquake acceleration inside the soil is 

less than the input acceleration at the table level. The 

acceleration at the bottom-depth of the soil column is  
 

 

 
(a)                                        (b) 

            
(c) 

Figure 7. Results of Acceleration in depth (140mm) in case of 

Hydrodynamic pressure for (a) El-Centro, (b) Kobe, and (c) 

Ali Al-Gharbi earthquake 

 
 

(a)                                        (b) 

 
(c) 

Figure 8. Results of Acceleration in depth (140mm) in case of 

without Hydrodynamic pressure for (a) El-Centro, (b) Kobe, 

and (c) Ali Al-Gharbi earthquake 

 

 

slightly higher than at the mid-depth, while in the top 

portion of the soil column, the acceleration is 

comparatively less than that at the mid-depth due to 

saturated soil damping and acceleration spread out 

throughout the soil matrix. Figure 9 presents the 

variation of maximum acceleration with a depth in 

hydrodynamic pressure for all earthquakes. This finding 

seems to be consistent with Su et al. [13]. Earthquake 

frequencies significantly increased in the bottom depth 

and reduction in the top depth near the soil surface. 

 

6. 2. Influence of Settlement and Lateral 
Displacement              In all acceleration history cases, 

the settlement in the hydrodynamic pressure of the 

liquid storage tank was significantly increased 

compared to results of without-hydrodynamic pressure 

influenced by the hydrodynamic pressure onto the tank 

wall that is turned to the tank base applying additional 

forces. As a result, an additional settlement has 

occurred, as is presented in Figure 10. The storage tank 

settlement for the Ali Al-Gharbi earthquake was started 

at 22 seconds and increased as the pore water pressure 

 

 

 
Figure 9. Variation of maximum acceleration with depth for 

El-Centro, Kobe, and Al Al-Gharbi in case of a liquid storage 

tank 
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generated, continued to increase, after 75 seconds, the 

storage tank settlement diminished at 0.063D and 

0.059D (where D is the diameter of the storage tank) in 

case of with and without hydrodynamic pressure, 

respectively. In the El-Centro earthquake, it is observed 

that the storage tank settlement is about 0.025D and 

0.024D in the case of with and without hydrodynamic 

pressure, respectively. The storage tank settlement in 

the Kobe earthquake is 0.091D and 0.08D in case of 

with and without hydrodynamic pressure, respectively; 

which they take place between 8 second and 30 seconds 

of earthquake duration as the generation of excess pore 

water pressure started that showed a noticeable effect of 

liquefaction. 
Figure 11 displays the influence of hydrodynamic 

pressure on the soil settlement for cases of (El-Centro, 

Ali Al-Gharbi, and Kobe), it can be concluded that the 

increment in settlement for hydrodynamic pressure of 

saturated sand in the case of El-Centro is 3.2%, and 

6.2% is the increment in Ali Al-Gharbi. In comparison, 

an increase in Kobe was 13.2% from the case without 

hydrodynamic pressure. Also, it was noticed that the 

effect of hydrodynamic pressure in the Kobe earthquake 

was higher than El-Centro and Ali Al-Gharbi 

acceleration earthquakes . 

In addition, the final displacement in x- and y-

directions was calculated in both cases as illustrated in 

Table 5. It was found that the lateral displacement of 

hydrodynamic pressure in Kobe was increased by 

121%, 11.5% for Ali Al-Gharbi, and 101% for the El-

Centro earthquake in the case of without hydrodynamic 

pressure. The lateral displacement in z-direction for 

three earthquakes of with and without hydrodynamic 

pressure exhibited an increment with 297%, 214%, and 

143% in El-Centro, Kobe, and Ali Al-Gharbi 

earthquakes acceleration, respectively. Also, it was  
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Figure 10. Results of settlement for all cases with 

hydrodynamic pressure and without Hydrodynamic pressure 

 
Figure 11. Variation of maximum settlement in hydrodynamic 

pressure and without hydrodynamic pressure for three 

earthquake histories 

 

 
TABLE 5. Final lateral displacement in the x-direction for 

hydrodynamic pressure and without hydrodynamic pressure in 

three earthquake histories 

Acceleration History El-Centro Kobe Ali Al-Gharbi 

x-displacement 

(hydrodynamic pressure) 
1.05 4.2 2.9 

x-displacement (without 

hydrodynamic pressure) 
0.52 1.9 2.6 

z-displacement 

(hydrodynamic pressure) 
3.3 2.2 2.17 

z-displacement (without 

hydrodynamic pressure) 
0.83 0.7 0.89 

 
 

found that the soil density affects the hydrodynamic 

pressure value, which later influences the displacement 

results. In all soil densities, the settlement and lateral 

displacement in the z-direction increase with an increase 

of the acceleration amplitude and shaking duration. 
 
6. 3. Influence of Excess Pore Pressure              
When the earthquake hits saturated sand, the pore 

pressure was suddenly raised to a high value within a 

short time that disables drainage immediately, no matter 

how high the permeability of sand is. Sand particles 

cannot withstand this increase in pore pressure; hence, 

their contacts are lost, and the shear strength is 

significantly reduced; this is known as a liquefying 

stage. Following that, as it is known, the fluid flows 

across high pressures into low-pressure areas; therefore, 

accumulated pore water pressure flows upward towards 

the low-pressure region at the surface to neutralize the 

fluid pressure; this stage is known as a dissipation stage. 

During this stage, the soil particles are relatively moved 

downward due to the action of shaking to fill the voids 

of the dissipated water and recover strength as the 

contact between particles was re-established; thus, 

densification of sand occurred at the end of the shaking 

duration. In particular, the influences of the relative 

density of the soil have been considered. It controls the 

soil's tendency to contract or dilate upon shear, and 
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therefore the nature of excess pore pressure may 

develop in the soil. In the Ali Al- Gharbi earthquake, the 

initial liquefaction does not occur in both depths; the 

pore water pressure starts to generate rapidly at 22 

seconds of acceleration duration, at both soil layers (top 

and bottom) in the case of hydrodynamic pressure 

(Excess Pore pressure Ratio) EPR reaches to (0.55, and 

0.49), respectively. 
In the same way, EPR reaches (0.55,0.37) at the top 

and bottom soil layer in the case without hydrodynamic 

pressure. In the El-Centro earthquake, pore water 

pressure generation shows no significant liquefaction 

effects on the tested soil and start to initiate after 

approximately 3 seconds, EPR in case of hydrodynamic 

pressure reaches (0.49, 0.39) at the upper and lower of 

the soil layer, respectively; while EPR reaches (0.61, 

0.48) in case of without hydrodynamic pressure at top 

and bottom of soil layer, respectively. In the Kobe 

earthquake, the pore pressure increases sharply after 7 

seconds, and EPR reaches the initial liquefaction at the 

top of the soil layer in both cases of hydrodynamic and 

without hydrodynamic pressure, while EPR reaches 

(0.95, 0.91) at the bottom depth of soil in both cases 

hydrodynamic and without hydrodynamic pressure, 

respectively. The idea of Keefer [13] and Rodriguez et 

al. [14], which is the shaking threshold that is needed to 

produce liquefaction are earthquake acceleration 

magnitude larger than M=5, supports these findings. 

Figure 12 illustrates the difference between the 

maximum (EPR) in the case of hydrodynamic pressure 

and without hydrodynamic pressure in the top and 

bottom states for three earthquake acceleration histories. 

In the case of the Kobe earthquake, liquefaction 

occurred at the top in both cases, and the EPR2 in 

hydrodynamic pressure was increased by 4% without 

hydrodynamic pressure. EPR1 in the Ali Al Gharbi 

earthquake was presented similar results and an 

increment in hydrodynamic pressure with 32% in EPR2 

compared to the case without hydrodynamic pressure. 

On the contrary, the El-Centro earthquake (EPR1) and 

(EPR2) were decreased by (24%) and (23%), 

respectively in the case of hydrodynamic pressure. 

 

 

 

 
(a) 

  
(b) 

 
(c) 

Figure 12. Variation of maximum excess pore pressure ratio 

(EPR) in hydrodynamic pressure and without hydrodynamic 

pressure for (a) El-Centro, (b) Kobe, and (c) Ali Al-Gharbi 

earthquake 

 
 
7. CONCLUSIONS 
 

In this paper, experimental shake table tests consider the 

influence of hydrodynamic pressure performed on 

saturated sandy soil loaded by cylindrical storage tanks 

during three earthquake histories. From the analysis of 

the results, the hydrodynamic pressure was concluded to 

significantly influence the saturated soil settlement and 

increased with (3.2%, 6.2%, and 13.2%) for El-Centro, 

Ali Al Gharbi, and Kobe respectively of without 

hydrodynamic pressure state. A lateral displacement 

was also influenced by the hydrodynamic pressure; in 

the x-direction, the increment in the hydrodynamic 

pressure state’s displacement was (121%, 101%, and 

11.5%) in Kobe, El-Centro, and Ali Al-Gharbi, 

respectively of without hydrodynamic pressure state. 

Likewise, in the hydrodynamic pressure state, the z-

direction displacement was increased, 214%, 297%, and 

143% in Kobe, El-Centro, and Ali Al Gharbi, 

respectively of without a hydrodynamic pressure state. 

Excess pore pressure was monitored and exhibited an 

increment in the Kobe earthquake, the liquefaction 

occurred at the EPR1 in both cases, and the EPR2 in 

hydrodynamic pressure was increased 4% in the case of 

without hydrodynamic pressure. EPR1 in the Ali Al-

Gharbi earthquake is the same in results, and the 

increment in hydrodynamic pressure is 32% in EPR2 

compared to the case without hydrodynamic pressure. 

On the contrary, the hydrodynamic pressure state of El-
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Centro earthquake (EPR1) and (EPR2) were decreased 

by (24%) and (23%), respectively. 
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Persian Abstract 

 چکیده 
. آزمایشات بر روی دو مدل  این مقاله با هدف روشن کردن تأثیر فشار هیدرودینامیکی تولید شده در یک مخزن ذخیره آب بر رفتار شن اشباع شده از آن پشتیبانی می کند

نده ساخته شده که از یک جعبه برشی لایه ای انعطاف پذیر تشکیل شده است ، انجام شد. مدل اول یک مخزن مخزن استوانه ای مخزن آب با استفاده از یک میز تکان ده

کی است. سه تاریخ زلزله  ذخیره آب است که تا حدی پر از آب است و مدل دوم یک مخزن با بار معادل فشار آب برای شبیه سازی مخزن ذخیره آب بدون فشار هیدرودینامی

ب به طور نترو و علی الغربی( بر روی مدل ها برای بررسی دامنه متنوع شتاب اجرا شد. مشخص شد که جهت حل و فصل و جابجایی جانبی در مخزن ذخیره آسا-)کوبه ، ال

در طول دوره آزمایش کنترل شد ، و    است. همچنین ، فشار آب منافذ قابل توجهی افزایش یافته است در مقایسه با بار معادل منجر به مدل دوم در تمام موارد از تاریخ شتاب 

ر هیدرودینامیکی افزایش می  متوجه شدیم که فشار منفذی بیش از حد تحت تأثیر فشار هیدرودینامیکی قرار گرفته است که در مقایسه با نتایج ثبت شده در شرایط عدم فشا

 یابد. 
 

https://doi.org/10.1016/j.engstruct.2011.03.009
https://doi.org/10.1016/j.proeng.2013.01.014
https://doi.org/10.4028/www.scientific.net/AMR.969.320
https://doi.org/10.1016/j.enggeo.2013.09.013
https://doi.org/10.1130/0016-7606(1984)95&amp;amp;lt;406:LCBE&amp;amp;gt;2.0.CO;2
https://doi.org/10.1130/0016-7606(1984)95&amp;amp;lt;406:LCBE&amp;amp;gt;2.0.CO;2
https://doi.org/10.1016/S0267-7261(99)00012-3


IJE TRANSACTIONS B: Applications  Vol. 34, No. 05, (May 2021)   1184-1194 

  
Please cite this article as: A. Zarepor Ashkezari, H. Mosalman Yazdi, Location Allocation of Earthquake Relief Centers in Yazd City Based on 
Whale Optimization Algorithm, International Journal of Engineering, Transactions B: Applications  Vol. 34, No. 05, (2021)   1184-1194 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

Location Allocation of Earthquake Relief Centers in Yazd City Based on Whale 

Optimization Algorithm 
 

A. Zarepor Ashkezaria, H. Mosalman Yazdi*b 
 

a Department of Civil Engineering, Yazd Branch, Islamic Azad University, Yazd, Iran 
b Department of Civil Engineering, Maybod Branch, Islamic Azad University, Maybod, Iran 

 

 

P A P E R  I N F O   

 
 

Paper history: 
Received 14 December 2020 
Received in revised form 31 December 2020 
Accepted 16 February 2021 

 
 

Keywords:  
Disaster Management 
Earthquake 
Heuristic Algorithms 
Relief Center 

Whale Optimization Algorithm 

 
 
 

A B S T R A C T  

 

Despite the fact that many governments try to set rules that guarantee having resistant buildings, there 

are many vulnerable structures in the world. Hence, establishing earthquake relief centers is an important 
issue in order to control the effect of an earthquake. Iran is a country in middle east which is severely 

vulnerable against earthquake. Yazd is a central city in Iran. Since there is no such a study for Yazd city, 

this city is considered in this study.  The parcels' layer of the GIS map of Yazd city has been used as the 
input of the problem. Since the location allocation of relief centers is a problem with huge complexity 

and cannot be solved in polynomial time, Whale Optimization Algorithm (WOA) has been used to solve 

the problem. The Whale Optimization Algorithm or The WOA is a particle based heuristic algorithm 
which is suitable for solving hard problems. The main contributions of the research are modifying WOA 

function for the problem and designing a new method for creating whales. In order to reduce the time of 

reaching to the reasonable solution an innovative whale generating method has been designed. The 
results show that average distance of each parcel from its relief center is 1541 meters and the standard 

deviation of 114. 

doi: 10.5829/ije.2021.34.05b.12 
 

 
1. INTRODUCTION1 
 
In order to mitigate the effects of natural disasters, 

governments and authorities must make plans and 

decisions in advance [1, 2]. Natural disasters, such as 

earthquake and flood, are inherently unpredictable and 

catastrophic. Lack of comprehensive plans along with 

low precautionary measures can have disastrous 

consequences for the region. Some of the serious 

consequences would be loss of properties, death tolls and 

injuries, contagious diseases and homeless people. 

Reducing these harsh events is the main mission in each 

relief and response process [3, 4]. The stronger logistic 

plans you have, the easier you can fulfill these goals [5]. 

In other words, the main part of a rescue mission is its 

logistic plans. At the time of any disaster, the level of our 

success is at the heart of decisions that we have already 

made [6, 7]. Moreover, when there is a detailed plan for 

logistics in advance, it would be easier to coordinate 
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communication and commuting process with the delivery 

of commodities [8, 9]. As a result, we will have a better 

response time. With increasing the speed of delivery, we 

will be closer to our goals in rescue mission [10, 11]. Pre-

locating of the relief centers is one of the most important 

initiatives in order to reduce the delivery time [12, 13]. 

This approach was used in WWII as a military strategy in 

order to increase the possibility of victory and also reduce 

the number of wounded soldiers [14]. The whole point of 

logistic strategy is proper location allocation of relief 

centers. Location of relief centers has a profound effect 

on rescuing process. There are many parcels on the map 

of a region which need to be rescued [15, 16]. If we have 

a closer relief center to each parcel we will deliver the 

food and medicine and other necessities in more 

reasonable time. Out of proportion distance between the 

parcels and the centers would decrease the quality of 

helping process. Helping injured people, delivering food 

and making a shelter for people in need would be 
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accelerated if they are in short distance from the relief 

centers. Therefore, the ultimate vision of the decision 

makers is the relief centers to be in all people's fingertip 

[17, 18]. The size of the region which is affected by a 

natural disaster has direct effect on the complexity of the 

problem. When it comes to a metropolis there are many 

bottlenecks and congested areas on the map which can 

complicate the rescue process. Therefore, big cities with 

huge populations are exposed to more hazards and in 

order to decrease the risk we should have a more accurate 

plan and strategy [19, 20]. 

The logistic strategy in Yazd city in center of Iran has 

been addressed in this paper. This big city, like many 

parts of Iran, is vulnerable to earthquakes and should 

have an accurate plan to mitigate the effects of a possible 

disaster. Finding the best location for each relief center is 

the main goal of this research. Through decreasing the 

distance between centers and parcels and also balancing 

the load of work on each center, this research is aiming 

to present a solution for delivering the best service in 

shortest time for each person in need in Yazd city. 

There is a classic problem named location allocation 

problem or LA which is referred to any kind of problem 

involved in finding suitable locations for bunch of 

entities. It is proved that LA is a NP-hard problem which 

does not have any polynomial solution. In a situation that 

we have a large number of objects, it is almost impossible 

to find the optimum solution in a reasonable time. In 

other words, it is true to say that solving this problem in 

general is not plausible [21, 22]. The most effective way 

to tackle this problem is using optimization methods. In 

this method we try to come up with an algorithm that can 

find a sensible solution which in close enough to the best 

solution to be accepted by the users. Despite the fact that 

these methods cannot find the optimal solution, they are 

useful because of their reasonable execution time. In fact, 

we sacrifice the best answer in order to reach a useful 

solution in a relatively short time [23]. One of the most 

famous optimization methods are particle based 

algorithms. These algorithms try to solve the problem by 

simulation of particle movements which has drawn the 

inspiration from natural phenomena [24, 25]. Recently a 

new particle based algorithm has been designed which 

optimize the problems by inspiration from whale's 

hunting process. This innovative algorithm which is 

called WOA (or Whale Optimization Algorithm) has 

added new characteristics to previous algorithms which 

seems to be promising to solve different types of NP-hard 

problems [26, 27].  

There is no a comprehensive research about Location 

Allocation problem for Yazd city in center of Iran. 

Therefore, in this research a new heuristic algorithm 

based method has been proposed in order to tackle the 

problem. The WOA has been adjusted to solve the LA 

problem in Yazd city of Iran. The proposed method has 

been executed on GIS information of Yazd map in order 

to locate relief centers in the best places. The main aim 

of the paper is finding the best locations for earthquake 

relief centers by redesigning WOA.  
To analyze the algorithm, all parcels are pulled out 

from a GIS map of Yazd city. In proposed algorithm, all 

of the locations in Yazd city could convert to a relief 

center. When we have some pre-defined candidate 

locations, the solution space will become smaller and 

solving the problem would be easier. The WOA has been 

redesigned and tuned to solve the Location Allocation 

problem in Yazd city. The proposed method has some 

parameters which are calibrated by means of a simple 

map. After that, the problem in Yazd city has been solved 

by means of proposed algorithm. 

The rest of the paper is structured as follows. The 

second section reviews previous studies in this problem. 

In the third section, the proposed method has been 

presented completely and all of its phases have been 

clarified. In the fourth section, the proposed algorithm 

has been simulated and assessed thoroughly. In the fifth 

section, there is a summary, conclusion and some 

suggestions for future works.  

 

 

2. PREVIOUS STUDIES 
 

The Location Allocation problem or LA is a general 

problem which is involved in many aspects of human life. 

To some extent, improving the quality of life lays on 

solving different problems which can be boiled down to 

a LA problem. Therefore, in this section some solutions 

for various LA problems have been reviewed. 

 

2. 1. Mathematical Model Approaches               One 

of the most famous and effective approaches to solve the 

location allocation problem is designing a mathematical 

model for the environment which the LA problem is 

supposed to be solved for it. All the parameters and their 

constraints can be embedded in the model. In order to 

reach the solution this model can be solved and optimized 

by different methods. Some of the recent papers which 

used this approach will be reviewed following. 

Rahmani [28] proposed a new method for blood 

supply chain management. Their method is an accurate 

algorithm which tries to reduce the delivery time and 

avoid shortages in blood. The approach is locating blood 

supply centers in appropriate point that causes delivery 

process to be conducted in time. Therefore, the objective 

function is minimizing the distance between blood 

centers and people in need. The algorithm behind the 

model is Lagrangian Relaxation. The results show that 

the cost of the system is in direct proportion with the level 

of demand. Salehi et al. [29] designed another method for 

blood delivery. In this paper authors considered the 

situation of after earthquake. They presented a 

sophisticated model which takes to account some 
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important issues about the blood, such as compatibility 

of the blood group. Two important variables can be 

optimized in this model. First the location of each relief 

center and second the amount of blood which should be 

saved in each center. The simulation results for Tehran 

city prove the effectiveness of the proposed model. Fazli-

Khalaf et al. [30] have presented  a new model for relief 

management. This model has three different objective 

functions. Many involved parts in after earthquake rescue 

mission have been attached to the model. This research 

was aiming to find the best locations for permanent and 

temporary relief centers in order to reduce the delivery 

delay. The simulation results on Tehran city showed the 

positive effects of the proposed model. 

Boonmee et al. [31] solved the LA problem for relief 

facilities before and after a disaster. In order to evaluate 

the method, different conditions have been tested 

(deterministic, stochastic, dynamic, robust). Before the 

disaster, location allocation of shelters and warehouses 

was carried out and after that, location allocation of 

healthcare and distribution centers was focused. The 

proposed method has been tested in all conditions 

through a case study. Mahootchi and Golmohammadi 

[32] designed a stochastic mathematical model which has 

two levels. This model is executed in two phases before 

and after disaster. The location allocation of relief centers 

and assigning each parcel to a single center are conducted 

in the first and second phases, respectively. The level of 

storage in each center and the total amount of goods are 

also specified. The simulation results showed that the 

cost of relief mission and the number of needed centers 

are in the direct proportion to intensity of the earthquake. 

The proposed method was tested on Tehran city in Iran. 

Sebatli et al. [33] proposed a new method which can 

allocate necessary goods to areas in need. Their 

algorithm is based on a mathematical model which has 

two phases. Their aim was reducing the distance and the 

cost of delivering necessary supplies. The Yildirim 

region of Turkey was used in order to evaluate and 

validate the model. Chu et al. [34] proposed an integer 

nonlinear programming in order to optimize the process 

of assigning medical and healthcare teams to each group 

in the rescue mission. Their innovation was taking to 

account the stochastic transition probability of triage 

levels. In order to find a solution, the stochastic Markov 

chain was used. Their main goal was increasing the 

number of wounded which have received emergency 

medical care. The results show that assigning the medical 

teams to the closest and worst affected areas causes more 

lives to be saved.  

 

2. 2. Heuristic Approaches              The papers which 

are reviewed so far were all based on mathematical 

models. There is another approach to address the location 

allocation problem. Since the LA problem is NP-hard 

one, the optimization algorithms which are based on 

heuristic methods are very useful to find a reasonable 

solution in a sensible time. The particle based algorithms 

and the genetic based algorithms are the famous heuristic 

methods which have been widely used to tackle the LA 

problem. Here some of the recent papers with this 

approach will be reviewed. 

Golabi et al. [35] tried to find the optimal location of 

distribution centers in the large-scale disasters. They 

assumed that it was possible there would be a problem to 

reach to the intended points. For optimization phase they 

adjusted three different heuristic algorithms to be applied 

to the model. The GA or genetic algorithm was the first 

one. Another algorithm they used was Simulated 

annealing, and the third one was Memetic algorithm. 

They tested their method through a case study in Tehran. 

In another paper, authors designed a stochastic 

mathematical model in order to minimize the effects of 

natural disasters. Their new algorithm, which was 

designed for pre-disaster time, was capable of finding the 

best location for each center and finding the optimal 

capacity for each center. They also designed an objective 

function in order to minimize the rate of causality. They 

adjusted a particle based algorithm to optimize the 

solution [36]. In another research authors put forward a 

new method which tried to compare the effectiveness of 

the Genetic Algorithm (GA) and Bees Algorithm (BA) in 

location allocation of relief centers and assigning the 

parcels to them. The GIS data was used as the input of 

the algorithm. Then, each algorithm applied to the data 

separately for finding nine center location between the 

candidates and assigning the parcels to them. Before the 

main testing phase the algorithm was calibrated with a 

simple synthetic data. The simulation results indicated 

that the convergence of the BA was gradual to some 

extent, while the behavior GA was step by step. In terms 

of stability both algorithms were acceptable [37]. 

Saeidian et al. proposed a method in which the location 

allocation of relief centers is specified. They used 

Geospatial Information System (GIS), the Technique for 

Order of Preference by Similarity to Ideal Solution 

(TOPSIS) decision model, a simple clustering method 

and the two meta-heuristic algorithms of Particle Swarm 

Optimization (PSO) and Ant Colony Optimization 

(ACO). The authors compared PSO and ACO in different 

conditions. The simulation results indicate the efficiency 

of TOPSIS, the clustering method, and the particle based 

algorithms [38]. In another paper, the capacitated 

location-allocation problem with stochastic demand was 

addressed. They designed a mathematical model to find 

the best locations of the relief centers. A local search 

method was combined with genetic algorithm to tackle 

the problem [39]. In another research, various parameters 

including demand and flow of relief commodities, 

capacity of centers, transportation of injured people, 

capacity of vehicles for commodities and injured people, 

and back up centers were taken into account in different 

https://www.sciencedirect.com/topics/mathematics/stochastic-transition
https://www.sciencedirect.com/topics/mathematics/markov-chain
https://www.sciencedirect.com/topics/mathematics/markov-chain
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/genetic-algorithms
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parts of planning. A real data from Tehran city in Iran 

was used to test the method. The modified multiple-

objective particle swarm optimization (MMOPSO) and 

Non-Dominated Sorting Genetic Algorithm-II (NSGA-

II) were the heuristic algorithms which were adjusted for 

the problem. The simulation results show that the 

MMOPSO has the best effectiveness [40]. 

Ghasemi et al. proposed a robust simulation-

optimization method for planning before the disaster. 

Moreover, the amount of needed goods was one of the 

important parameters in this method. One of the 

stochastic parameters of the model was the demand 

pattern in the problem. Robust optimization approach 

was used to handle uncertainty. The proposed model 

could specify the location of each relief center and its 

parcels. The genetic algorithm has been modified and 

used in order to optimize the solution [41]. 

A multi-level facility location problem (FLP) is 

formulated to find the best number of relief centers and 

their locations in literature [42]. The authors assumed 

that the demand pattern was based on Poisson 

distribution. All demands are satisfied by the closest 

relief center. A hybrid genetic algorithm is developed to 

optimize the proposed model. The effectiveness of the 

proposed method is tested by means of a case study. The 

simulation results show that there was an increase in 

effectiveness of relief centers and also a significant 

decrease in response time [42]. Table 1. summorizes 

some of the most important reviewed papers. 

 

 

3. PROPOSED METHOD 
 

In this article a new method has been proposed based on 

Whale   Optimization   Algorithm   (WOA)   in  order  to 

 

 
TABLE 1. Previos works 

Ref. Problem Method Pros & cons 

[28] 
Blood 

supply 
Math model 

-Reasonable solution 

-Low scalabiity 

[29] 
Blood 

supply 
Math model 

-Low running time 

-Low scalability 

[30] 
Relief 

Management 
Math model 

-Multi objective 

-Complicated model 

[31] 
Location 

Allocation 
Math model 

-Optimal solution 

-Low scalability 

[32] 
Location 

Allocation 
Heuristic 

-Scalable 

-Computational overhead 

[37] 
Location 

Allocation 
Heuristic 

-Using GIS data 

-Computational overhead 

[38] 
Location 

Allocation 
Heuristic 

-Clustering 

-Using GIS data 

[40] 
Relief 

management 
Heuristic 

-Multi objective 

-Using GIS data 

optimize earthquake relief centers' location in Yazd city. 

Since the WOA is suitable for continuous problems, it 

has been adjusted for solving location allocation 

problem. All functions have been designed from scratch. 

Moreover, an innovative method has been proposed to 

speed up the convergence of the evolutionary algorithm. 

In this method first generation of whales is produced in a 

way that is more likely to be near the optimal solution. If 

the first generation whales are close to the best solution, 

the convergence of the algorithm will be faster. Figure 1 

demonstrates the steps of the proposed method. 
According to Figure 1 the input of the algorithm is the 

polygon data, extracted from GIS of Yazd city. At the 

beginning of the algorithm, first random solutions are 

produced. As it mentioned above, first whales creating is 

taken place by an innovative function. After this phase, 

there are some functions to move the whales. After each 

movement, the algorithm must update the fitness values. 

This steps will continue until we reach to exit criteria. 

Reporting optimal solution is the last phase of the 

proposed algorithm. In following, each step of the 

algorithm has been explained in detail. 

 

3. 1. Whales' Structure            Each whale represents a 

random solution for the problem. In other word in each 

solution, location of relief centers in Yazd city can be 

found. Random whales are not optimal but they are 

supposed to be improved by moving functions.  Every 

single whale is shown by an array. The length of the array 

is equal to number of relief centers. Each index of array 

represents a particular relief center and the value inside 

this index demonstrates the location of this relief center. 

Each location is determined by a couple of values (x and 

y). Table 2 shows an example of a whale that includes six 

relief centers. 

 

 

 
Figure 1. Steps in proposed algorithm 
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TABLE 2. A whale with 6 centers (meter) 

Whale Center1 Center2 Center3 Center4 Center5 Center6 

(x , y) (21,45) (83,79) (18,31) (50,65) (13,90) (37,40) 

 

 
3. 2. Creating Whales                 In order to achieve better 

solution and as an aim to speed up the algorithm, initial 

whales are produced by an innovative function. This 

function has been designed in a way that tries to spread 

the first location of centers uniformly. Relief centers 

should be able to serve all parts of the region and this 

service should be fair. So if we spread the centers among 

the region it is more likely to have uniform services, 

however population distribution and more congested 

points of the map should be considered. For achieving 

this goal, a partitioning function has been proposed in 

Algorithm 1. 
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In Algorithm 1 points is an array that contains all 

points of the map. LineNum is a variable that determines 

the number of vertical and horizontal lines to partition the 

map. The number of vertical and horizontal lines are qual. 

pointNum is the number of points between each two lines. 

Length(points) is the number of points in the map. The 

output of the algorithm is an array, which is called lines, 

that contains all vertical and horizontal lines. The map 

could easily be partitioned by means of these lines. The 

partitioned map contains many rectangles that each one 

shows a particular partition of the map. Figure 2 shows 

output of this algorithm for two different maps. 

Comparing these two solutions shows that the proposed 

function not only considers the area of the map but brings 

the distribution of the points to play. In other word this 

algorithm tries to partition the map in a way that each part 

contains roughly equal number of points.  

After partitioning it is time to create whales. In this step, 

for each whale we should select candidate points from 

different rectangles. Selecting candidate points from 

different rectangles helps us to distribute the centers 

among the map and make the random whales close to best 

solution. when number of rectangles are less than number 

of centers it is not a big problem to select multiple points 

from a single rectangle. Anyway, the number of selected 

points should be equal to number of centers. 

 

3. 3. Fitness Function               A new fitness function 

has been designed in order to achieve the best locations 

of relief centers in Yazd city. Two important issues have 

taken into account in calculating fitness value. Since the 

fitness function represents the objectives of the designers, 

this article has concentrated on two different aspects of 

the problem that are important for decision makers. The 

first aspect is they want to reduce the distance between 

centers and point as much as possible. And the second 

aspect is they want centers not to be over loaded. For the 

first goal, average distance between centers and points 

has been considered. The fitness function tries to reduce 

this value. For the second goal a penalty function has 

been designed. In the penalty function, finding a center 

that is responsible for more than average induces a 

negative effect on fitness value. Equation (1) shows the 

penalty function. The total penalty for a whale is equal 

the sum of the center penalties in the whale. 

(1) 
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Equation (2) shows the fitness function. The penalty 

value is in the denominator in order to have negative 

effect  on  the  fitness  value.  The  fitness  function  

creates  a  value  that  represents  the  closeness  of  centers 

to the points and balancing of the centers' load 

simultaneously.  

(2) 




=

==
k

j

j

n

i

ii

centerpenalty

centerarceldistance(p

whalefitness

1

1

)(

),

)(

 

 

 

 
a. Even map 

 
b. Uneven map 

Figure 2. Partitioning example (meter) 
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3. 4. Move Functions             The WOA has two functions 

to move the whales. These functions are Shrinking and 

Spiral respectively. Classic move functions of WOA are 

not useful in this problem, hence they should be redefined 

to meet constraints of the problem. Both of move 

functions use a particular concept which is called 

Distance. Distance value shows the difference between 

two given whale. In this article Distance of two whales is 

in the form of an array that contains the distance between 

nearest centers in two whales. Therefore, the length of 

Distance array is equal to Whale array. In following the 

detail of each move function has been presented. 

 

3. 4. 1. Spiral            The Spiral function tries to go toward 

the best answer (prey) through a spiral path. In other word 

in this function each whale tries to go near the best whale 

conservatively. So the whale spirals around the prey and 

approaching it. Figure 3 illustrates the rotation angle and 

moving toward the best answer. W wants to spiral around 

the Best. The rotation angle is 2𝜋𝑙 where 𝑙 is a random 

value in [−1 + 1]. The imaginary line between W and 

Best must be calculated by Distance function. 

Algorithm 2 shows the details of Spiral. The direction 

of rotation is clockwise. The inputs of the function are W 

and Best. W is the whale that is supposed to be spiraled 

and Best is the prey location (best answer). 
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3. 4. 2. Shrinking            The second move function is 

Shrinking. In Shrinking a random whale moves directly 

toward the prey (best answer). In this function, there is 

not any rotation, so in comparison with Spiral, the whales 

go faster toward the prey. Algorithm 3 shows the pseudo 

code of the Shrinking. The inputs of the function are W 

and Best. W is a random whale and Best is the prey. 

 

 
Figure 3. An example of Spiral 
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3. 4. 3. Search                 Apart from Shrinking and Spiral 

there is another useful function in proposed method 

which is called Search. The search function consist of 

three different functions. One of them is shrinking 

function that is used with different parameters. Instead of 

moving a whale toward the best, here, the shrinking 

function tries to move a whale toward another whale 

which is selected randomly. Join and random walk are 

two another function that are used in the search. These 

two functions in some extent act like crossover and 

mutation operators in Genetic Algorithm. All in all, the 

search function is used for exploring problem space. 

Algorithm 4 shows the pseudo code of this function. 

 

3. 5. Contributions         Given the details of the 

proposed method which has been explained in this 

section, the following contributions can be considered as 

the novelties of this work: 

- Using the WOA for the first time to solve the LA 

problem in Yazd city.  

- Modifying the WOA functions in order to solve a 

discrete problem. 

- Introducing an innovative Whale generating 

algorithm which can improve the method's efficiency. 
 

 
4. EXPERIMENTAL RESULTS 
 

After presenting the proposed method, it is time to 

implement and evaluate it. In order to analyze the effect 

of the algorithm on the Yazd maps, it has been 

implemented in Matlab software. The first step is 

calculating best parameters for the method and after that 

we can use the algorithm for solving the problem in Yazd 

city maps. 
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4. 1. Best Parameters of the Algorithm               The 

proposed method has some parameters which determine 

its performance. In order to achieve better solutions, 

these parameters have to be calculated. Using a simple 

regular map is the best way to calculate these parameters. 

Since the optimal solution of this map is predefined, the 

effect of various parameters could easily be assessed. The 

number of whales and the number of movements are the 

parameters that must be calculated.  

The outputs of the proposed method with different 

parameters have been listed in Table 3. According to the 

results it could be easily understood that the best 

parameters is the row number nine. So in the next 

sections all of the results are based on 40 whales and 100 

movements. the pattern of parcel assignment has been 

shown in Figure 4 which is completely sensible and true. 

To be more specific, the proposed method has been 

applied to a uniform map. The optimal parameters have 

been used to solve the problem. This hypothetical map 

has 2000 parcels which are distributed on the map 

uniformly. It is supposed to have six relief centers on the 

map. The size of the map is 2000 in 2000. The map has 

been shown in Figure 5. 

In such a map, the sensible solution should be an 

assignment where number of parcels are equal in all 

centers. Figure 6 demonstrates the assignment pattern of 

the solution. As it could be seen the distance between 

centers are almost equal. The number of parcels for each 

center is roughly equal 330. Given the fact that the map 

has 2000 parcels and six centers, 330 parcel for each 

center is satisfactory (2000/6=333.33). In this problem, it 

has been assumed that relief centers can be located in 

each place of the map. If we have the limitation of 

locating centers just in pre-specified locations, there will 

no problem for the algorithm because we only have the 

problem space smaller, in other word, solving the 

problem will be easier. 

 

4. 2. Yazd City            In this section the proposed method 

has been applied to parcels of Yazd city in order to 

achieve the best locations of relief centers in the city. In 

this city there are roughly 8500 parcels. The parcels have 

been extracted from parcel layer of GIS maps. The GIS 

maps of the city has been acquired from the Ministry of 

Roads and Urban Development. According to optimal 

parameters,  the  algorithm  has  been  executed  with  40 
 

 

TABLE 3. Results of the proposed method with different parameters (meter) 

Row# Whale# Move# Center1 Center2 Center3 Center4 Fitness Time(minute) 

1 20 60 512 580 669 739 21 2.5 

2 20 80 643 599 572 686 19.5 4 

3 20 100 602 535 711 652 19 5 

4 30 60 699 605 614 582 19 6 

5 30 80 615 641 610 634 18 7 

6 30 100 637 620 618 625 16.5 8 

7 40 60 621 625 630 624 16 5.5 

8 40 80 621 625 630 624 16 7 

9 40 100 625 625 625 625 12 9.5 

 

 

 
Figure 4. Optimal solution (meter) 

 
Figure 5. Sample map with 2000 parcels (meter) 
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Figure 6. Location of relief centers on the map (meter) 

 

 

whales and 100 movements. Figure 7 shows the results 

for Yazd city. In order to eliminate the mantissa, the 

numbers of the chart are 10000 times bigger than the real 

map. Figure 8 shows the process of optimization. The X 

axis shows the round of execution and the Y axis shows 

the fitness value. 
 

4. 3. Effectiveness of Whale Creating Method             
In this article a new method has been proposed in order 

to  create   effective   whales   at   the   beginning   of   the 

 
 

 
Figure 7. Location of relief centers in Yazd (meter*10000) 

 

 

 
Figure 8. Optimization process for Yazd 

algorithm (section 3.2). The effectiveness of this 

algorithm has been analyzed in this section. For 

analyzing this method, map of Yazd city has been used. 

The best solutions, with and without whale creating 

method, have been compared. Three important metrics 

can indicate the effectiveness of the method. The first 

metric is convergence speed which should be shown with 

a chart. The second metric is average distance that shows 

the average distance between each parcel and its center. 

Finally, the third metric is standard deviation which 

shows that each parcel how fair could be rescued. Figure 

9, demonstrates the optimization of objective function. 

The red line in Figure 8 shows the execution of the 

algorithm with random whales and blue line shows it with 

whales which created with proposed method. The speed 

of convergence and the final value in blue line in better 

than red line. Better solution in blue line is because of 

having better whales at the beginning of the algorithm. In 

fact, when we use the innovative whale generating 

method, due to having better whales at the begging of the 

algorithm, the final solution is slightly more optimized. 

Table 4 shows the value of average distance and 

standard deviation for two executions. The first line 

shows the results for random whales and the second line 

shows them for whales which created by proposed 

method. The results show that by using whale creating 

method, both of metrics have more optimal values. 

 

4. 4. Stability of the Proposed Algorithm          The 

proposed algorithm tries to solve the problem by means 

of  whale  optimization  algorithm.   WOA  is  a  kind  of 

 

 

 
Figure 9. Effect of whale creating method 

 

 
TABLE 4. Value of average distance and standard deviation for 

two executions 

Whale creating 

method 
Avg_dis (meter) 

Standard 

Deviation 

random 1590 155 

proposed 1541 114 
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algorithm that solves problem heuristically. These kind 

of algorithms produce a different solution in each 

execution. Hence, the proposed method should be 

analyzed in terms of stability. In order to assess the 

stability of the algorithm it has been executed 35 times 

for Yazd city. The results show that the average distance 

is equal 1580 and the standard deviation is 20, whereas 

the best solution is 1541. For better assessment, the 

proposed algorithm has been applied to a hypothetical 

map as well. The results for 35 execution show that the 

average distance is equal 933 and the standard deviation 

is 13, whereas the best solution is 918. For both maps the 

results are satisfactory. Figure 10 shows the details of the 

results. Figure 10(a) is for Yazd city and Figure 10(b) is 

for hypothetical map. 

 

 

 
a. Yazd city 

 
b. Hypothetical map 

Figure 10. Stability of the proposed method (by 35 

executions) 
 
 

5. CONCLUSION 
 

In this paper, a new algorithm has been proposed in order 

to find the best locations for earthquake relief centres in 

Yazd city. The Whale optimization algorithm or WOA 

has been modified for using in this problem. Redesigning 

functions of WOA by means of some innovative concepts 

is one of the most important contributions in this article. 

Another contribution is introducing a new method for 

creating better whales at the beginning of the algorithm.  

By means of better whales the algorithm could be 

converged faster and produce better solutions. Some 

hypothetical maps have been used to calculate the best 

parameters of the algorithm. Moreover, results of the 

problem for Yazd city has been reported thoroughly. The 

best average distance for each relief centre is 1541m and 

the standard deviation is 114. After evaluating the 

stability of the algorithm it can be understood that the 

results of the algorithm are reliable. For future works, 

parameters like vulnerability of the buildings in Yazd 

city, Level of relief centres can be considered in 

designing algorithm. 
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Persian Abstract 

 چکیده 
  ر پذی¬بیوجود دارد که در برابر زلزله آس  یادیز  های ¬همچنان ساختمان  کنند؛ ¬می  وضع   ها ¬استحکام ساختمان  ن یتضم  یرا برا  ای¬رانهی سختگ  نیها قواندولت   نکهی رغم ایعل

در برابر زلزله دارد. شهر   یادیز  یرپذی¬بیاست که آس  انهیخاورم  یاز کشورها  یکی  رانیاست. ا  یضرور  اریمراکز امداد زلزله جهت کنترل اثرات آن بس  جادیا  رو  نیاست. ازا

  ی پارسل از نقشه ج  هیقرار گرفته است. لا  یمورد بررس   ق یتحق  نی در ا  شهر یزد وجود ندارد، این شهر   . از آنجایی که چنین تحقیقی برای قرار گرفته است  ران یدر مرکز ا  زدی

از    ست؛ یقابل حل ن   ای¬بوده و در زمان چندجمله  دهیچیمساله پ  کیمراکز زلزله    ی ابی¬که مکان   یی مساله در نظر گرفته شده است. از آنجا  یبعنوان ورود  زد یاس شهر    یآ

در حل مسائل سخت    یادیبر ذره است که کاربرد ز   ی روش مبتن  کینهنگ    سازی¬نهی به  تمیحل مساله استفاده شده است. الگور   ی نهنگ برا  سازی ¬نهیبه  ی اکتشاف  تمیالگور

تر به جواب  جهت رسیدن سریع نهنگ است. جادی ا یبرا یدیروش جد یمعرف نیو همچن یابی¬استفاده در مساله مکان یتوابع نهنگ برا میمقاله تنظ نیا یاصل یدارد. نوآور

متر و انحراف از    1850مرکز    نیکتریفاصله هر ذره تا نزد   نیانگیکه م  دهد¬ینشان م  تمیالگور  جینتا  یبررس  منطقی یک روش مبتکرانه برای تولید نهنگ طراحی شده است.

 است.  20برابر  زیمختلف ن  یاجراها اریمع 
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A B S T R A C T  

 

The purpose of this study was to introduce a proposed method to retrofit RC beams. For this purpose 
self-compacting concrete containing aluminium oxide nanoparticles (ANPs) and silica fume (SF) was 

used in RC jackets. The laboratory experiment and numerical simulation were used to investigate the 

behavior of the beams. The experimental variables were included the amount of ANPs used in the jackets 
(0 and 2.5% by weight of cement) and the surface interaction between beam and jacket (75% and 100% 

of the side and bottom surfaces of the beam). Five RC beams with a length of 1.4 m and the same 

dimensions were made and subjected to four-point loading. After completing the laboratory steps, RC 
beams were simulated according to laboratory conditions using the finite element method and ABAQUS 

software. After verifying the used method, parametric analysis was performed and parameters such as 

beam span length (1.5, 3, 4.5 m), concrete jacket thickness (4, 8, and 12 cm), and the diameter of the 
bars used in the jacket (8, 10 and 12 mm) were examined. The results showed that the use of RC jackets 

containing ANPs, depending on the jacket thickness, the diameter of the bars used in the jacket, and the 

length of the beam span increased the beams flexural strength by 155 to 447%. It was observed that the 
crushing of concrete without nanoparticles compared to concrete contain nanoparticles is more severe 

because nanoparticles affected the concrete matrix and reduced its crushing in RC jackets. 

doi: 10.5829/ije.2021.34.05b.13 
 

 
1. INTRODUCTION1 
 
In recent years, following the deterioration of building 

structures and the need for retrofitting structures to 

satisfy the strict design requirements, much emphasis has 

been placed on repairing buildings [1–3]. One of the 

methods that can prevent the loss of materials as much as 

possible and reduce construction debris is retrofitting of 

buildings [4–6]. Increasing the strength of the structure is 

very important during the retrofitting because this will 

increase the useful life of the structure and residents will 

feel more secure [7–9]. Various studies have been 

conducted on retrofitting of RC beams. Sangi et al. [10] 

made 35 self-compacting concrete beams and retrofitted 

them with CFRP sheets in the tensile zone (bottom 

surface of the beam). Also, numerical simulation was 

used to investigate the fracture mode and cracks 

distribution in the samples. It was indicated that the 

retrofitted beam with CFRP angle 0° has more capacity 

 

*Corresponding Author Email: Sayari_arash@yahoo.com (A. Sayari) 

in comparison to other specimens [10]. Shadmand et al. 

[11] introduced a proposed method for retrofitting RC 

beams in which steel-concrete composite jackets 

containing steel fibers were used. For this purpose, 75% 

of the peripheral surface of RC beams was initially 

reinforced using steel plates and bolts. Then steel fiber 

reinforced concrete was used between the steel plates and 

the perimeter of the beam. The results showed that steel 

fiber-reinforced composite jackets delay the formation of 

the first crack in the concrete and the energy absorption 

capacity of the beams increased by 89 to 129% depending 

on the amount of steel fiber [11]. Rahmani et al. [12] 

investigated the response of retrofitted RC beams with 

RC jackets containing steel fiber. For this purpose, 25 RC 

beams with different concrete jackets were made and 

their bearing capacity was evaluated. The result showed 

that the use of RC jacket containing steel fiber can 

increase the bearing capacity of the beams by about 7.4 

times in compare to the control beam [12]. 
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On the other hand, nanotechnology development in 

engineering sciences has been studied by other 

researchers [13, 14]. The disadvantages of increasing 

cement production have led to use of nanoparticles in 

concrete. Nanoparticles can improve the concrete 

properties and reduce cement consumption in different 

countries [15–17]. The nanoparticles are usually used in 

concrete in powder form or distributed in solution [18–

20]. The most important used nanoparticles are titanium 

nanoparticles (TiO2), aluminium nanoparticles (Al2O3), 

silica nanoparticles (SiO2), iron nanoparticles (Fe2O3), 

and clay nanoparticles (Nano-Clay) [21–23]. Among the 

mentioned particles, aluminum oxide nanoparticles 

(ANPs) are one of the important ceramic materials that 

have various applications in various fields [24–26]. Li et 

al. [27] investigated the effect of ANPs in cement mortar. 

The results showed that by adding 5% ANPs, the 

concrete elasticity modulus increased by 143% [27]. 

Oltulu and Sahin [28] investigated the effect of Nano 

silica, ANPs, and iron oxide nanoparticles separately and 

in combination with fly ash and silica fume. The results 

showed that the best performance in terms of 

compressive strength and permeability was obtained in 

the presence of 1.25% ANPs [10]. Behfarnia and Salemi 

[29] investigated the effects of nano silica particles and 

ANPs on the resistance of ordinary concrete to freezing. 

The results showed that the freezing resistance of 

concrete containing nanoparticles is significantly 

improved due to the dense structural creation [29]. Ismael 

et al. [30] investigated the effect of nano silica and ANPs 

additives on the adhesion between steel and concrete. 

The results indicated that nanoparticles increased the 

adhesion between steel and concrete [30]. Niewiadomski 

et al. [31] investigated the properties of self-compacted 

concrete (SCC)  modified with nanoparticles. The results 

showed that the fluidity of concrete decreases with 

increasing amounts of ANPs and silica nanoparticles. 

Also, the hardness values and elasticity modulus of the 

samples containing nanoparticles were higher compared 

to the samples without nanoparticles [31]. Ghazanlou et 

al. [32] investigated the mechanical properties of 

cementations composites containing iron nano oxide. 

Cement paste samples were tested with 0.2% iron nano 

oxide.  The results indicated that the use of nanoparticles 

can increase the tensile strength, flexural strength, and 

compressive strength of specimens by about 15-19%, 17-

25%, and 23-32%, respectively [32]. Heidarzad 

Moghaddam et al. [33] investigated the effects of ANPs 

on the mechanical and durability properties of fiber SCC. 

The results showed that the combined use of 2% ANPs 

and 1% glass fibers increased the compressive and tensile 

strengths of SCCs by 59 and 119.2%, respectively [33]. 

Zeinolabedini et al. [34] investigated ultra–high–

performance concrete containing polypropylene fibers 

and aluminum oxide, nano-lime, and nanosilica. The 

results showed that the effect of increasing the amount of 

cement on increasing the flexural strength is much less 

than increasing the amount of nanomaterials [34]. 

Muzenski et al. [35] investigated the properties of 

concrete containing fiber and aluminum oxide 

nanofibers. The results showed that the combined use of 

aluminum oxide nanoparticles and fibers can be a good 

option to improve compressive strength [35]. 

As mentioned, studies about retrofitting of RC 

structural elements show that concrete jackets and FRP 

sheets are the common methods that have been used. 

Although the FRP method can increase the bearing 

capacity of the beams, the separation of FRP sheets from 

concrete surfaces, the weakness against fire, and its 

different properties from concrete are among the 

disadvantages that can affect its performance. On the 

other hand, the concrete used in ordinary RC jackets is 

weak against tensile stresses and the performance role of 

the jackets can be improved by using various additives. 

One of these additives is ANPs. The adhesion between 

the steel rebars and the used binder in the RC jacket can 

play a very important role. Studies about the use of ANPs 

in the concrete show that the use of these materials in 

concrete increase the adhesion between concrete and 

rebar, so due to the relatively limited space between the 

formwork and the old concrete, the use of nanoparticles 

increase the adhesion between the rebars in the jackets 

and the surrounding concrete compared to ordinary 

concrete, and thus the bearing capacity of the RC beam 

will be higher. ANPs can also improve the heat resistance 

of concrete due to fire. These materials also affect the 

durability properties of concrete. Considering the 

advantages of ANPs in concrete, in the present study, 

ANPs were used in the concrete jacket to retrofit of RC 

beam. The study was conducted in two parts: laboratory 

and software simulation. Improving the performance and 

increasing the bearing capacity of RC beams using 

reinforced self-compacting concrete jackets containing 

ANPs are among the objectives of the present study. 

Thus, according to the characteristics of nanoparticles, in 

addition to increasing the energy absorption capacity of 

RC beams, the use of nanoparticles is effective in 

reducing the consumption of natural resources and raw 

materials used in cement production. Also, self-

compacting of the concrete used in concrete jackets is 

another case that causes concrete to be poured completely 

into the space between the rebars. 

 

 

2. STUDY PROCESS 
 
Studies were performed in two stages: laboratory and 

software simulation. In the laboratory part, concrete 

specimens containing ANPs and SF were made for 

different percentages, and tests such as slump flow, T50, 

V-funnel, L-box, compressive strength, splitting tensile 

strength, and water absorption were performed and the 
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most optimal mixture design selected. Fresh concrete 

tests were performed to check the self-compaction 

properties of the concrete specimens. Rheological, 

durability, and mechanical properties were investigated 

in a study conducted by the authors [36]. The mixture 

design and results of the mentioned study are presented 

in Tables 1 and 2, receptively. Fresh concrete tests were 

performed according to EFNARC [37] and compressive 

and splitting tensile strengths, and water absorption tests 

were performed according to ASTM C39 [38], ASTM 

C496 [39], and ASTM C642-13 [40], respectively. After 

reviewing the results related to determining the 

mechanical and rheological properties of concretes 

containing ANPs and SF, five RC beams with the same 

dimensions and specifications steel reinforcement were 

made and subjected to four-point loading in the center of 

the span in conditions with and without retrofitting. The 

bearing capacity, mid-span deflection, and energy 

absorption capacity were determined. The studied beams 

had hinged support and in the state without retrofitting 

and retrofitted with two different arrangements of the 

concrete jacket after 28 days were subjected to 4-point 

loading. The concrete used in the jacket was once 

conventional and once retrofitted with concrete 

containing ANPs. After completing the laboratory steps, 

retrofitted concrete beams with a concrete jacket 

containing ANPs were simulated using the finite element 

method (FEM) and ABAQUS software [41] and were 

subjected to loading according to laboratory conditions, 

and load-deflection curves were determined. After 

ensuring the accuracy of the simulation method, which 

was performed using laboratory studies, the behavior of 

RC  beams  retrofitted   with   the   proposed   jacket  was 

 

evaluated by numerical simulation and variables such as 

beam span length, the jacket thickness, and the diameter 

of the reinforcement bars used in the jacket were 

examined. 
 

 

3. LABORATORY PROGRAM 
 

3. 1. Materials             Materials include coarse aggregates, 

fine aggregates, cement, water, ANPs, SF, and 

superplasticizers.  River  sand  and  crushed  gravel were 
 

 

TABLE 1. Mix design (kg/m3) [36] 

SP NP G S SF W C Mix 

2.76 0 920 960 35 168 350 NA0 

2.86 0.875 920 960 35 168 314.125 NA0.25 

2.93 1.75 920 960 35 168 313.25 NA0.50 

3.03 2.625 920 960 35 168 312.375 NA0.75 

3.35 3.5 920 960 35 168 311.5 NA1 

3.46 4.375 920 960 35 168 310.625 NA1.25 

3.89 5.25 920 960 35 168 309.75 NA1.50 

4.03 6.125 920 960 35 168 308.875 NA1.75 

4.12 7 920 960 35 168 308 NA2 

4.45 7.875 920 960 35 168 307.125 NA2.25 

4.89 8.75 920 960 35 168 306.25 NA2.50 

4.92 9.625 920 960 35 168 375.305 NA2.75 

4.65 10.5 920 960 35 168 304.5 NA3 

C: Cement    W: Water                   SF: Silica fume           S: Sand 
G: Gravel     NP: Nanoparticles     SP: Superplasticizer 

 

 

TABLE 2. Results of slump flow, T50, V-funnel, L-box, compressive strength, splitting tensile strength, and water absorption [36] 

Mix 

Slump 

flow 

(mm) 

T50 

(s) 

V-

funnel 

(s) 

L-Box 

(H2/H1) 

Compressive strength 

(MPa) 

Splitting tensile strength 

(MPa) 

Water 

absorption (%) 

Days Days Days 

7 28 90 7 28 90 28 

NA0 749 2.41 6.3 0.97 21.12 26.1 29.31 2.78 2.9 3.6 5.73 

NA0.25 746 2.67 6.4 0.94 22.33 28.12 30.92 2.86 2.95 3.79 5.61 

NA0.50 737 2.77 6.9 0.91 24.24 33.22 34.11 2.89 3.31 3.85 5.41 

NA0.75 733 2.89 7.4 0.88 25.11 35.11 37.11 2.9 3.34 3.92 5.35 

NA1 721 3.53 7.7 0.86 26.14 36.21 39.22 2.91 3.41 3.95 5.15 

NA1.25 701 3.57 8.3 0.86 26.32 40.12 43.13 2.92 3.41 3.98 4.81 

NA1.50 691 3.78 9.19 0.85 27.22 45.11 46.21 2.98 3.43 4.11 4.41 

NA1.75 687 4.41 7.971 0.85 28.13 46.21 48.12 3.19 3.86 4.33 3.76 

NA2 684 4.51 10.41 0.84 29.22 47.12 50.12 3.39 4.29 5.04 3.12 

NA2.25 671 4.57 10.49 0.83 29.91 48.13 51.23 3.41 4.3 5.05 2.85 

NA2.50 665 4.59 11.12 0.83 30.91 49.14 54.34 3.6 4.5 5.31 2.83 

NA2.75 665 4.68 11.37 0.82 30.12 48.22 53.11 3.5 4.41 5.27 2.79 

NA3 663 4.91 11.82 0.82 30.01 47.34 52.12 3.4 4.4 5.21 2.77 



A. Faez et al. / IJE TRANSACTIONS B: Applications   Vol. 34, No. 05, (May 2021)   1195-1212                                           1198 

 

used. The density of sand and gravel were  2600 and 2650 

kg/m3, respectively. Sand and gravel grading were 

conducted according to ASTM C33/C33M-18 [42]. 

Cement type II was used. The water used in this study is 

drinking water.  ANPs is one of the chemical compounds 

with the chemical formula Al2O3, which has various 

brands such as alumina, corundum, etc. This material has 

a very high melting temperature about 2054 degrees 

Celsius and is very stable chemically. This property 

allows this material to be used in applications that need 

high temperatures. Hardness, strength, and abrasion 

resistance of ANPs are the highest among oxides. The 

ANPs used in this research have a small size and high 

activity, in powder form and almost spherical. These 

nanoparticles have a specific surface area of 138 m2/g and 

a density of 3890 kg/m3 and an average particle size of 

20 nm. Also. they are white. The compounds of the used 

ANPs are presented in literature [36]. The SF is produced 

by Iran Ferrosilicon factory with a specific weight of 

2200 kg/m3 and a blaine of 20.2 g/m2, which is added 

with a dry form to the concrete mix in the amount of 10% 

by weight of cement. The SF and cement chemical 

properties are presented in literature [36]. The brand of 

superplasticizer used is "Zhikaplast" and its specific 

gravity is 1.10 g/cm3. Concrete was made using a 

concrete mixer. First, the coarse aggregates and fine 

aggregates were mixed in a concrete mixer, half of the 

mixing water was added and the mixing was continued. 

At this stage, cement, SF, and 10% water were added to 

the mixture, and mixing was continued in a concrete 

mixer. Finally, ANPs and then residual water were 

added. After mixing, the superplasticizer was gradually 

to visually feel the fresh self-compacting concrete has 

achieved the necessary efficiency and homogeneity. 

 

3. 2. Retrofitting of RC Beams using SCC Jacket 
Containing ANPs and SF           After examining the 

rheological and mechanical properties of concretes 

containing ANPs and SF, it was concluded that the 

concrete specimen containing 2.5% ANPs and 10% SF 

has a better performance compared to other specimens 

according to tensile and compressive strengths.  

The increase in compressive and tensile strengths of 

NA2.5 compared to the control sample was 88% and 

55%, respectively. Also, in terms of workability, the 

mentioned sample has met all the criteria related to SCCs. 

Therefore, it was selected as the most optimal mixture 

design and used in the concrete jackets. The beams had 

hinged support. Two different arrangements were 

considered for the proposed jacket. A four-point bending 

test was used for beam specimens. Mid-span deflection 

and the corresponding load were recorded. Concretes 

containing ANPs and without ANPs were used in the 

jackets in different cases. The geometric characteristics 

and reinforcement bars details of the beams are present 

in Figure 1. 

 
Figure 1. Geometric specifications and steel reinforcement 

details of the investigated beams 

 

 

The beam's span length is 120 cm. The schematic 

arrangement of the investigated jackets is shown in 

Figure 2. Three sides of the beam were retrofitted due to 

the typical floor-to-beam connection. The proposed 

jacket was once placed on 75% of the perimeter and 

bottom of the beams and once again on 100% perimeter 

and bottom of beams. A beam was also constructed as a 

control beam to evaluate the effectiveness of the 

proposed method. The tested beams are presented in 

Table 3. According to Figure 2, the thickness of the 

concrete jacket (tj) at the sides and bottom of the beam 

was considered 4 cm. The diameter of the reinforcement 

bars and the distances between them were considered 10 

mm and 50 mm, receptively. The selection of studied 

beams dimensions and geometric characteristics has been 

done according to similar studies in which the beams 

retrofitting have been evaluated. Beam stirrups were 

made with a stirrup machine. To make and install 

concrete jacket, voids were made on the beams at 

intervals of about 20 cm from each other. After removing 

the dust inside the voids, L-shaped reinforcement bars 

were placed inside the voids and attached to the beam 

surfaces using epoxy glue. After that, the reinforcement 

bar mesh of the jacket was connected to L-shaped 

reinforcement bar using wire. The jacket reinforcement 

bar mesh consisted of 10 mm diameter reinforcement bar 

spaced approximately 5 cm apart. The construction 

stages of retrofitted beams are shown in Figure 3.  

A fully automatic flexural jack with a load capacity 

of  2000  kN was used to apply loads to the beams.  This 

 
 

 
Figure 2. The arrangement of the investigated jackets 
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TABLE 3. Introducing the tested beams 

Description 
Additives used 

in jacket 
Name No. 

Control beam - CB 1 

75% of the perimeter surface 

and the lower part of the beam 
SF R75 2 

100 % of the perimeter surface 

and the lower part of the beam 
SF R100 3 

75% of the perimeter surface 

and the lower part of the beam 
ANPs and SF R75N 4 

100 % of the perimeter surface 

and the lower part of the beam 
ANPs and SF R100N 5 

 
 

jack is capable of recording displacement up to 50 mm. 

The support distance from center to center was 

considered 130 cm and the distance between the two 

loading jaws was set at 20 cm. Loading the sample is 

shown in Figure 4. A displacement gauge with an 

accuracy of 0.01 mm was placed in the middle point of 

the beam to record the deformation of the mid-span at the 

same time as applying the load. The laboratory output 

diagram results show the force applied values to the beam 

versus the displacement values in the middle of the span. 

LVDT was used in the testing process, and this sensor is 

located just below the mid-span of the beam. 

 
 

 
Figure 3. Steps of making and installing concrete jackets a: 

Making the steel reinforcement rebar b: Placing the steel 

rebar mesh on the beam c: Creating cavities on the surfaces 

of the main beams D: Installing L-shaped rebars using epoxy 

adhesive inside the cavities e: Concreting of jackets f: beam 

after concreting 
 

 

  
Figure 4. Four-point bending flexural test 

4. EXPERIMENTAL RESULTS OF RETROFITTED 
BEAMS 
 
Interpretation of the beams results in the conditions with 

and without retrofitting was performed by examining the 

crack distribution and load-deflection diagrams. Crack, 

yield, and maximum loads as well as their corresponding 

deflection are considered as criteria to study the behavior 

of the beams. The load corresponding to the first crack is 

called the crack load and the displacement created in this 

case is called the crack deflection. The yield load is also 

called the load at which the steel reinforcement bars yield 

and the corresponding deflection is called the yield 

deflection. Also, the peak load is the maximum load that 

the beam can withstand. The deflection corresponding to 

the ultimate load is also defined as the ultimate 

deflection. According to the study conducted by Hosen et 

al. [43], the load-deflection curve of RC beams is divided 

into three distinct linear areas. The first stage is before 

the concrete cracks. The second stage is the cracking 

stage. The beam behavior at this stage is inelastic due to 

the creation of cracks in the cross-section and the crack 

expands on the peripheral surface of the beam with 

increasing load. The third stage is the post-cracking 

stage. At this stage, the concrete part is completely 

cracked and the steel reinforcement bars enter this stage 

with their strain hardness and participate in withstanding 

the loads.  

The load-deflection curves are shown in Figure 5. 

Also, the failure and crack distribution of the beams at 

the end of loading are shown in Figure 6. In the CB beam, 

the first cracks were formed in the tensile region and 

central areas of the beam. As the load increased, the 

cracks extended to the beam center (near to the neutral 

axis) and finally, the beam failed. In the CB beam, the 

first crack was created in a load corresponding to 39 kN 

and the corresponding deflection was equal to 0.32 mm. 

The yield load and corresponding deflection are 99 kN 

and 2.4 mm, receptively.  

Also, the maximum bearing load and corresponding 

deflection are 114 kN and 3.4 mm, receptively. The beam 

 

 

 
Figure 5. Comparison of the load-deflection curves 

(Laboratory study) 
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a 

 
b 

 
c 

 
d 

 
e 

Figure 6. Beams failure and cracks distribute a: CB b: R75 

c: R100 d: R75N e: R100N 

 

 

ultimate displacement is 7.6 mm. In R75 beam, the crack 

load and crack deflection are 76 kN and 0.39 mm, 

respectively. The yield deflection and load are 1.21 mm 

and 205 kN, respectively. The maximum bearing load 

and the corresponding deflection are 229 kN and 1.87 

mm,  respectively. Also, the ultimate deflection of the 

beam is 7.65 mm. In R100 beam the load and crack 

deflection are equal to 81 kN and 0.32 mm, respectively. 

The yield deflection and load are 1.19 mm and 212 kN, 

respectively. 

The beam maximum bearing load and corresponding 

deflection are 244 kN and 2.42 mm. Also, the beam 

ultimate deflection is 7.66 mm. In the R75N beam, load 

and crack deflection are 84 kN and 0.3 mm, respectively. 

Yield and load-deflection are 1.47 mm and 261 kN, 

respectively. The beam maximum bearing load and 

corresponding deflection are 277 kN and 2.19 mm, 

respectively. The beam ultimate deflection is 7.07 mm. 

In R100N beam, the crack load and displacement are 96 

kN and 0.29 mm, respectively, and the yield load and 

deflection are 273 kN and 1.47 mm, respectively. The 

maximum bearing load and corresponding deflection are 

314 kN and 1.9 mm, respectively. The beam ultimate 

deflection is 7.46 mm. The 4-point loading results that 

were examined in the laboratory study are presented in 

Table 4. This table shows the crack, yield, maximum and 

ultimate loads of the beams. Also, the corresponding 

deflection, ductility, and energy absorption capacity are 

calculated.  The numbers in parentheses indicate the 

increased ratio in each of the quantities compared to the 

control beam specimen. 

To investigate more, various comparative diagrams 

are presented. At the points where cracks are created, the 

maximum tensile stress is created in the farthest thread of 

the section and the concrete has lost its tensile strength. 

The load at which cross-sectional cracking occurs is 

called the "cracking load" (Pcr). The crack load of all the 

beams is presented in Figure 7. In all cases, the use of the 

proposed concrete jackets has increased the crack load. 

The crack load of the retrofitted beams with RC jackets 

without ANPs was 95 and 107% higher than the crack 

load, respectively.  

The crack load of the retrofitted beams with RC 

jackets containing ANPs was 115 and 146% higher than 

the crack load, respectively. ANPs fill the cement and 

silica fume voids and increase the beam resistance 

against cracking by creating more adhesion. Concrete 

crushing is one of the common problems in the concrete 

structural elements. In this study, it has been observed 

that the crushing in concrete without ANPs is stronger 

than the concrete contains ANPs because ANPs affect the 

concrete matrix and reduce its crushing. Reducing the 

crushing of concrete by using ANPs and SF in RC beams 

can reduce the cost of retrofitting and maintenance after 

low to medium magnitude earthquakes. The yield loads 

of the beams are compared in Figure 7. The use of RC 

jackets containing ANPs has increased the yield load by 

about 164 to 176%, depending on the type of jacket 

arrangement. Also, the yield load of retrofitted beams 

with jackets in which normal concrete was used has 

increased by about 107 to 114%. According to the 

mentioned values, it can be stated that the use of ANPs 

has caused the reinforcement bars to yield later and the 

beams yield-bearing capacity has increased. 

The maximum load of the beams is the bearing 

capacity of the beams. The beams bearing capacity are 

compared in Figure 7. The results show that the use of 

concrete jackets without and containing ANPs, 

depending on their arrangement, can increase the bearing 

capacity of RC beams by about 107 to 175%. Concrete 

jackets increase the flexural stiffness of the beams by 

enclosing them around the beam and increase the 

moment of inertia, making the beams able to withstand 

more loads. 

As expected, in cases where the jacket covers the 

entire perimeter of the beams, the beam bearing capacity 

is greater than in cases where the jacket covers 75% of 

the peripheral surface. The difference between the RC 

beams bearing capacity with R100 jackets without and 

containing ANPs compared to their corresponding values 

in  retrofitting  beams  with  R75  jackets  is  2.8  and 

22.3%,  respectively.  This  means  that  the change in the  
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TABLE 4. Comparison of the results of laboratory study and finite element study 

Flexural toughness (J) 
Ultimate Load Maximum Load Yield load Crack load 

Beam 

name  

Pu (kN) Pmax (kN) Py (kN) Pcr (kN) 

Error  

(%) 
FEM EXP 

Error  

(%) 
FEM EXP 

Error  

(%) 
FEM EXP 

Error  

(%) 
FEM EXP 

Error  

(%) 
FEM EXP 

1.4 591 616 2 48 49 1.8 112 114 1 98 99 2.6 38 39 CB 

3 1271 1310 3.4 123 119 0.4 228 229 12.2 180 205 2.6 74 76 R75 

1.8 1355 1331 4.2 125 120 2 249 244 1.4 227 212 1.2 80 81 R100 

7 1385 1294 13 148 131 0.4 278 277 4.2 250 261 10.7 75 84 R75N 

2.4 1549 1587 7.4 175 163 1.9 320 314 0.7 275 273 2.1 98 96 R100N 

 

 
arrangement of jackets containing nanoparticles has a 

greater effect on changing the bearing capacity of the 

beams. 

The percentage increase in the crack, yield, and 

maximum loads in beams retrofitted with a jacket 

containing ANPs compared to their corresponding values 

in beams retrofitted with jackets without nanoparticles 

are shown in Figure 8. In R75 beams, crack, yield and 

maximum loads have increased by 10.5, 27.3, and 21%, 

respectively. Also, in R100, the crack, yield, and 

maximum loads have increased by 18.5, 28.8 and 28.7%, 

respectively. The mentioned values indicate that ANPs 

have an effective role in improving the RC beams 

retrofitted with concrete jackets response. The reason for 

improving the bearing capacity in reinforced specimens 

of jackets containing ANPs compared to specimens 

without ANPs is that nanoparticles increase the beam 

resistance against incoming loads by increasing the 

tensile strength of concrete and inhibiting cracks 

produced on the concrete surface.  

Energy absorption capacity or flexural strength is one 

of the parameters examined to analyze the reinforced 

concrete member's performance. The higher energy 

absorption capacity is shown the better member 

performance. The beam's energy absorption capacity was 

calculated by determining the area under the load-

deflection curve.  The energy absorption capacity of the 

 

 

 
Figure 7. Comparison of crack, yield, and maximum loads  

beams is shown in Figure 9. The flexural toughness of all 

RC beams was increased compared to the reference 

beam. The energy absorption capacity of beams R75, 

R100, R75N, and R100N compared to the reference 

beam has increased by 112, 116, 110, and 157%, 

respectively. The use of ANPs in concrete jackets has 

been effective and has caused the RC beam to have a 

higher energy absorption capacity. 

According to Figure 9, it is observed that in retrofitted 

beams with concrete jackets containing ANPs, more 

collision  of beam surfaces  with jacket surfaces  leads to 

 

 

 
Figure 8. The percentage increase of crack, yield, and 

maximum loads in retrofitted beams with jackets containing 

ANPs compared to control beams 
 

 

 
Figure 9. Comparison of flexural toughness (energy 

absorption capacity) 
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the further increase of energy absorption capacity. 

However, in retrofitted beams with concrete jackets 

without nanoparticles, the change in the type of jacket 

arrangement has little effect on increasing the energy 

absorption capacity.  

Ductility capacity or ductility coefficient is defined 

based on the ultimate deflection ratio (Δu) to yield 

deflection (Δy) and is calculated using Equation (1) [11]. 

In Figure 10, the ductility coefficient of the studied 

beams was compared with each other.  

(1)  μ =
∆u

∆y
  

The use of concrete jackets has caused the beams to be 

more ductile compared to the control beam. According to 

the considered variables, the beams ductility has 

increased by about 56 to 85%. RC jackets without 

nanoparticle performed much better in terms of ductility 

than the RC jackets containing nanoparticles; however, 

the nanoparticles used in the jacket have increased the 

yield, compressive and tensile strengths, but the 

deformation corresponding to the yield load is much 

higher compared to RC jackets without nanoparticle, 

which reduces the ductility. Also, Figure 10 shows that 

the greater the involvement of the proposed concrete 

jacket with the surrounding surface of the beam leads to 

more ductility. This is true for both jackets with and 

without nanoparticles; the ductility coefficient of RC 

beams with jackets without nanoparticles and with R100 

arrangement has increased by 2 and 19%, respectively, 

compared to the corresponding values in RC beams with 

R75 arrangement. 

 

 

5. FINITE ELEMENT SIMULATION 
 

After completing the laboratory steps, RC beams 

retrofitted with concrete jacket containing ANPs were 

simulated and subjected to loading according to 

laboratory conditions, and their load-deflection curves 

were determined. After ensuring the accuracy of the 

method used in the simulation, which was performed 

using laboratory studies, variables such as the beam span 

length (1.5, 3, 4.5 m),  the concrete jacket thickness (4, 8, 

 

 

 
Figure 10. Comparison of ductility index 

and 12 cm), and the diameter of reinforcement bar used 

in the jacket (8, 10 and 12 mm) for retrofitting were 

investigated. The main beam strength is constant and 

equal to 21 MPa. According to the laboratory results, it 

was generally concluded that the use of 2.5% ANPs has 

a greater effect on improving the concrete mechanical 

properties and strength; therefore, this type of concrete 

characteristics have been used to simulate all concrete 

jackets. According to the load-deflection curves, it was 

concluded that when the concrete jackets are placed on 

100% of the perimeter and the bottom of the beam, the 

response of the beam is much better than the cases where 

the jacket is on 75% of the perimeter and beam bottom. 

Therefore, the R100 model was selected in finite 

elements simulating the beams. The models are presented 

in Table 5. In this table, the letter L and the number after 

it   represent   the   word   length   and   the   beam   length, 

 
 

TABLE 5. Finite element models of the investigated beams 

Beam 

span  

(mm) 

The rebar 

diameter used 

in RC Jacket 

Jacket 

thickness 

(mm) 

Beam name Case 

1500 

 ----  ---- L1.5 1 

8 

4 L1.5-d8-t4 2 

8 L1.5-d8-t8 3 

12 L1.5-d8-t12 4 

10 

4 L1.5-d10-t4 5 

8 L1.5-d10-t8 6 

12 L1.5-d10-t12 7 

12 

4 L1.5-d12-t4 8 

8 L1.5-d12-t8 9 

12 L1.5-d12-t12 10 

3000 

 ----  ---- L3 11 

8 

4 L3-d8-t4 12 

8 L3-d8-t8 13 

12 L3-d8-t12 14 

10 

4 L3-d10-t4 15 

8 L3-d10-t8 16 

12 L3-d10-t12 17 

12 

4 L3-d12-t4 18 

8 L3-d12-t8 19 

12 L3-d12-t12 20 

  ----  ---- L4.5 21 

4500 

8 

4 L4.5-d8-t4 22 

8 L4.5-d8-t8 23 

12 L4.5-d8-t12 24 

10 

4 L4.5-d10-t4 25 

8 L4.5-d10-t8 26 

12 L4.5-d10-t12 27 

12 

4 L4.5-d12-t4 28 

8 L4.5-d12-t8 29 

12 L4.5-d12-t12 30 
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respectively. The letter d indicates the diameter and the 

number after it is the diameter of the reinforcement bars 

used in the jacket. The letter t and the number after 

representing the thickness and the jacket thickness. For 

example, the term L1.5-d10-t12 describes a condition in 

which a 1.5 m long concrete beam is retrofitted by a 12 

mm thickness concrete jacket and the reinforcement bars 

diameter used in the jacket is 10 mm. The desired outputs 

include damage distribution and load-deflection curve, 

respectively. The results are interpreted using load-

deflection curves and energy absorption capacity. The 

effect of each studied variables and determining the most 

optimal states has been done by calculating the area under 

the load-deflection curve (energy absorption capacity), 

crack, yield and maximum loads and the corresponding 

deflections as well as ductility. The geometric and 

reinforcement bars characteristics of the main beams are 

shown in Figure 11.  

The beam length and dimensions are 1500 mm and 

150×200 mm, respectively. Two reinforcement bars with 

a diameter of 12 mm at the bottom of the beam and two 

reinforcement bars with a diameter of 12 mm at the top 

of the beam were used. Also, the shear reinforcement bars 

diameter was 10 mm, and their space was considered 

about 200 mm apart. The support conditions and how the 

load is applied to the beams models are shown in Figure 

12. In all cases, mid-span deflection and the 

corresponding load are extracted as output. A schematic 

image of retrofitted beams is shown in Figure 13. They 

used reinforcement bar mesh in the jacket consists of a 

reinforcement bar with a diameter of 10 mm. The spaces 

between reinforcement bars were considered 50 mm. 

Finite element analysis of RC beams was performed 

using ABAQUS software [41]. 

ABAQUS can simulate numerical models of concrete 

for the nonlinear response. The model's dimensions are 

similar to the tested beams in the laboratory program. The 

simulation structural elements include beam rectangular 

cross-section, U-section jacket, the longitudinal 

reinforcement   bars  used  in  the  beam,   the  transverse 

 

 

 
Figure 11. Geometric specifications and steel reinforcement 

details of beams (FEM beams) 
 
 

 
Figure 12. Support conditions of the beams 

 
a 

 
b 

 
  

c 

Figure 13. Schematic of retrofitted beams a: Overview of 

the RC beams b: Different parts of RC jacket c: The sections 

of retrofitted beams 

 

 

reinforcement bars (stirrup) used in the beam, and the 

jacket reinforcement bar mesh. These elements are 

deformable. The solid element was used to simulate 

concrete and the wire element was used to simulate 

reinforcement bars. The C3D8R element was used to 

simulate the concrete. 

The stress-strain ideal elastic-plastic curve of 

reinforcement bars are applied by measuring the yield 

stress values. The materials behavior provided with 

ABAQUS (using PLASTIC settings) allows the use of a 

nonlinear stress-strain curve. The Von Mises yield 

criterion is used to define the yield isotropic of steel 

materials. The compressive strength of the main beam 

concrete was 21 MPa. Compressive and tensile strengths 

of the concrete used in the jacket were considered 49.14 

and 3.4 MPa, respectively. According to Table 2, the 

concrete used in the jacket is the same as NA2.5 concrete, 

in which 2.5% of ANPs are used in combination with 

cement and SF. Based on results of the reinforcement bar 

tensile test, yield stress and reinforcement bars elasticity 

modulus is 200 (GPa) and 420 MPa, respectively. The 

materials used specifications are presented in Table 6. 

The interaction between steel reinforcement bras and 

concrete was defined using the embedded method. The 

meshing step is one of the most important steps in finite 

element simulations. In finite element problems, the 

optimal meshing method should be used, to achieve 

appropriate responses. For this purpose, the stress created 

at a specific point of the beams was considered and in the 

next step, the elements were doubled (the element's 

dimensions  were  halved)  and  the  model  was  analyzed 
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TABLE 6. Specifications of materials defined in the finite 

element models 

𝝊 ft (MPa) fc (MPa)  

0.2 
2.9 21 Concrete of the main beams 

3.4 49.14 Concrete of the RC jacket 

𝝊 fy (MPa) Es (GPa)  

0.3 420 200 Steel reinforcement rebar 

 

 
again to measure the effect of this fine-tuning on the 

stress. This must continue until a compromise between 

time and the number of elements; In other words, by 

increasing the number of the elements, there is no 

significant change in the obtained response. In such a 

case, it can be said that the responses are converged, and 

increasing the number of the elements has no effect on 

increasing the accuracy of the response. The sweep 

technique was used for meshing. This method is suitable 

for modeling with complex surfaces. The concrete 

behavior is defined using concrete damaged plasticity. 

This model is based on the hypothesis of isotropic 

damage and is designed for situations where the concrete 

is under arbitrary loads. This model considers the effect 

of stiffness recovery as the result of a plastic strain, both 

in tension and in pressure. In RC, the post-failure 

behavior properties are generally determined by giving 

the fracture stress as a function of the crack ε̃t
cr. Crack 

strain is the total strain minus the elastic strain 

corresponding to the non-damaged material (Equations 

(2) and (3)). 

(2) el

cc

in

c  −=  

(3) 
0E
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(4) 
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c
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−
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Tensile stiffening data are entered by the crack strain. 

When loading data is available, the data is prepared to be 

given as a tensile damage curve to the ABAQUS program 

[41]. The program automatically converts the cracking 

strain values to the plastic strain values using Equations 

(6) and (7) (Figure 14). 

(5)  

(6) 
0E

tel

t


 =  

(7) 
0

~~

)1( Ed

d t

t

tck

t

pl

t




−
−=  

The compressive inelastic strain is the total strain minus 

the  elastic  strain  corresponding  to  the  material  being 

 
Figure 14. Cracking strain used to define tensile stiffness 

data [41] 
 

 

damaged. The program automatically converts the 

inelastic strain values into plastic strain values using the 

following illustration (Figure 15). 
 

 

6. VALIDATION 
 

In numerical and software simulations, performing the 

validation process is one of the steps that lead to ensuring 

the analysis results. In the present study, the accuracy of 

the method and behavioral models used in the modeling 

of RC beams was evaluated and the results are presented 

in this section. All of the five beams were simulated using 

the methods and behavioral models presented in section 

5 and the load-deflection and crack distribution (failure) 

diagrams are presented in Figures 16 and 17. Figures 16-

a and 17-a compare the CB laboratory results and the 

finite element analysis. The failure range and the cracks 

created in the finite element model (FEM) and the 

experimental (Exp.) specimen are very close to each 

other. The crack angle created relative to the horizon is 

about 45 degrees and most of the cracks are created in the 

area between the support and the span center.  

The crack, yield, maximum and ultimate loads of the 

FEM of CB are 38, 98, 112, and 48 kN, respectively, and 

the crack, yield, maximum and ultimate loads of the 

experimental  specimen of  the control beam  are  39,  99, 

 

 
Figure 15. Inelastic compressive strain to define 

compressive stiffness data [41] 
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a 

 
b 

 
c 

 
d 

 
e 

Figure 16. Damage distribution of FEMs of beams a: CB b: 

R75 c: R100 d: R75N e: R100N 

 

 

114 and 49 kN, respectively. The difference between 

crack, yield, maximum and ultimate loads of FEM and 

Exp. of CB is 2.6, 1, 1.8, and 2%, respectively. The 

energy absorption capacity of FEM and Exp. of CB beam 

are 616 and 591, respectively and the difference between 

them is about 4%. 

The FEM and Exp. specimen of R75 are presented in 

Figures 16-a and 20-b. According to the load-deflection 

curve, the difference between crack, yield, maximum and 

ultimate loads is 2.6, 12.2, 0.4, and 3.4%, respectively. 

Also, the energy absorption capacity of FEM and Exp. 

specimen of R75 is equal to 1310 and 1271 kJ, 

respectively and the difference between them is about 

3%. 

The failure distribution and load-deflection curve of 

FEM and Exp. specimen of R100 are presented in Figures 

16-a and 17-c. This beam is retrofitted using concrete 

jacket without nanoparticles. These jackets were covered 

100% of the beams perimeter. According to the load- 

deflection curve, crack, yield, maximum and ultimate 

loads of R100 FEM are 80, 227, 249, 125 kN, 

respectively. Also, the crack, yield, maximum and 

ultimate loads of R100 Exp. specimen are 81, 212, 244, 

120 kN, respectively and the difference between them is 

1.2, 1.4, 2, and 4.2 percent, respectively. Also, the energy 

absorption capacity of FEM and Exp. Specimen of R100 

is equal to 1355 and 1331 kJ, respectively and the 

difference between them is about 1.8%. The crack pattern 

distribution in both FEM and Exp. specimen is very close 

to each other; in both cases, cracks have been created in 

the area between the center and the supports. 

The failure distribution and load-deflection curves of 

the R75N beam obtained from FEM analysis and 

laboratory study are shown in Figures 16-b and 17-d. 

This beam is retrofitted with concrete jacket containing 

ANPs and SF. These jackets cover 75% of the beams 

perimeter. According to the load-deflection curve, the 

crack, yield, maximum and ultimate loads of the R75N 

FEM are 75, 250, 278, and 148 kN, respectively. Also, 

the crack, yield, maximum and ultimate loads of the 

R75N beam laboratory sample are 84, 261, 277, and 131 

kN, respectively. The difference between the values of 

crack, yield, maximum and ultimate loads of the FEM 

and Exp. specimen of R75N is 10.7, 4.2, 0.4, and 13%, 

respectively. Also, the energy absorption capacity 

obtained from finite element analysis and laboratory 

study of R75N beam is 1385 and 1294 kJ, respectively. 

The finite element analysis and laboratory study 

results of the R100N beam are shown in Figures 16-b and 

17-e. This beam is retrofitted with concrete jacket 

containing ANPs and SF,  and the concrete jacket covers  

 
 

 
a 

 
b 

Figure 17. Load-deflection curves of the beams a: CB, R75, 

and R100 b: R75N and R100N 
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all sides and bottom of the beam. According to the load- 

deflection curves, the crack, yield and maximum, and 

ultimate loads of R100N FEM are 98, 275, 320, and 175 

kN, respectively. Also, the crack, yield, maximum and 

ultimate loads of R100N Exp. specimen are 96, 273, 314 

and 163 kN, respectively. The difference between crack, 

yield, maximum and ultimate loads obtained from the 

FEM and laboratory study are 2.1, 0.7, 1.9, and 7.4%, 

respectively. Crack distribution of R100N beam shows 

that the use of ANPs affects reducing crack distribution 

in beams. 

Energy absorption capacity, crack, yield, maximum 

and ultimate loads are presented in Table 7. In this table, 

the percentage difference of load values obtained from 

finite element analysis (FEM) to the corresponding 

values in the laboratory study (EXP) is obtained. The 

difference of crack load,  yield load, maximum load, 

ultimate load and, energy absorption capacity is about 2.1 

to 10.7%, 0.7 to 12.2 %,.4 to 1.9%, 2 to 13 %, and 1.4 to 

7%, respectively. According to the load-deflection curves 

and the comparison of laboratory specimens and 

numerical models simulated by ABAQUS software, it is 

observed that the maximum load and deflection values of 

experimental specimens and finite elements are close to 

each  other;  therefore,  the  results of the method used in 

this study, which is performed using ABAQUS software, 

have a relatively good agreement with the laboratory 

results. 

 

 

7. FINITE ELEMENT ANALYSIS RESULTS 
 

7. 1. Energy Absorption Capacity               The flexural 

strength (energy absorption capacity) and its percentage 

increase compared to the control beams are shown in 

Figure 18. The use of reinforcement concrete jacket 

containing ANPs, depending on the jacket thickness, the 

number of reinforcement bars used in the jacket, and the 

length of the beam span, increased the flexural strength 

of the beams about 2.55 to 5.55 times compared to 

control specimens. The increase of flexural strength in 

beams retrofitted with RC jacket containing ANPs that 

have longer spans is much higher than beams with shorter 

spans. For example, the increase in flexural strength of 

the L4.5-d12-t12 beam is 5.47 times compared to the 

control specimen; this is while the increase in flexural 

strength of the L1.5-d12-t12 beam is 4.94 times 

compared to the control specimen. 

The effect of changes in the thickness and diameter of 

the jacket of the reinforcement bars  used in the jacket on 

 
 

TABLE 7. Comparing the results of laboratory and finite element study 

Flexural toughness (J) 
Ultimate Load Maximum Load Yield load Crack load 

Beam 

name 

Pu (kN) Pmax (kN) Py (kN) Pcr (kN) 

Error  

(%) 
FEM EXP 

Error  

(%) 
FEM EXP 

Error  

(%) 
FEM EXP 

Error  

(%) 
FEM EXP 

Error  

(%) 
FEM EXP 

1.4 591 616 2 48 49 1.8 112 114 1 98 99 2.6 38 39 CB 

3 1271 1310 3.4 123 119 0.4 228 229 12.2 180 205 2.6 74 76 R75 

1.8 1355 1331 4.2 125 120 2 249 244 1.4 227 212 1.2 80 81 R100 

7 1385 1294 13 148 131 0.4 278 277 4.2 250 261 10.7 75 84 R75N 

2.4 1549 1587 7.4 175 163 1.9 320 314 0.7 275 273 2.1 98 96 R100N 

 
 

 
Figure 18. Comparison of flexural strength (energy 

absorption capacity) of the finite element model of the 

beams  

the flexural strength of RC beams with 1.5, 3, and 4.5 

meters length is investigated in Figure 19. The 

reinforcement bars area used in concrete jacket 

containing ANPs has a significant effect on increasing 

the beams flexural strength. Thus, in beams with lengths 

of 1.5, 3, and 4.5 meters, increasing the steel 

reinforcement bars diameter to 1.5 times increased the 

flexural strength of the beams by 76, 117 and 98%, 

respectively. According to Figures 19-b and 19-c, 

increasing the thickness of the concrete jacket has little 

effect on increasing the beams flexural strength, and only 

in a few beams, the flexural strength increased. 

Therefore, in terms of flexural strength and economic 

issues, the use of RC jackets  containing ANPs with less 

thickness is a better option; because increasing the 
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thickness has little effect on improving the flexural 

strength result. 

The bearing capacity of retrofitted beams with RC 

jackets containing ANPs did not change significantly due 

to the change in jacket thickness. Increasing the jacket 

thickness had little effect on increasing the beams bearing 

capacity. Increasing the diameter of jackets 

reinforcement bars from 8 mm to 12 mm for all three 

beam types with different lengths had a significant effect 

on increasing the beams bearing capacity. The flexural 

strength of retrofitted beams with 1.5 m length, which 

reinforcement bars with 10 and 12 mm diameter were 

used in jackets, were increased 29 and 85%, respectively, 

compared to the retrofitted beams with 8 mm rebar in 

jackets. The energy absorption capacity of the beams 

with a length of 4.5 meters, in which RC jackets with 10 

and 12 mm rebar were used increased by 90 and 34%, 

respectively, compared to jackets with 8 mm bars. 
 

7. 2. The Maximum Bearing Load          The bearing 

capacity (section resistance moment) and the increase 

ratio compared to the control beams are presented in 

Figure 20.  The  proposed  retrofitting  method  increased 

 
 

 
a 

 
b 

 
c 

Figure 19. Investigation of the effect of changing the jackets 

thickness and the diameter of the rebars used in the jackets 

on the flexural toughness of the beams a: 1.5 meters beam b: 

3 meters beam c: 4.5 meters beam 

 
Figure 20. Comparison of the bearing capacity (section 

resistance moment) 

 

 

the bearing capacity of the beams with a length of 1.5, 3, 

and 4.5 m about 2.87 to 5.05 times, 2.31 to 4.55, and 2.38 

to 4.57 times, respectively.  

 
7. 3. Yield Load             The yield loads of the thirty 

beams and their increased values relative to the reference 

beams are shown in Figure 21. The use of RC jacket 

containing ANPs has increased the yield load of 1.5, 3, 

and 4.5 meters beams depending on the diameter of the 

jacket reinforcement bars and the thickness of the jacket 

about 2.96 to 5.43, 2.29 to 4.4, and 2.09 to 3.93 times, 

respectively. According to Figure 21, the percentage of 

yield load has increased in beams with smaller spans. 

With increasing the span length, the effect of the 

proposed method on the increase percentage of yield load 

has decreased. As changes in the energy absorption 

capacity and bearing capacity obtained, the yield load of 

the reinforced beams under study does not change 

significantly due to changes in the jacket thickness. The 

percentage of steel used in concrete jackets has an effect 

on improving the yield load. For example, in 1.5, 3 and 

4.5 meters beams that have been retrofitted by concrete 

jackets containing 12 mm diameter rebars, the yield load 

is approximately 84, 92 and 83% more than the 1.5, 3 and 

4.5 m beams which reinforced with 8 mm diameter 

rebars. 

 

 

 
Figure 21. Comparison of the yield load of the examined 

beams 
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7. 4. Crack Load            The crack loads of the FEM 

beams is presented in Figure 22. In all cases, the crack 

load of the retrofitted beams is increased. The proposed 

concrete jacket has been able to increase the crack load 

of 1.5, 3 and 4.5 meters beams by 2.03 to 5 times, 3.5 to 

7.25 times, and 1.38 to 3.45 times, respectively.  

Figures 23 to 25 investigate the effect of changes in 

the thickness of the jackets and the diameter of the jackets 

rebars on the percentage of increase in the crack load of 

beams with a length of 1.5, 3, and 4.5 meters. As can be 

seen, increasing the thickness of concrete jackets in 

beams with a span of 1.5 meters has been effective and 

has been able to increase the resistance of the beam to 

cracking. For example, the crack load of the L1.5-d12-

t12 beam has increased 4 times (400%) compared to the 

reference beam; This is while the L1.5-d12-t4 beam is 

130% more than the reference beam. As the length of the 

beam increases, the thickness does not play a significant 

role in improving the crack load (Figures 24 and 25). 

Increasing the thickness of concrete jackets in beams 

with a span of 1.5 meters is effective and has been able 

to increase the crack load. For example, the crack load of 

the L1.5-d12-t12 beam has increased 4 times (400%) 

compared to the reference beam; However, the L1.5-d12-

t4 beam is 130% larger than the reference beam. As the 

length of the beam increases, the thickness does not play 

a significant role in improving the crack load (Figures 27 

and 28). 
 

 

 
Figure 22. Comparison of the crack load of beams understudy 

 

 

 
Figure 23. Investigation of the effect of change in the jacket 

thickness and the diameter of the rebars used in the jacket on 

the percentage of increase in crack load (1.5-meter beam) 

 

 
Figure 24. Investigation of the effect of change in the jacket 

thickness and the diameter of the rebars used in the jacket on 

the percentage of increase in crack load (3-meter beam) 

 

 

 
Figure 25. Investigation of the effect of change in the jacket 

thickness and the diameter of the rebars used in the jacket on 

the percentage of increase in crack load (4.5-meter beam) 

 
 
7. 5. Comparison of Crack, Yield, and Ultimate 
Deflections            The values of crack, yield, and ultimate 

deflections of the beams are presented in Figures 26-28.  

The use of concrete jackets containing ANPs has a 

little role in the ultimate deformation of the beams and no 

significant difference is observed between the ultimate 

deflection of the beams.  Concrete jackets reduced crack 

and yield deformations. The crack deflection of 

retrofitted beams with lengths of 1.5, 3, and 4.5 meters 

was reduced approximately between 55 to 65, 65 to 75, 

and 256 to 520%, respectively. 

The yield deflection of the beams with concrete 

jackets containing ANPs is reduced in all cases compared  

 

 

 
Figure 26. Comparison of crack deflections 
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Figure 27. Comparison of yield deflections 

 

 

 
Figure 28. Comparison of ultimate deflections 

 

 
to control beams. This percentage reduction is much 

higher in longer beams. The yield deflection of the 

retrofitted beams with concrete jackets containing ANPs 

is reduced in all cases compared to control beams.  

 
7. 6. Ductility Capacity             The ductility factor of 

the beams is presented in Figure 29. Concrete jackets 

containing ANPs have increased the ductility of 1.5 

meters of concrete beams by 1.44 to 1.81 times, 

depending on the thickness and diameter of the rebars. 

Also, the ductility coefficient of retrofitted beams with a 

span length of 3 meters has increased approximately 1.26 

to 1.82 times. The ductility coefficient of retrofitted 

beams with a span length of 4.5 meters has increased 

approximately 2.63 to 3.29 times compared to the 

reference beam. 

 

 

 
Figure 29. Comparison of ductility factor 

8. SUMMARY AND CONCLUSIONS 

In this paper, laboratory and numerical investigation of 

RC beams were performed using RC jackets with SCC 

containing ANPs and SF. The laboratory study was 

performed in two stages. In the first stage, the properties 

of hardened concrete (compressive, tensile, and flexural 

strengths, water absorption) and the properties of fresh 

concrete (slump flow, T50, funnel V, box L) of SCC 

containing ANPs were investigated. In the next step, 

several beams were made and were retrofitted using the 

proposed concrete jackets. ANPs were used in 13 

different mixing schemes (0 to 3% by weight of cement). 

Also, the amount of SF in all specimens was considered 

constant. After examining the characteristics of fresh and 

hardened concretes containing ANPs and determining the 

most optimal design (according to the experiments), the 

retrofitting of RC beams using RC jackets with SCC 

jackets containing ANPs was investigated. For this 

purpose, 1.4 metes RC beams with the same dimensions 

and specifications of steel reinforcement were made and 

subjected to four-point loading in the conditions with and 

without retrofitting. Ordinary concrete was used in the 

concrete jacket once and ANPs (the most optimal design) 

were used again.  

Concrete jackets once covered all of the perimeter and 

bottom surfaces of the beams and again 75% of the 

perimeter and bottom surfaces. After completing the 

laboratory steps, RC beams were simulated according to 

laboratory conditions using FEM and ABAQUS 

software. A parametric study was performed and 

parameters such as beam length (1.5, 3, 4.5 m), concrete 

jacket thickness (4, 8, and 12 cm), and the diameter of 

rebars used in the jacket (8, 10, and 12 mm) was 

examined. The most important results are presented 

following: 

- The addition of ANPs reduced the pore size of the 

concrete specimens and makes them denser. This can 

be due to the effects of nanoparticle filling, pozzolanic 

properties as well as swelling of ANPs. 

- Crushing of concrete is one of the common problems in 

the elements of concrete structures. In this study, it has 

been observed that the concrete crushing without 

nanoparticles is more than the concrete contain 

nanoparticles. Because nanoparticles affect the 

concrete matrix and reduce its crushing. Reducing the 

brittleness of concrete by using ANPs and silica fume 

in RC beams can reduce the cost of reinforcement and 

maintenance after low to medium magnitude 

earthquakes. 

- The use of RC jackets containing ANPs has increased 

the yield load by about 164 to 176%, depending on the 

arrangement of the jacket. Also, the yield load of beams 

that are not coated with nanoparticles has increased by 

about 107 to 114%.  

- The results show that the use of concrete jackets 

without and containing nanoparticles, depending on the 



1210 A. Faez et al. / IJE TRANSACTIONS B: Applications   Vol. 34, No. 05, (May 2021)   1195-1212                                            

 

arrangement they have, can increase the bearing 

capacity of reinforced concrete beams by about 107 to 

175 percent. Concrete jackets increase the flexural 

stiffness of the beams by enclosing them around the 

beam and increasing the moment of inertia of the beam, 

making the beams able to withstand more loads. 

- The flexural strength of all reinforced beams is 

increased compared to the reference beam. So that the 

energy absorption capacity of each of the beams R75, 

R100, R75N, and R100N compared to the reference 

beam has increased by 112, 116, 110, and 157 %, 

respectively. The use of nanoparticles in concrete 

jackets has been effective and has caused the RC beam 

to have a higher energy absorption capacity. 

- In retrofitted beams with a concrete jacket containing 

ANPs, the more surfaces of the beam are involved with 

the jacket, the more energy absorption capacity will be. 

However, in retrofitted beams with concrete jackets 

without nanoparticles, the change in the type of jacket 

arrangement has little effect on increasing the energy 

absorption capacity. 

- The use of concrete jackets has caused the behavior of 

the beams to be more ductile compared to the control 

beam. The ductility of the beams has increased by about 

56 to 85%. 

- The area of rebars used in concrete jackets containing 

ANPs has a significant effect on increasing the flexural 

strength of beams; Thus, in beams with lengths of 1.5, 

3, and 4.5 meters, increasing the diameter of the steel 

rebar to 1.5 times increased the flexural strength of the 

beams by 76, 117 and 98%, respectively. 

- In terms of flexural strength and economic issues, the 

use of RC jackets containing nanoparticles with a 

smaller thickness is a desire option. Because increasing 

the thickness has little effect on improving the resulting 

flexural strength. 

- The area of rebars used in concrete jackets containing 

ANPs has a significant effect on increasing the flexural 

strength of beams. Thus, in beams with lengths of 1.5, 

3, and 4.5 meters, increasing the diameter of the steel 

rebar to 1.5 times, increased the flexural strength of the 

beams by 76, 117 and 98%, respectively. 

According to the results of the present study, the use 

of ANPs in RC jackets to retrofit RC beams is considered 

as a suitable solution to increase the bearing capacity. 

However, retrofitting of beams with this method can 

depend on several factors. Therefore, to develop the 

present study, the following suggestions are presented: 

- Investigating the effect of dynamic loads on the beams 

retrofitted with RC jackets containing ANPs. 

- Investigating the movement (slip) of the jackets 

containing nanoparticles on the surface of the old 

concrete beam. 

- Investigating the use of other nanoparticles such as 

silica oxide nanoparticles and clay nanoparticles in RC 

jackets for retrofitting of concrete beams. 
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Persian Abstract 

 چکیده 
و    های بتنی مسلح با بتن خودتراکم حاوی نانو ذرات اکسید آلومینیوماز روکش  هفاداست   با  مسلح،  بتن  تیرهای  سازیآزمایشگاهی و عددی مقاومبررسی    به  حاضر  مطالعه  در

بتن   ( و خواصL  جعبه  ،V  ، قیفT50  اسلامپ،  )جریان  خواص بتن تازه  بررسی  به   در مرحله اول،  .انجام شد  مرحله  دو  در  آزمایشگاهی  مطالعه  .شد  میکروسیلیس پرداخته

شد.  پرداخته  درصد وزنی سیمان(  10سیمان( و میکروسیلیس ) وزنی درصد 3تا  0آلومینیوم ) نانوذرات  حاوی خمشی، جذب آب(های فشاری، کششی و  سخت شده )مقاومت 

بتن    سازی تیرهایمقاوم  بررسی  به(  شده  انجام  هایآزمایش   به  هتوج  با)  طرح  ترینبهینه  تعیین  و  آلومینیوم  ذرات   نانو  تازه و سخت شده حاوی  بتن  مشخصات   بررسی   از  پس

 و   ابعاد  متری با  4/1  مسلح  بتن  تیر  پنج  منظور  این  برای.  شد  پرداخته  سیلیکروسیم  های بتنی مسلح با بتن خودتراکم حاوی نانو ذرات آلومینیوم و ا استفاده از روکشمسلح ب

  دیگر  بار و معمولی از بتن یکبار بتنی روکش  گرفتند. در قرار اینقطه  چهار بارگذاری  تحت سازیمقاوم بدون و با هایحالت در و شدند ساخته یکسان فولادگذاری مشخصات 

درصد سطوح پیرامونی و    75های بتنی یکبار در تمام سطوح پیرامونی و پایین تیرها و بار دیگر  روکش.  )بهینه ترین طرح( استفاده شد  اکسید آلومینیوم  نانو ذرات   از بتن حاوی

سازی شبیه   ABAQUS  افزار  نرم  و  روش اجزاء محدود  از  استفاده  مطابق با شرایط آزمایشگاه با  مسلح  بتن  تیرهای  آزمایشگاهی،  لاح مر  اتمام  از  پایین آنها را پوشش دادند. پس

  روکش  ضخامت  ،(متر  5/4  ،3  ،5/1)  تیر  دهانه  طول  پارامتریک انجام شد و پارامترهایی نظیرتحلیل    شده،  برده  سازی بکارشبیه   در  روش  دقت  از  اطمینان  حصولِ  از  شدند. پس

  که   داد  نشان   تیرها  محدود  اجزاء  تحلیل   از  حاصل  گرفت. نتایج  قرار   بررسی  مورد(  مترمیلی   12  و  10  ،8) روکش  در  شده  استفاده  میلگردهای  قطر  و  ( مترسانتی   12  و   8  ،4)  بتنی

 حدودا    را  تیرها  خمشی  طاقت  تیر،  دهانه  طول  و  روکش  در  استفاده  مورد  هایمیلگرد  تعداد   روکش،  ضخامت  به  بسته  آلومینیوم  نانوذرات   حاوی  مسلح  بتنی  هایروکش  از  استفاده

  شدگی  خرد که است شده مشاهده مطالعه این در. باشدمی  بتنی  ایسازه  عناصر در متداول مسائل  از  یکی بتنی پوشش شدن خرد .است داده افزایش درصد 447 تا 155 مقدار به

   .دهندمی کاهش را آن شدگی خرد و دهدمی  قرار تاثیر تحت  را بتن ماتریس نانوذرات  زیرا است، شدید نانوذرات  ویحا بتن با مقایسه در نانوذرات  بدون بتن
 



IJE TRANSACTIONS B: Applications  Vol. 34, No. 05, (May 2021)   1213-1224 

  
Please cite this article as: M. Ghods, J. Faiz,  A. A. Pourmoosa, S. Khosrogorji, Analytical Evaluation of Core Losses, Thermal Modelling and 
Insulation Lifespan Prediction for Induction Motor in Presence of Harmonic and Voltage Unbalance, International Journal of Engineering, 
Transactions B: Applications  Vol. 34, No. 05, (2021)   1213-1224 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

Analytical Evaluation of Core Losses, Thermal Modelling and Insulation Lifespan 

Prediction for Induction Motor in Presence of Harmonic and Voltage Unbalance  
 

M. Ghodsa, J. Faiz*a, A. A. Pourmoosaa, S. Khosrogorjib 
 
a Centre of Excellence on Applied Electromagnetic Systems, School of Electrical and Computer Engineering, College of Engineering, University of  
Tehran, Tehran, Iran  
b Faculty of Electrical Engineering, University of Shahid Beheshti, Tehran, Iran 

 

P A P E R  I N F O   

 
 

Paper history: 
Received 03 August 2020 
Received in revised form 31 March 2021 
Accepted 01 April 2021 

 
 

Keywords: 
Induction Motor  
Thermal Modeling  
Insulation Lifespan  
Harmonic  
Voltage Unbalance 

 
 
 

 

 

A B S T R A C T  
 

 

Electrical motors are the ubiquitous workhorses of the industry, working over wide range of conditions 
and applications. Modern motors, designed to exact ratings using new materials and improved 

manufacturing techniques, are now much smaller but have higher loadings. They are being operated 

much close to the overload point than ever before. To ensure a satisfactory life span for the motor, 
temperature rise must be limited to the safe values. This paper proposes an analytical approach to 

estimate core losses of induction motor supplied by either harmonic content or voltage unbalance source. 
A thermal model based on the thermal lumped parameters is introduced and used to predict the insulation 

lifespan of the motors. Lumped parameters network of the motor is developed based on dimensions of 

the motor, thermal resistances, thermal capacitances, and loss sources. Then, the model is used to 
estimate the temperatures in different parts of the machine and the insulation lifespan  of the motor. 

Finally, the predicted results using the model are verified by experiments.  

doi: 10.5829/ije.2021.34.05b.14 

 

NOMENCLATURE   

Pc Core losses (W) VUF Voltage unbalance factor  

kh Steinmetz coefficient T Maximum temprature (C) 

f Fundamental frequence (Hz) F Loading coefficient 

Pe Eddy current loss (W) Lx Percent lifespan at x% 

B  Flux density (T) HIC Halving interval 

ke Eddy current coefficient Tc Total permissible temperature of the insulation,  

θh Phase angle of the hth harmonic Tx Hotspot temperature of the insulation 

 
1. INTRODUCTION1 
 

Nowadays, inverter-fed drives are widely used in 

industries. The inverter output voltage contains some 

harmonics, and when variable speed drive (VSD) is 

supplied by this voltage the core losses of the machine 

increase. This affects both the efficiency and insulation 

lifespan of the motor. Besides, estimation of the core 

losses of the inverter-fed motor is more complicated than 

that of direct-supply motor [1-2].   

Generally, core losses depend on the magnetic flux 

density and the supply frequency. The distorted input 
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voltage of the motor leads to a non-sinusoidal flux 

density which increases the core losses. Therefore, 

accurate estimation of core losses at various conditions is 

essential in the optimal design of the motor. Owing to the 

non-uniform flux density in the machines, core loss 

analysis is a challenging problem.  The core losses 

mainly consist of static and dynamic components. The 

static component is the hysteresis loss occurring even at 

zero frequency. The dynamic component is divided into 

eddy current losses and excess losses which is the result 

of magnetic domain walls variations. Since the 

components of the losses have different origins, they 
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must be decomposed into hysteresis losses, eddy current 

losses, and excess losses. The required parameters for 

core losses modelling are generally obtained from the 

experiments on the motors [3-6].  

If the core losses in the inverter-fed motor are 

evaluated considering only the fundamental harmonic of 

the flux density, the estimated losses are certainly 

underestimated [7-8]. The flux density differs in various 

parts of the motor, and the core losses are not identical in 

different parts of the machine [9]. The most precise 

method for estimating the core losses is the finite element 

method (FEM) [10-17]. However, precise prediction of 

the flux density in the actual motor is a difficult task. The 

method demonstrated by Bradley et al. [10] can estimate 

the core losses generated by the distorted voltage. The 

stator core losses have been calculated for a no-load 

motor by Gyselinck et al. [11], while the rotor core losses 

have been ignored due to the low-frequency current in 

the rotor. Also, a method introduced by Boglietti et al. 

[14] can evaluate the core losses in the different parts of 

tاe stator of an inverter-fed induction motor. The impact 

of the core losses on induction motor parameters has been 

discussed by [16]. The classical model of calculating the 

core losses has been presented in literature [18-19]. 

When the frequency or the flux density is relatively low, 

the accuracy of the classical model is reasonable. A fast 

core loss on induction motor has been estimated based on 

the piecewise variable parameter model by Zhao et al. 

[20] which considers the voltage harmonic components 

of the inverter. The rotational losses have been reported 

by Alatawneh N., and Pillay, [21] in which the effect of 

minor loops on the core losses have been taken into 

account. Moreover, an improved generalized Steinmetz 

equation has been proposed by Venkatachalam et al. 

[22]. 

The core losses might cause an overheating in 

different parts of an electrical machine and decline its 

performance. Therefore, thermal analysis of the machine 

plays an important role in the design stage of electrical 

machines. This analysis can help the designers to design 

a minimum size and weight machine for certain torque or 

power. Moreover, in applications where a high-

performance motor is required, accurate thermal 

modelling is crucial [23]. Thermal modelling for stator 

winding in short-term transient has been proposed in 

literature [24-25]. Thermal analysis of induction motors 

has been addressed in literature [26-31]. The thermal 

behaviour of induction motors in a wash-down 

environment has been discussed by Jankowski et al. [26], 

in which thermal properties of the motors have been 

considered. Different classes of induction motors, in 

terms of protection requirements, have been discussed by 

Fernando et al. [28]. The end-winding thermal effect of 

induction motor has been analyzed by Ahmed and Kar 

[29] in which the predicted stator winding temperature 

using a 1st-order and higher-order thermal model has 

been compared. The thermal model lumped parameters 

of wound-rotor induction motor and their analytical 

equations have been given by Boglietti et al. [30]. 

The first contribution of the present paper is to 

introduce a core losses estimation method that can 

calculate losses in the presence of harmonics and voltage 

unbalance. Compared to the available models, the 

proposed model has two important features. Firstly, eddy 

current and hysteresis coefficients are directly expressed 

as a function of the flux density and then these flux 

density-dependent coefficients are estimated using the 

curve fitting technique, while in the existing methods two 

steps are required to calculate the coefficients. Secondly, 

unlike available methods, excess losses in the proposed 

method is not initially considered in the losses equation, 

but after applying curve fitting and finding coefficients 

for eddy current and hysteresis losses, the remaining 

coefficient is the coefficient of excess losses. The second 

contribution of this paper is to propose a thermal analysis 

for induction motor when it is supplied by a distorted 

voltage or exposed to a voltage unbalance. The proposed 

modelling is a combination of FEA and analytical 

techniques. The rest of the paper is organized as follows: 

Section 2 proposes an analytical method based on the 

curve fitting technique through which the core losses in 

electrical machines are estimated, and its accuracy is 

discussed in section 3, then the estimated results are 

compared to those obtained experimentally. Section 4 

presents the thermal model of induction motor in the 

presence of harmonics and voltage unbalance. The 

accuracy of the proposed thermal modelling is validated 

by the test results in section 5. In section 6, the insulation 

lifespan of the motor is discussed and the lifespan of the 

motor in the presence of harmonics and voltage 

unbalance is predicted. Section 7 concludes the paper. 

 
 
2. CORE LOSSES ESTIMATION METHOD 
 

The core losses influence the performance and shorten 

the lifespan of the inverter-fed induction motors. 

Therefore, it is crucial to precisely estimate the core 

losses caused by the various harmonic components of the 

magnetic fluxes. At this end, the waveforms of flux 

densities in different parts of the machine structure must 

be known. The non-sinusoidal waveforms of flux 

densities, depending on the amplitude and harmonic 

order, may generate some minor loops in the 

magnetization characteristic. For the magnetic flux 

density less than 1 T with fundamental frequency, the 

core losses are divided into hysteresis losses (Ph) and 

eddy current losses (Pe) as follows: 

Pc=Ph+Pe=khfBm
n+kef2Bm

2                                                                                                                                        (1) 

A curve fitting technique is applied in which the core 

losses are divided into eddy current losses and hysteresis 

losses. However, compared to the existing models for 

core losses estimation, the proposed model has two 
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important features. Firstly, eddy current and hysteresis 

coefficients in the model are directly expressed as a 

function of the flux density and then these coefficients 

are estimated using the curve fitting technique, while in 

the existing methods, two steps are required to estimate 

the hysteresis coefficient kh. The Steinmetz coefficient 

and kh are separately estimated using the curve fitting 

technique. Secondly, to include the excess losses in the 

existing method, a new coefficient is proposed and 

determined using the curve fitting technique; however, it 

was not initially considered in the losses formula 

previously, but it is taken into account after curve fitting 

and finding coefficients for eddy current and hysteresis 

losses. Based on the above-discussed items, the steps for 

estimating the core losses are given as follows: 

Step I: defining the total core losses as follows:  

      
                                     (2)  

Step II: dividing the total core losses by square root of 

frequency as follows: 

 
(3) 

Step III: for different values of flux density, Pc/√f versus 

square root of frequency is plotted and then a cubic spline 

fitting technique is applied to each value of the flux 

density as follows [36]:  

 
(4) 

Step IV: by comparing Equation (3) with Equation (4), a1 

is kh(f,B) and a3 is ke(f,B). Also, this comparison shows 

that the right-hand side of Equation (2) must include an 

additional term. This additional term is called excess 

losses. Therefore, the total core losses are rewritten as 

follows [36]: 

  (5) 

 

where kex1(f, B) and kex2(f, B) are the excess losses 

coefficients.   

The cubic spline fitting of the specific core losses and 

finding the coefficients in terms of the flux density 

enables us to estimate these coefficients at any flux 

density. Using the proposed model, one can easily 

estimate the total core losses for any flux density which 

in turn prevents underestimation of the core losses at 

high-frequency harmonics and its overestimation at low-

frequency harmonics. 

 
2. 1. Core Losses in Presence of Harmonics           
Core losses under alternating pulse voltage excitation 

have been predicted in literature [34-36]. In the method, 

three components of core losses, as well as the form 

factor of the harmonic voltage, have been used to 

estimate the losses. Suppose distorted input voltage of the 

motor is as follows: 

 
 (6) 

where h is the harmonic order, Vh is the amplitude of the 

hth harmonic of the phase voltage, and θh is the phase 

angle of the hth harmonic. The magnetic flux density in 

the core generated by the applied voltage is as follows: 

 
(7)                      

where Bh is the amplitude of the hth harmonic of the flux 

density. Therefore, in the presence of harmonics, 

the peak flux density is as follows: 

 
                                      (8)  

When a distorted voltage is applied to the motor, the 

hysteresis, eddy current and excess losses coefficients 

corresponding to the flux density shown in Equation (1) 

should be determined for estimation of the core losses.  

 
2. 2. Core Losses in Presence of Voltage Unbalance              
Unbalanced voltage may apply to the induction motor. 

The IEEE standard gives the following definition for 

VUF: 

 
(9) 

where V+ and V‒  are the positive and negative sequence 

voltage components, respectively. Since V+ and V‒  are 

phasors, the VUF has magnitude and angle. These 

components can be calculated using the fast Fourier 

transform or Fortescue transform. Similar to the method 

used to estimate the core losses in the presence of 

distorted voltage, the hysteresis, eddy current and excess 

losses coefficients, corresponding to the flux density 

generated by the voltage unbalance, can be derived from 

Equation (5) and used for the core losses estimation. 

 
2. 3. Different Methods of Core Losses Estimation 
 

2. 3. 1. Epstein Frame           Epstein frame is the most 

popular method for experimental core losses estimation. 

The IEC 404-2 describes the structure of the Epstein 

frame in detail. The standard structure for the Epstein 

frame is a 28 cm×28 cm frame with four coils of 700 

turns on the primary and the secondary. The primary 

winding or magnetizing winding is wound onto the 

secondary winding or voltage winding. The samples are 

located on the frame, so that a double-lapped joint is 

created. By multiplying the primary winding current and 

the secondary winding voltage, the instantaneous power 

loss is obtained. Then, the total core losses are 

determined by averaging the instantaneous power. To 
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find the specific total losses, the total losses are divided 

by the weight of the sample. The main disadvantage of 

the Epstein frame is the generated leakage flux around 

the joint leading to the non-uniform flux density 

distribution. Besides, the impact of the harmonic 

components on the total core losses cannot be evaluated 

using the standard frame. 
 
2. 3. 2. Toroid Tester            The structure of the toroid 

tester is very similar to that of the Epstein frame. The 

only difference is that the specimen in the toroid tester is 

a wound toroid. For small electrical motors, the total 

losses obtained from the toroid tester is more accurate 

than those achieved by the Epstein frame. Like the 

Epstein frame, non-uniform flux density distribution is 

one of the problems with the toroid tester. Moreover, the 

toroid tester method is more time-consuming than the 

Epstein frame method. The reason is that the toroidal 

winding must be appropriately wound onto the core. It is 

noted that the toroid tester configuration is much more 

similar to the structure of a stator in conventional electric 

motors, making it preferable for calculating the core 

losses over the Epstein frame method.  
 
2. 3. 3. Single Sheet Tester          Compared to the 

existing methods, the single sheet tester is a simple and 

economic way for measuring the core losses. In this 

method, an excitation coil with a low number of turns is 

wound around a double-yoke sheet. The flux generated 

by the coil in the yoke produces a current which in turn 

generates power losses in the sheet. The single sheet 

tester has two disadvantages. First, the double yoke is 

large and costly. Second, the tester needs to be calibrated 

with either the toroid tester or the Epstein frame. 
 

 
3. TEST SETUP FOR CORE LOSSES MEASUREMENT 
 

To validate the proposed method for core losses 

estimation, the obtained results by applying the method 

are compared with the measured core losses. To produce 

a desired magnetic flux density in the core, a toroid tester, 

as well as a signal generator, are used. The signal is 

generated by a single-phase inverter, supplying the toroid 

transformer. The magnetic flux is produced by the 

applied signal and induced voltage in the secondary 

winding. Therefore, the measured current in the primary 

and measured voltage in the secondary winding 

corresponds to the magnetic flux intensity and the flux 

density, respectively. Flux density is obtained by 

integrating the secondary voltage. Besides, a filter is 

employed in the output of the inverter to reduce the 

voltage pulsation. Figure 1 demonstrates the test setup. 
Figure 2 compares the predicted core losses using the 

proposed method and the experimental results. A good 

agreement between the predicted and test results is 
 

 
Figure 1. Toroid tester setup 

 

 

achieved. Figure 3 demonstrates the minor loop on the 

magnetization characteristic for the distorted magnetic 

flux density. The minor loop in Figure 3 has been created 

by 10% of 5th harmonic. 
 
 

4. THERMAL MODELLING OF INDUCTION MOTOR 

IN PRENSENCE OF HARMONIC AND VOLTAGE 

UNBALANCE  
 

The main heat-generating sources in electrical machines 

are electrical, magnetic, and mechanical losses. In a 

variable speed drive, the produced harmonics by the 

inverter lead to more losses compared with the motor 

directly supplied by mains. It is noted that the impact of 

harmonics on the core loses is more prominent. As a 

result, in the presence of harmonics, temperature rise in 

different parts of the motor are more pronounced. A 

similar problem is true when the motor is supplied by 

voltage unbalance. Therefore, thermal modeling of 

electrical machines in the presence of the harmonics and 

voltage unbalance are necessary in its design stage. In 

this section, the main objective is to provide a thermal 

analysis for an induction motor supplied by a distorted 

voltage or voltage unbalance. The proposed modeling is 

a combination of FEA and analytical techniques. 

Taking into account all the above-mentioned items, 

the thermal modeming steps of the induction motor are 

as follows: 

1st Step: To determine the flux density at different parts 

of the motor, harmonic voltage is applied to the stator 

winding which is simulated by the Ansoft. 

2nd Step: Using Equation (1) and the magnetic flux 

density obtained from the 1st step, the core losses in 

different parts of the motor such as stator yoke, rotor 

yoke, and stator teeth, are estimated. The core losses for 

each part are then divided by its weight through which 

specific core losses are estimated. Besides, the copper 

losses. 

3rd Step: Using the motor data such as dimensions and 

number of stator slots, lumped thermal network of the 

motor is implemented in the Motor-CAD software, 

which is a tool for the thermal analysis of electrical 
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Figure 2. Core losses curve cluster of various frequencies 

at 50 °C 

 

 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 3. Magnetization characteristics. (a) 1st  component, 

(b) 1st  and 10% - 5th harmonic, (c) 1st and 10% - 7th harmonic 

,(d) 1st and 10% - 11th  harmonic (e) 1st and 10% - 13th 

harmonic, (f) 1st and 5th , 7th, 11th, 13th  harmonics are 

obtained by simulation. 

 

 

machines. By solving the lumped thermal circuit, the 

temperature in various parts of the motor are determined.   

4th Step: Using the results obtained from in the 3rd step, 

the insulation lifespan of the motor is estimated. Figure 4 

depicts the flowchart of the thermal analysis of the 

induction motor. 
 
4. 1. FEM Analysis of Proposed Motor        Table 1 

summarizes the specifications of the proposed induction 

motor. Figure 5 shows the 3D view of the motor. Figure 

6 illustrates the magnetic flux density distribution in 

different parts of the motor when a distorted voltage is 

applied to the stator winding. In each case, the voltage is 

 
Figure 4. Flowchart for thermal analysis of induction motor 

 
 

TABLE 1. Motor Specifications 

Parameter Value 

Line voltage (V) 380 

Frequency (Hz) 50 

Number of poles 4 

Rated current (A) 2 

Rated torque (Nm) 5 

Output power (W) 750 

Efficiency (%) 79 

Power factor 0.707 

 
 

  
Figure 5. 3D view of proposed motor 

 

 
the sum of the fundamental component of the voltage and 

the percentage of a certain high-order harmonic. For 

example, in Figure 6a, the fundamental component with 

10% of the 5th harmonic is applied to the stator winding. 

It is observed that the impact of the unbalanced voltage 

on the magnetic flux density is more than that of the 

distorted voltage. Figure 7 shows the core and copper 

losses variations for different harmonic. As seen, voltage 

unbalance causes the increase of both copper and core 

losses compared to the balanced voltage. Also, the lower 

the harmonic order, the higher the losses. 
 
4. 2. Thermal Modelling              In this section, the 

impact of the distorted voltage as well as voltage 

unbalances on the temperature rise of various parts of the 

induction motor are predicted using the proposed thermal 

modeming. Motor-CAD software is used to model the 

thermal behaviour of the motor as shown in Figure 8. To 
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implement the model, general data such as dimensions, 

number of stator and rotor slots (39/20), and number of 

rotor bars are needed. The data then is used to develop 

the thermal model of the motor. The model consists of a 

set of thermal resistors, thermal capacitors, and thermal 
 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 6. Flux density distribution. (a) 1st  component, (b) 

1st  and 10% of 5th harmonic, (c) 1st and 10%  of 7th 

harmonic,(d) 1st and 10%  of 11th  harmonic (e) 1st and 10% 

of 13th harmonic, (f) 1st and 5th , 7th, 11th, 13th  harmonics 

 

 

 
Figure 7. Iron and copper loss variations for different 

harmonic (PS: Positive seq. and NS: Negative seq.) 

 
Figure 8. proposed motor in Motor-CAD 

 

 

sources. Figure 9a depicts the lumped parameter network 

(LPN) of the motor. Since the objective is to analyse the 

motor at steady-state, the thermal capacitors are not 

considered in the model. The values of the thermal 

sources are obtained from the losses calculated in the 3rd 

step. It is noted that the nodes in the LPN demonstrate the 

temperature at different parts of the motor. Figure 9b 

presents the thermal resistors and thermal sources 

corresponding to the LPN (Figure 9a).     

The thermal equivalent circuit (TEC) shown in Figure 

9b consists of 49 thermal resistors and 15 thermal 

sources. The definition of each resistor as well as the 

definition and value of each thermal source have been 

summarized in Tables 2 and 3, respectively. According 

to Table 3, the thermal source for each part of the motor 

corresponds to the estimated losses of that part. The 

estimated losses for each part are expressed in percentage 

of the total losses calculated in the presence of the 

harmonic or voltage unbalance. To obtain the 

temperature at each node, the network shown in Figure 

9b is implemented in Power-sim software as shown in 

Figure 10. In this case, the TEC is treated as an equivalent 

electrical circuit and as a result, the temperature at each 

part of the motor is estimated. The stator and rotor copper 

losses for the proposed motor at different harmonic and 

unbalanced conditions are tabulated in Table 4. 
 

 

5. EXPRIMENTAL SETUP 
 

To validate the accuracy of the proposed thermal model, 

the induction motor was tested and the experimental 

results were compared to those obtained by the proposed 

method. Figures 11a and 11b show the stator and rotor of 

the motor. Figure 11c presents the experimental test 

setup. To generate harmonic-polluted voltage, ARM 

microcontroller was used to build the input voltage with 

different harmonic contents as well as voltage unbalance. 

The digital oscilloscope stored this voltage and the 

current sensor (LTS25) measured the current. Also, to 

measure the winding temperature a sensor (PT100) was 

located in the stator winding.  Moreover, a thermo-couple 

measured the temperature in different parts of the motor. 
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Figure 9. Lumped parameters model: (upper) lumped network, (lower) thermal equivalent circuit 

 

 

TABLE 2. Thermal model resistances 

Convective resistance of cap to environment (R1 , R13) 

Conductive resistance of the body (R3,R4,R6,R8,R11) 

Resistance between cap and plate to environment (R10) 

Conductive resistance between body and stator yoke (R15) 

Convective resistance between stator end-winding and indoor air 

(R24 , R17) 

Yoke and stator teeth convective resistance (R20) 

Convective resistance between indoor air and cap (R25 , R48) 

Conductive resistance between bearing and shaft (R27 , R41) 

Winding and rotor conductive resistance (R29), (R31, R32) 

Shaft conductive resistance (R43,R44,R45,R46) 

Conductive resistance between body and cap (R12 ,R2) 
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Convective resistance of body to air (R5,R7,R9) 

Convective resistance between a body with indoor air (R14,R16) 

Convective resistance between yoke and stator winding (R18,R21) 

Conductive resistance between stator end-winding and winding 

(R19,R22) 

Conductive resistance teeth stator (R23) 

Conductive resistance between cap and bearing (R26, R40) 

Conductive resistance between rotor load and indoor air (R28, R34) 

Convective resistance between rotor and stator core (R30) 

Convective resistance between shaft and indoor air (R33,R39,R47,R42) 

Convective resistance between rotor core and shaft (R49) 

 

 

TABLE 3. Heat sources values 

Heat source Value (% Total loss) 

Cap loss (I1) 1 

Stator end-winding loss (I2,I6) 11 

Stator tooth loss (I3) 20 

Stator yoke loss (I4) 15 

Stator winding loss (I5) 17 

Stator bore loss (I7) 1 

Rotor bar loss (I8) 12 

Rotor core loss (I9,I10I14) 16 

Rotor shaft loss (I13,I12) 6 

Rotor end-ring loss (I11,I15) 1 

 

 
 

 
Figure 10. Lumped parameter model of proposed induction motor in Power-sim software 

 

 
TABLE 4. Stator and rotor copper losses in harmonic and 

unbalanced voltage conditions 

Harmonic 

Unbalance 

Stator end 

winding 

loss (W) 

Stator 

winding 

loss (W) 

Rotor 

end-ring 

loss (W) 

Rotor 

bar loss 

(W) 

1st  22.4 33.7 12.5 24.9 

5th 0.93 1.41 0.52 1.04 

7th 1.11 0.74 0.68 1.36 

11th 0.62 0.93 0.34 0.69 

13th 0.5 0.75 0.29 0.58 

5% unb 1.22 1.83 0.71 1.43 

10% unb 1.70 2.55 0.99 1.98 

6. RESULTS AND DISCUSSION  
 

Table 5 summarizes the comparison between the 

measured temperature and the temperature obtained from 

the proposed thermal model at various parts of the motor 

for different harmonic contents and voltage unbalance. It 

is assumed that the ambient temperature is 40°C. The 

obtained results indicate that the high flux density 

leading to the high core losses generates the hotspot of 

the motor somewhere between the rotor conductors close 

to the stator. Besides, by rising the harmonic order, the 

temperature at different parts of the motor also increases. 

Moreover, Table 6 shows that the impact of the voltage 

unbalance on the temperature rise of the motor is more 
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than that of harmonic voltage. For example, the 

temperature rise of the rotor core is about 16% for 10% 

voltage unbalance. Also, when the voltage unbalance 

increases, the losses and as a result the temperature rise 

of the motor increase. Table 6 compares the measured 

core and copper losses and the losses obtained by the 

analytical method. 

Figure 12 illustrates the input current waveform for 

different harmonic voltages applied to the stator winding. 

According to Figure 12, harmonic and unbalanced 

currents are generated by the drive and the output voltage 

of the drive (with harmonic and unbalanced) is applied to 

the stator winding. Then, with the help of P100 

temperature sensors located in the accessible points 

inside of the motor, the temperature is measured and 

presented in Table 5. 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 11. Experiment (a) stator, (b) rotor, and (c) test-bed   

 

TABLE 5. Comparison of measured and simulated temperature at various parts of motor for different harmonic  

contents and voltage unbalance (Simulation - Experimental) 

Unbalanced 

Harmonic 

Stator yoke 

(°C) 

Stator tooth 

(°C) 

Stator end 

winding (°C) 

Stator winding 

(°C) 

Rotor Core 

(°C) 
Rotor bar (°C) 

Rotor end-ring 

(°C) 

1st 80.40 83 84.01 86 83.34 86 85.45 87 107.61 112 107.47 112 84.40 88 

5th 82.65 85 89.25 94 89.61 91 89.76 93 111.01 115 111.15 114 92.70 96 

7th 82.57 86 87.21 90 87.57 88 88.12 91 107.86 114 107.87 109 91.56 94 

11th 81.51 90 87.11 90 86.48 88 87.78 91 107.77 114 107.62 109 91.47 94 

13th 81.44 92 87.05 91 86.37 89 87.56 90 107.64 117 107.53 109 90.42 94 

5% unb 94.84 97 95.44 100 95.81 100 96.14 101 108.41 115 108.26 110 98.89 100 

10% unb 97.98 101 99.65 103 97.04 104 101.65 107 110.18 117 110.03 114 101.13 106 

 

 

TABLE 6. Total losses in harmonic and voltage unbalance 

conditions 

Harmonic 

Unbalance 

Core losses 

(W) (sim.) 

Core losses 

(W) (exp.) 

Copper loss 

(W) (sim.) 

Copper loss 

(W) (exp.)  

1st  64.60 67.00 93.50 98.00 

5th 4.4 4.6 3.9 4.12 

7th 3.8 4.0 3.1 3.30 

11th 3.1 3.3 2.6 2.70 

13th 2.9 3.0 2.1 2.30 

5% unb 5.0 5.1 5.1 5.70 

10% unb 6.2 6.7 7.1 7.80 

 
 
 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 12. Input current waveform. (a) three phase  , (b) 1st 

component (c) 1st  and 10% - 5th harmonic, (d) 1st and 10% - 

7th harmonic ,(e) 1st and 10% - 11th  harmonic (f) 1st and 10% 

- 13th harmonic 
 

 

7. LIFESPAN ANALYSIS OF INDUCTION MOTOR 
INSULATION 
 

After determining the temperature at different parts of the 

motor, the analysis shows that the maximum temperature 
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occurs in the rotor end ring because the magnetic flux 

density at the end ring is high compared to other parts of 

the motor. Since the insulation material is not used in the 

rotor of the squirrel-cage induction motor, the 

temperature rise of the end ring does not affect the 

insulation lifespan. Inspecting the temperature at 

different parts of the motor insulation, it is found that the 

stator winding experiences the maximum temperature. 

Therefore, the stator winding insulation reduces the 

lifespan of the motor. Assuming that the motor operates 

at 90% of the rated load, the maximum temperature of 

the motor insulation is as follows [35]: 

40T F T=  +                                          (10)  

where F is the loading coefficient of the motor (Table 7), 

and ΔT is the maximum temperature rise withstood by the 

motor in the desired insulation class. Since the proposed 

motor is a class A motor, from Equation (10), the 

maximum temperature of the motor insulation (T) is 

found to be 97.2°C. To obtain the insulation lifespan of 

the motor, the following equation can be used [35]:  

[ ]

100% 2
c xT T

HIC
xL L

−

= 
 

(11) 

 

where Lx is the percent lifespan at x% of rated load, L100 

is the percent lifespan at rated load, Tc is the total 

permissible temperature of the insulation, Tx is the 

hotspot temperature of the insulation, and HIC is the 

halving interval. Using Equation (11), the insulation 

lifespan of the motor in the presence of harmonics and 

voltage unbalance are calculated and listed in Table 7. 

The reason for the longer insulation lifespan at 90% 

of the rated load compared to the rated loading is the 

lower operating temperature compared to the maximum 

insulation temperature. Table 8 indicates that the effect 

of harmonic on the insulation temperature rise is low 

because of the low amplitude of the harmonic component 

compared to the fundamental one. This in turn leads to a 

small insulation temperature rise. However, even this 

small value dramatically affects the insulation lifespan of 

the motor. For example, 10% 5th harmonic results in the 

insulation temperature rise by 4.31°C, but it decreases the 

insulation lifespan of the motor by 376 days. The results 

also show that the impact of voltage unbalance on the 

decrease of insulation lifespan is more than that of 

harmonic voltage.  

 

 
TABLE 7. F coefficients 

Load (%) F Load (%) F 

50 52 110 119 

75 73 115 130 

90 88 125 146 

100 100 150 212 

 

TABLE 8. Lifespan prediction of the motor understudy at 

different harmonic and voltage unbalances (for 3000 days) 

Harmonic 

Unbalanced 

Maximum 

Temperature 

of insulation 

(C°) 

Temperature 

variations at 

90% of rated 

load (C°) 

Lifespan 

variations at 

90% of rated 

load (days) 

1st 85.45 0 0 

5th 89.76 4.31 -376 

7th 88.12 2.67 -296 

11th 87.78 2.33 -254 

13th 87.56 2.11 -212 

5% unb 96.14 13.69 -996 

10% unb 101.65 16.20 -1114 

 

 

8. CONCLUSION 
 
This paper demonstrated an analytical method based on 

the curve fitting technique for calculating the core losses 

for induction motors. In this method, unlike the existing 

methods, the excess losses were not initially considered 

in the losses equation but after curve fitting and finding 

coefficients for eddy current and hysteresis losses, the 

excess losses coefficient was automatically extracted. 

Also, thermal modeling for insulation lifespan prediction 

in the motor was proposed. The model is a combination 

of FEM and the proposed losses calculation method. To 

verify the accuracy of the proposed thermal modeling, a 

test was conducted on the induction motor. The test 

results and the proposed method results indicated that the 

temperature rises of the motor increase with the increase 

of voltage unbalance. The model showed that the impact 

of the unbalanced voltage on the temperature rise of the 

motor is more than that of harmonic voltage. As an 

example, 10% voltage unbalance leads to the temperature 

rise, and the rotor losses go up about 4%.  Moreover, the 

hotspot of the motor is somewhere between the rotor 

conductor and close to the stator. This is due to the high 

flux density and as a result high core losses at that point. 

Also, compared to other harmonic components the 5th 

harmonic generates the maximum temperature at 

different sections of the motor. 
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Persian Abstract 

 چکیده 
استفاده از مواد جدید و روش های بهبود  موتورهای الكتریكی القایی در طیف گسترده ای از شرایط و موارد صنعتی مورد بهره برداری قرار می گیرند. امروزه موتورهای جدیدبا  

ل عمر رضایت بخش موتورها  یافته و برای محدوده های مختلف توان طراحی شده اند، وگرچه اغلب بسیار کوچكترندولی بارگذاری بیشتری دارند. برای حصول اطمینان از طو

یک رویكرد تحلیلی برای تخمین تلفات اصلی     ,هارمونیک  های منبع تغذیه یا عدم تعادل ولتاژ آن، افزایش دما باید به مقادیر ایمن محدود شود. در این مقاله با لحاظ کردن  

پیش بینی شده است. شبكه پارامترها بر    القایی   موتورهای   عایق  عمر   طول  ,موتورهای القایی ارائه شده است. با معرفی یک مدل حرارتی مبتنی بر پارامترهای فشرده حرارتی

ین طول  رها، مقاومت های حرارتی، خازن های حرارتی و منابع اتلاف بنا شده است. سپس، این مدل برای تخمین دمای قسمت های مختلف موتور ونبز تعی اساس ابعاد موتو

 قرارگرفته است.  عمر عایق آن به کاررفته است.  سرانجام ، نتایج پیش بینی شده از مدل توسط آزمایش های لازم مورد تأیید
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A B S T R A C T  
 

  

Most of the man-made objects are having some straight lines with colors. A very high-speed object 

recognition method using color straight line patterns is carried out using a novel self-learning device: 
Rasiq Krishnakumar Device(RKD). Instead of that Artificial Neural Networks (ANN), RKD based 

networks are used for different steps in this pattern classification. The color and straight-line features are 

extracted by using high-speed color segmentation and fast efficient straight-line segment extraction 
methods using the RKD based systems. The training and the testing algorithms of the pattern 

classification are using RKD-based processing. The fast color features extraction method uses an array 

of RKD-based devices and the fast efficient straight-line segment extraction method employs an array 
of processing elements and a main control unit. Some fusion devices are used for a straight line with 

colors features. The area of interest and the area of line segments of a particular object are other features 

for improving the accuracy of object classification. 

doi: 10.5829/ije.2021.34.05b.15 
 

 

NOMENCLATURE 

c Common colors C Common color ratios 

lc Colors related to staight lines LC Color count ratios 

O Set of objects k and k′ Known values 

a1 Area of region of interest a2 Area of line segments 

 
 
1. INTRODUCTION1 
 

An RKD is a self-learning device. RKD networks are 

used for multi-class pattern recognition problems, fast 

efficient straight line detection, and color based image 

segmentation [1-3]. The applications of high-speed 

object recognition methods are mainly included in 

robotics, driverless vehicles, and artificial intelligence. 

The difficulties in object recognition under various 

circumstances are lightning conditions, the position of 

the object in the image, image rotation, occlusion, and 

change in the size of the object [4]. The other main 

difficulties in a high-speed object recognition system are 

the hardware complexity and the processing time [5]. The 

methods carried out are optimized for these difficulties. 

 

*Corresponding Author Institutional Email: rasiqsm2@gmail.com 
(Rasiq S. M.) 

The main reason for the hardware complexity and the 

high processing time is the complications in ANN for 

training and testing. Convolutional Neural Networks 

(CNN) are used for object recognition applications that 

need sophisticated hardware for high-speed applications. 

The performance of CNN increases when the number of 

convolutional layers, pooling layers, and fully connected 

layers increases [6]. The increase in layers causes 

complications in training and requires large training data 

[7]. Sometimes these approaches are not suitable for 

high-speed object recognition applications. The 

sophisticated processes in CNN methods for training, 

reduce the scope for further processing of erroneous 

predictions. Unobservable processes in the hidden layers 

of ANN are another challenge for further processing and 

the weight values in the hidden layers cannot be edited 

[8]. 
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If a single weight in the trained ANN is edited, the 

stability of the entire network is affected [9]. In the case 

of RKD networks, the knowledge acquired by the 

network can be edited for further applications.   

This work uses a novel method for training and 

testing based on RKD. The RKD is simple, fast, required 

fewer hardware components and training samples, and 

having easily accessible processing variables [10].  Three 

RKDs are formed to a basic color matching device 

(BCMD) used for learning as well as for detecting a 

particular color. There is n number of BCMDs used for 

learning n number of colors of a multiple colored object. 

An array of BCMDs is needed for segmenting these n 

number of colors. The BCMD array segments a single 

color at a time. All colors in the object are recognized 

after n number of segmentation [3]. 

The straight-line segment extraction method requires 

a smaller number of processing elements (PE) compared 

to a parallel Hough transform (HT) method. The speed 

and accuracy of straight-line extraction are very high 

compared to the parallel HT method [2]. Straight lines 

with colors (SLC) are formed by combining the color 

recognition method and parallel straight-line segment 

extraction method. The main methods used here are 

recognition of multiple colors, straight-line extraction, 

straight lines with colors recognition, the object area, and 

the line segments area. 

For fast processing, six two-dimensional arrays and a 

straight line color fusion device are proposed. A few 

straight line color fusion devices process the six arrays 

results in fast processing. A significant property of the 

RKD network is that  comparatively higher classification 

accuracy of 92.3% is obtained with a few training images. 

Moreover, the processing time and memory requirements 

are less compared to the ANN methods.  

Section 2 discusses the theory and methodology 

which includes recognition of multiple colors, high-

speed straight-line extraction, six arrays for SLC data 

extraction, straight-line color fusion device, SLC 

calculations, and multi-class pattern recognition using 

RKD array. Session 3 deals with results and discussion, 

and finally session 4 includes the conclusion. 

 

 

 

2. THEORY AND METHODOLOGY  
 

A multi-class pattern recognition method is carried out 

by using an RKD array, which requires color features, 

SLC features, and the object area. BCMDs are used for 

learning and detecting color features. Fast efficient 

straight line extraction method is combined with the color 

recognition method using six arrays of SLC data 

extraction. SLC features are obtained by straight line 

color fusion devices. The object is recognized by multi-

class pattern recognition using an RKD array. 

2. 1. Recognition of Multiple Colors              The 

BCMD is capable of learning one color in an image at a 

time. The system can identify multiple colors present in 

the object by training a number of BCMDs [3]. A single 

color is learned by a BCMD by selecting some sample 

points in the colored region of the image. The number of 

BCMDs needed for learning is n, for n number of colors 

in the object. The learned colors are represented as color 

1 (c1), color 2 (c2), color 3 (c3) ,… , color n(cn)  by the 

system. Segmentation of a single color from an     N x N 

image needs N2 number of BCMDs. These BCMDs are 

arranged like an N x N array and each BCMD has stored 

the color attributes from the database. BCMDs check 

every pixel in the image and detect the colored region in 

the image. The system can recognize n number of colored 

regions of an object by checking in the image n times 

using the BCMD array.  
 

2. 2. High-speed Straight-line Extraction                The 

straight-line segment extraction method used here is very 

fast and efficient and it can extract straight lines within a 

few nanoseconds [2]. It is calculated that for an N x N 

image 6N2-16N +14 line alignments are possible. Each of 

these line alignments is connected to a PE. By using this 

method, hardware complexity is comparatively very 

much less than the parallel HT method. The least number 

of PEs required for the parallel HT method is MN2, the 

value of M is the angular variations and N depends on the 

resolution of the image [11]. Those PEs perform 

arithmetic operations, cosine and sine value calculations, 

and reconfiguration of the PE mesh. In this method each 

PE performs pixel scanning in the line alignment, 

comparing line lengths with nearby PEs and eliminating 

errors. Parallel HT methods use less resolution line 

extraction. The method discussed in literature [2] is fast 

and accurate than parallel HT.   
 

2. 3. Six Arrays for SLC Data Extraction               The 

most processing time required step is SLC data 

extraction. In order to reduce the time of processing a 

parallel processing method is employed. For extracting 

SLC information six arrays are needed as shown in 

Figure 1. These arrays are having a size N x N. First array 

stores a binary image in which each element is having 

one-bit memory and it is split into several line alignments 

as described in literature [2]. Each element in the second 

and third array are having word length Log2 (N), these 

arrays are x and y coordinates respectively, and are 

accessible by a PE used for fast line detection. The 

remaining three arrays are used for storing primary color 

information and these arrays are split into different line 

alignments like the first array, for the line extraction. 

These line alignments can be enabled. By simultaneous 

and synchronous scanning through these line alignments, 

the system can evaluate the color data of a line. An actual 

line has six- imaginary lines as shown in Figure 2. Two- 
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Figure 1. Six arrays for lc data extraction 

 
 

 
Figure 2. Parallel imaginary straight lines 

 

 

lines in the red intensity array, two lines in the green 

intensity array, and two lines in the blue intensity array. 

Each element in these arrays has a one-byte word length. 

If these three arrays are combined, the original image is 

obtained. Simultaneous and synchronous scanning is 

needed for acquiring actual SLC data of a line. 
 
2. 4. Straight Line Color Fusion Device                      
Different functions of a line color fusion device are as 

follows. At first, it acquires the line data from MCU [2] 

which includes the starting and ending points of a line 

and its identity in the first layer. Using the line data, the 

line color fusion device identifies and enables six parallel 

imaginary lines in the line alignments of fourth, fifth and 

sixth arrays, the starting and ending point data are used 

for segmenting the line alignments. Then the fusion 

device scans through the parallel imaginary lines in the 

above three layers. This scanning is simultaneous and 

synchronous inside the three layers. For n number of 

colors, there are 2 × n number of digital counters inside 

the line color fusion device and a digital counter count 

the number of pixels represents a color. There is a 2 × n 

number of BCMDs for learning/matching colors in the 

imaginary line segments. For matching, color data are 

stored from the database. A BCMD has three inputs, the 

number of imaginary line segments is six for a particular 

line segment and the number of colors is n. So, the 

number of BCMD required for a line color fusion device 

is 2×n. Each input of a BCMD match one primary color 

of an array mentioned above and each line segment has 

two imaginary lines in the array. 
The number of line color fusion devices are used for 

scanning the imaginary parallel line segments is m, they 

scan through the line alignments of the above arrays. The 

line alignments are enabled by the line color fusion 

devices corresponding to the data from the MCU. 

The line color fusion device enables corresponding 

starting and ending points in the line alignments in the 

above arrays. Then a fusion device scans through 

corresponding arrays’ imaginary line segments and it 

finds the color information lc. A maximum number of 

fusion devices are equal to the maximum number of line 

segments receive from the MCU.  

The scanning through imaginary parallel line 

segments is one of the most processing time requiring 

steps by the system, that is performed by the fusion 

device. The MCU collects all SLC data for evaluating the 

color count ratios. 

 

2. 5. SLC Calculations                           To identify the 

straight lines with color patterns, initially, the straight-

line segments present in the image are extracted. The 

edge image is extracted by using parallel differentiators. 

Then all the line segments are extracted as described in 

literature [2]. The MCU  provides the data of line 

segments present in a color image. Since these line 

segments are extracted from edges they do not give 

accurate colors. Edges are sharp changing pixels intensity 

values. So, the system draws two parallel imaginary 

straight line segments with each line segment. An actual 

straight-line segment should be in the middle of these 

parallel imaginary straight lines. The parallel imaginary 

straight lines are h pixels away from the actual straight-

line segment; let the value of h be 10. These parallel 

imaginary straight lines contain color information related 

to that particular straight-line segment. The system scans 

through these parallel imaginary straight lines for finding 

the colors related to those particular straight-line 

segments. Thus, m number of the straight lines are having 

n number of color information represented as lc. 
𝑙𝑐 =  { 𝑙1𝑐1, 𝑙1𝑐2, … , 𝑙1𝑐𝑛;  … ; 𝑙2𝑐1, 𝑙2𝑐2, … , 𝑙2𝑐𝑛;  
. . ; 𝑙𝑚𝑐1, 𝑙𝑚𝑐2, … , 𝑙𝑚𝑐𝑛}  

(1) 

where m is the number of line segments and n is the 

number of colors. 

The system learns to classify objects using a training 

algorithm. After learning is completed the system is 

tested using a testing algorithm. In the training as well as 

the testing stage, the system has to learn multiple colors 

present in the objects. For a class of objects, initially, the 

system learns the common colors present in that class 

represented as c, where c    =  {c1, c2, c3, ..., cn}, (n is the 

maximum number of common colors present in the 

object class). 

𝐶 =  𝑐 /  ∑ 𝑐𝑖  𝑛
𝑖=1     (2) 

x coordinates 

 
y coordinate                

 
Red intensity values 

 Green intensity 
values Blue intensity value             

 

Edge image 
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Then the system extracts straight lines and evaluates 

color count ratios LC. 

The ratio of the number of pixels for a particular color 

of a straight-line segment is divided by the number of all 

the color pixels detected by different straight-line 

segments is called a color count ratio LC. 

𝐿𝐶 =  𝑙𝑐 / ∑  ∑ 𝑙𝑖𝑐𝑗  𝑛
𝑗=1

𝑚
𝑖=1     (3) 

where i = 1,2,3,.,.m and j = 1,2,3,..,n  

The main intention of finding the color count ratio 

and C is due to the different sizes of objects in the image 

of the same class. If the object size is large, c and lc 

values are also large similarly if the object size in the 

image is small,  c and lc values are also small. When C 

and the color count ratios are calculated they are almost 

the same for different sizes of objects in the image for a   

particular class.       

Now each class of the objects represented as  Ok is 

having the following attributes. 

𝑂𝑘 = {𝐶, 𝐿𝐶}, such that Ok ϵ O, where k=1,2, 3,…,p  (p 

is the number of objects), and O is the set of entire 

objects. 

𝐶   = {𝐶1, 𝐶2, 𝐶3 ,... , 𝐶𝑛} , where n is the number of colors  

𝐿𝐶 =  { 𝐿1𝐶1, 𝐿1𝐶2, … , 𝐿1𝐶𝑛;  … ; 𝐿2𝐶1, 𝐿2𝐶2, … , 𝐿2𝐶𝑛;. 
. . ; 𝐿𝑚𝐶1, 𝐿𝑚𝐶2, … , 𝐿𝑚𝐶𝑛}   

where m is the number of lines and n is the number of 

colors RK algorithm converts each attribute as a low 

value and a high value. 

 

2. 6. Multi-class Pattern Recognition Using RKD 
Array           Features X1, X2, X3, …., Xd be in d 

dimensional feature space and which are to be classified 

into K classes. An RKD array having d number of RKDs 

and the outputs of these RKDs are ANDed using an AND 

gate can be used for classifying a particular class as 

shown in Figure 3.  
RKD1 learns attribute values of X1 which are k1 and 

k1′, RKD2 learns attribute values of X2 which are k2 and 

k2′ similarly all RKDs produce their attribute values from 

corresponding feature variable after training. Thus, for a 

class Ok a set of attribute values are learned by the RKD 

array. 

For recognizing or classifying a particular object, its 

attribute values are stored in the RKD array, then the 

feature vector is given as input to the RKD array, and the 

RKD array matches the feature vector with attribute 

values, if it is matched the object is recognized.  

The RKD array is used in multi-class pattern 

recognition problems for high-speed object recognition 

applications.  At a time, a d dimensional array learns to 

classify a single class of objects. After learning is 

completed the attribute values produced by the RKD 

array are stored in the database. Then the same RKD 

array can be used for learning another class of the object 

and the attribute values are stored again in the database.  

 
Figure 3. RKD array ANDed for classification 

 

 

These processes are repeated p number of times for 

learning to classify p classes of objects. 

While testing the input feature vector is given to the 

RKD array and the attribute values of each class are 

stored into the RKD array one by one. Let us suppose for 

a particular class all RKD outputs become high and the 

AND gate output becomes high then that class is said to 

be recognized. 

This method is very fast and it requires comparatively 

a few hardware components. It doesn't need the statistical 

approach of recognition or neural network approach. So, 

it is simple and requires less complicated processing. For 

straight-line extraction of an N x N image, each PE has 

to perform in three arrays of N x N size, because the size 

of the image is N x N. First array contains the edge image, 

the second array contains the coordinate x values, and the 

third array contains the y values. For pattern recognition, 

three additional arrays are needed. 
 

 

3. RESULTS AND DISCUSSION 
 

Table 1 shows the accuracies of various methods of 

object recognition from RGB images. The data sets used 

are the Washington RGB-D object dataset shown in 

Figure 4. The accuracy is calculated by averaging over 

classes and the presented method got an accuracy of 

92.3%.  

In this work speed of object recognition is in the 

nanosecond range. The system can process raw images 

directly, with no need for noise removal. The color 

segmentation is optimized by using BCMDs based on 

RKD, it is very fast and accurate. The color segmentation 

part needs lesser time compared to the straight-line 

RKD 1 

  

  

  

  

  

  

  

  

RKD 2  

RKD 3  

X1  

X2  

X3  

Xd  RKD d  
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segment extraction method. By using the HT method 

some lines may not be detected. The accuracy of the HT 

depends on accumulator cells and the bin size [2]. The 

proposed line segment extraction method extracts every 

line present in the image with higher accuracy and lesser 

hardware than parallel HT. The training and testing 

algorithms are also simple compared to other methods. 

Most of the works in this area require a large number of 

images for training. It is due to the fast learning property 

of RKDs, only a few images are needed for training the 

presented system. 

 

 

Training Algorithm 

 

 

Testing Algorithm 

 

 
 

 

The color noise can be reduced by using the 

smoothening technique in the learning step. While 

teaching a color, it is selected a number of points having 

the same color, then the device learns the color of that 

area. By adding a smoothening technique, a sharp 

variation in colors at some points must be avoided 

because they are considered as noise pixels. The 

smoothening does not affect the testing algorithm. In the 

teaching step, smoothening uses additional computation 

time. The smoothening technique is not required at the 

recognition algorithm. It is because the recognition 

algorithm recognizes only the color in a particular range 

learned by a BCMD. 
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TABLE 1. Comparison with state-of-the-art methods on the 

Washington RGB-D object dataset 

Method Accuracy in % 

Linear SVM [13] 74.3  ± 3.3 

kSVM [13] 74.5  ± 3.1 

HKDES [14] 76.1  ± 2.2 

Kernel Descripto [15] 77.7  ± 1.9 

CNN-RNN [16] 80.8  ± 4.2 

RGB-D HMP [17] 82.4  ± 3.1 

MMSS [18] 74.6  ± 2.9 

Fus-CNN (HHA) [19] 84.1  ± 2.7 

Fus-CNN (Jet) [19] 84.1  ± 2.7 

CFK [20] 86.8  ± 2.2 

MDCNN [21] 87.9  ± 2.0 

VGGnet + 3D CNN + VGG3D 

[22] 
88.9  ± 2.1 

RGB CNN+SVM[23] 87.5  ± 2.1 

Presented Method 92.3  ±  2.5 

CNN-RNN method requires the processing of a large 

number of image frames [12] for better accuracy. It is 

identified that the accuracy percentage increases almost 

proportional to the logarithm of the number of image 

frames processed. The batch size, as well as the number 

of epochs, are large. CNN methods require hundreds of 

epochs for better accuracy. 

Figure 5 shows the accuracy percentage change in the 

RKD network method. Only a few numbers of image 

frames are processed. Accuracy percentage change 

increases almost proportional to the exponential of the 

number of training images and requires only a few 

numbers of training images for better results. Fast 

learning property is due to RK algorithm-based learning. 

The lower values of LC data are known as k values, 

and higher values of LC data are known as k′ values. 

Most of the k and k′ ranges of each variable are not 

overlapping. If k ̶ ̶̶ k′ values of a single variable in a class 

is different, the class is fully separated. Here, the classes 

are almost fully separated or mutually exclusive, and 

accurate classification results are obtained.  

 

 

     
(a) (b) (c) (d) (e) 

     
(f) (g) (h) (i) (j) 

Figure 4. Different classes of Washington RGB D objects dataset (a) banana, (b) binder, (c) calculator,(d) camera, (e) cell phone, 

(f) cereal_box, (g) coffee mug, (h) comb, (i) dry battery and (j) flashlight 

 

 

 
Figure 5. Change in classification accuracy with the number 

of  training samples of the presented method 

The accuracy of object recognition is estimated as 

92.3% with a standard deviation of 2.5 when 10 classes 

of objects having different straight lines and color 

patterns are used. The number of training images used for 

each class is only 11 and tested with 200 images having 

20 images with each class and obtained an accurate result 

for 185 testing images. The accuracy is averaged over 

classes. Figure 5 shows the accuracy change with respect 

to the number of training images. The accuracy change 

remains almost constant when the number of images is 

around 10. It is due to the limitations of the dataset. The 

color and SLC patterns of these classes have variations 

among them; in other words, the patterns of these classes 

are mutually exclusive. More accurate results compared 

to other works are obtained. 
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TABLE 2. Comparison of the number of computations and 

memory requirements for the different methods 

Model FLOPs Bytes 

AlexNet 7.29e+8 2.44e+8 

CaffeNet 7.27e+8 2.44e+8 

CNN-S 2.94e+9 4.12e+8 

VGG-16 1.55e+10 5.53e+8 

Presented 7.07e+7 3.14e+6 

 

 

The computation time relies on the number of 

computations per frame. Table 2 shows the number of 

computations and memory requirements for the 

presented method. Which are significantly less than 

different neural network methods for a 224 x 224 image 

[24]. The number of computations and memory 

requirements are calculated by adding entire counts of 

different functioning devices and it is verified by 

simulations. A FLOP is the number of floating-point 

operations required to classify one image with the 

convolutional network. In the presented method, most of 

the calculations are using one-byte integers. 
 

 

4. CONCLUSION 
 

The present method is used for color and straight-line 

pattern recognition. The object recognition became very 

accurate by using features of line segments and colors. 

The color and SLC are recognized by separate parts, so it 

recognizes an object at a very high speed. The hardware 

complexity is very less compared to other methods. The 

RK algorithm reduces the hardware complexity, 

processing time, and memory requirements. The RK 

algorithm-based learning and recognition are faster than 

other methods. It is a logical device and the parameters 

are editable and it requires a few images for training. The 

method used for straight-line segment extraction is 

highly accurate compared to the parallel HT method. The 

line extraction algorithm uses comparatively little 

hardware complexity. The color pattern recognition unit 

also requires comparatively lesser hardware complexity. 

So, hardware implementation of this system will give 

better results. 
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Persian Abstract 

 چکیده
تفاده از یک  ساخته شده توسط انسان دارای برخی از خطوط مستقیم با رنگ هستند. یک روش شناسایی سریع شی با استفاده از الگوهای خط مستقیم رنگ با اس-بیشتر اشیا

برای مراحل   RKDهای مبتنی بر ، شبکه  (ANN)به جای شبکه های عصبی مصنوعی  .Rasiq Krishnakumar (RKD)دستگاه خودآموز جدید انجام می شود: دستگاه 

ستخراج سریع و مستقیم خط  مختلف در این طبقه بندی الگو استفاده می شوند. ویژگی های رنگ و خط مستقیم با استفاده از تقسیم بندی رنگی با سرعت بالا و روش های ا

است. روش استخراج   RKDی تست طبقه بندی الگو با استفاده از پردازش مبتنی بر  استخراج می شود. آموزش و الگوریتم ها  RKDمستقیم با استفاده از سیستم های مبتنی بر  

استفاده می کند و روش استخراج قطعه قطعه مستقیم و کارآمد با استفاده از آرایه ای از عناصر پردازشی و  RKDسریع ویژگی های رنگی از آرایه ای از دستگاه های مبتنی بر 

از دستگاه های همجوشی برای یک خط مستقیم با ویژگی های رنگ استفاده می شوند. منطقه مورد نظر و منطقه بخشهای خط یک شی   یک واحد کنترل اصلی است. برخی

 .خاص از دیگر ویژگیهای بهبود دقت طبقه بندی اشیا است
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A B S T R A C T  
 

 

A novel gain boosted folded cascode Op-Amp using simple single stage auxiliary amplifiers is presented. 
The proposed auxiliary amplifiers are designed in a way that has proper input and output DC common 

mode voltage without using common mode feedback network. The inputs of the auxiliary amplifiers are 

insulated by the coupling capacitors and floating-gate MOS transistors. Thus, the DC input voltage level 
limit has been removed. Diode connected transistors are also used in the output of the auxiliary 

amplifiers, which keep the output voltage level at the desired. A simple single stage auxiliary amplifier 

imposes fewer poles and zeroes on the main amplifier  compared to more complicated amplifiers where 
consumes also less power consumption. Simulation results in a 0.18μm CMOS technology show a DC 

gain enhancement of about 20 dB while output swing, slew rate, settling time, phase margin, and gain-

bandwidth retain almost as the same as previous folded cascode design.  

 doi: 10.5829/ije.2021.34.05b.16 

 

 

1. INTRODUCTION1 
 
One of the most popular approaches in designing high 

speed operational transconductance amplifiers (OTA) is 

the folded cascode (FC) architecture. Its popularity 

comes from high unity gain frequency, good output, and 

input swing. However, it has limitations to provide high 

DC gain which is required for some mixed-mode circuits 

like data converters. Active gain boosted folded cascode 

(GBFC) is presented first by Hosticka [1]. Through this 

technique, the output resistance and total gain can be 

increased by the gain of an auxiliary amplifier. This 

method increases the voltage gain without degrading its 

high-frequency performance. However, the GBFC 

introduces a pole-zero pair (doublet), which potentially 

leads to slow-settling behaviour of such op- amps [2,3,4]. 

The well-known active gain-boosting technique 

consists of the main amplifier and two auxiliary 

amplifiers is shown in Figure 1 [5]. By removing the 

auxiliary amplifiers and connecting the gate transistors of 

M5-6 and M7-8 to the appropriate bias voltages; a 

traditional folded cascode amplifier is shown in Figure 1. 

The auxiliary amplifiers should be operated at the 
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specific input and output common mode voltages and 

therefore they usually utilize two individual common 

mode feedback networks [6]. 

There are also other methods presented in literatures 

that focus mostly on increasing the slew rate while their 

gain enhancement is not impressive [7-11]. Also, many 

applications like switched capacitor circuits demand a 

high gain one stage Op-Amp [12,13]. 

In this paper, a simple differential amplifier with 

positive feedback load has been utilized as an auxiliary 

amplifier. For this reason, the auxiliary amplifiers do not 

need their own common mode feedback circuit. As 

described later, coupling capacitors are used at the input 

of the auxiliary amplifiers so that there is no limit to the 

DC voltage range of the auxiliary amplifier input. Also, 

two different types of the auxiliary amplifiers with two 

different DC output voltage levels have been utilized for 

the purpose of providing proper output bias voltage. 
 
 

2. PROPOSED AMPLIFIER   
 

Figure 2 illustrates the equivalent half-circuit of the 

GBFC shown in previous figure. The body effect is 

ignored. 
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Figure 1. Conventional boosted-gain folded cascode 

 
Figure 2. Equivalent half-circuit of the GBFC 

 

 

Using KVL and KCL, the DC gain of the circuit can be 

written as: 

 

 
vod

vin
= −gm1ro5

 AX
2  gm5ro5(ro1∥ro3)−2AXgm5ro5(ro1∥ro3)−3AX(ro1∥ro3)+gm5ro5(ro1∥ro3)+3 (ro1∥ro3)+2(ro1∥ro3)/gm5ro5

3

gm5
+

ro1∥ro3
gm5r05

+ro5+ro1∥ro3−AXro5−AX(ro1∥ro3)
  

 

 

≅ 𝑔𝑚1𝑟𝑜5
 𝐴𝑋

2 𝑔𝑚5𝑟𝑜5(𝑟𝑜1∥𝑟𝑜3)

𝐴𝑋𝑟𝑜5+𝐴𝑋(𝑟𝑜1∥𝑟𝑜3)
≅

𝐴𝑋𝑔𝑚1𝑟𝑜5𝑔𝑚5
 𝑟𝑜5(𝑟𝑜1∥𝑟𝑜3)

𝑟𝑜5+(𝑟𝑜1∥𝑟𝑜3)
≅ 𝐴𝑋𝑔𝑚1(𝑔𝑚5𝑟𝑜5(𝑟𝑜1 ∥

𝑟𝑜3) ∥ 𝑔𝑚5𝑟𝑜5𝑟05) = 𝐴𝑋𝑔𝑚1(𝑔𝑚5𝑟𝑜5(𝑟𝑜1 ∥ 𝑟𝑜3) ∥

𝑔𝑚7𝑟𝑜7𝑟09) = 𝐴𝑋𝐴𝐹𝐶  

(1) 

where the voltage gain of both auxiliary amplifiers, AX, 

is almost assumed the same and relatively large. Also, ro5 

= ro7 = ro9 is considered. As can be seen, the voltage gain 

of the GBFC is approximately AX times of FC. 

The input DC voltage level of the first auxiliary 

amplifier A1 (VX1 and VX2) is about one overdrive voltage 

of M4 & M5 (VOV4) and the output common mode voltage 

of A1 should be around at VGS5+VOV4 for the output swing 

considerations. The proposed circuit of A1 is illustrated 

in Figure 3a. As shown in this figure, gates of M1b & M2b 

isolated by coupling capacitors C1a and C2a from the main 

amplifiers, and the gate DC voltage level of M1b-M2b is 

supplied through quasi-floating gate transistors M7a 

&M7b which act as large resistors to VB3 [14]. 

The output common mode voltage of A1 is stabilised 

by diode connected transistors M5a & M6a without using 

individual common mode feedback network at the DC 

voltage VG3a which is proper for a driving gate of M5 and 

M6 transistors. The DC gain of A1 can be obtained by: 

AX = gm1aRX    (2) 

RX = (gm
5a

-gm
3a

+gds
5a

+gds
3a

+gds
1a

)
-1

 (3) 

while the value of gm3a and gm3b is approximately 

selected to 90 and 80 percent of gm5a and gm5b, 

respectively, to control the probable destructive effect of 

positive feedback [15]. In the same way, auxiliary 

amplifier A2 has the same DC gain as A1 and input 

coupling capacitors C1b & C2b as shown in Figure 3b. The 

output common mode voltage of A2 is adjusted by diode 

connected M5b & M6b at dc level of VDD-VSG5b which is 

proper for biasing the gates of M7 & M8. 

Boosting technique added a pole-zero doublet into 

the transfer function of GBFC. It can be shown that the 

zero location ωZ is approximately equal to (1+AX)ωX 

where ωX is the 3 dB cut-off frequency of auxiliary 

amplifiers and the zero is right close to its doublet pole 

[5, p.372]. The zero location ωZ can be written as: 

ωZ ≈ AXωX ≈ gm1a RX
1

RX CX
≈

gm1a

CX
  (4) 

where CX donates the total load capacitance in the output 

of the auxiliary amplifier [16].   

Hence, increasing the bias current of A1 & A2 has 

resulted in to greater gm1a; therefore, higher value of zero 

location of ωZ. The larger ratio of ωZ to the unity 

frequency ωU, the smaller the doublet effect [3]. Hence, 

with adjusting the tail current sources of A1 & A2 (Id9a & 

Id9b) slow settling caused by the doublet effect can be 

suppressed. The second pole location of the proposed 

auxiliary amplifier is far from its unity gain frequency 

and can be ignored. However, most of the reported GBFC 

amplifiers utilizing extra FC with a considerable  
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Figure 3. Proposed auxiliary amplifiers, A1: (Figure 2a) and 

A2: (Figure 2b) 
 

 

secondary pole as an auxiliary amplifier which imposes a 

new pole to the main amplifier transfer function. Table 1 

summarized the transistor sizes of the presented GBFC 

amplifier. 

It should be noted that the amount of the C1a, C2a, 

C1b, and C2b should be large enough to ignore the 

parasitic capacitors located in the gate of transistors M1a-

2a and M1b-2b. For example, in Figure 3a, the effect of the 

parasitic capacitors located at the gates of M1a and M2a in 

differential mode small signal analysis can be written as: 

vg1a = ξ vX1;  ξ =
C1a

C1a + CPar
 , CPar ≅ CGS1a. (5) 

In this paper, the value of C1a is considered to 0.5 pF 

which be much larger than the CPAR, so the ζ value is very 

close to one (about 0.98). 

 

 

3. SIMULATION RESULTS 
 

The two amplifiers were simulated in 0.18μm BSIM3v3 

level 49 CMOS technology with 1.8 V of supply voltage 

by Hspice. The value of load capacitors CL1 & CL2 is 5 pF 

for both of the amplifiers. The frequency response of the  

TABLE 1. Transistor sizes(μm/μm) and component values 

Transistor 

Number  

𝐖

𝐋
 

Transistor 

Number 

𝐖

𝐋
 

M0 
55

0.22
 M1a-M2a 

8

0.5
 

M1-M2 

128

0.36
 M3a-M4a 

0.33

0.75
 

M3-M4 
32

0.5
 M5a-M6a 

0.36

0.75
 

M5-M6 
16

0.22
 M7a-M8a 

0.5

0.5
 

M7-M8 

64

0.22
 M9a 

6

0.22
 

M9-M10 
32

0.22
 M1b-M2b 

4

0.5
 

M11 
5

0.22
 M3b-M4b 

0.8

0.5
 

M12 
0.5

0.22
 M5b-M6b 

1

0.5
 

M13 
1.25

0.18
 M7b-M8b 

0.5

0.5
 

M14 
0.5

0.22
 M9b 

6

0.22
 

M15 

0.36

0.36
 C1a-C2a 0.5pf 

M16 
10

0.18
 C1b-C2b 

0.5pf 

M17 
6.25

0.18
  

 

 

 

amplifiers is shown in Figure 4 which shows DC gain 

enhancement of about 20 dB. A simple inverting 

amplifier with unity gain shown in Figure 5 is proposed 

for transient time simulation where C1 = 1.5 pF and R1 =  
 

 

 
Figure 4. Open-loop frequency response of conventional FC 

and proposed GBFC amplifiers 
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Figure 5. Inverting amplifier with unity gain 

 

 

 
Figure 6. Step response of the amplifiers with 2.4 VP-P of 

input 

 

 
TABLE 2. Simulation results summary 

Parameter FC GBFC 

Power Supply 1.8 1.8 

Power 

Dissipation 
873 1018 

DC Gain(dB) 42.2 61.9 

1% Settling Time 

(nS) 
76.8  83.4 

Unity Gain 

Frequency(MHz) 
58.5 54.1 

Phase 

Margin(deg) 
88.5 88.1 

Diff. Output 

Swing(V) 
2.4 2.4 

 

 

5 MΩ. A square wave voltage with a range of ±1.2 V and 

a frequency of 2 MHz is applied to its differential input. 

The simulated differential outputs of the two circuits are 

shown in Figure 6. The simulation results summary is 

given in Table 2. 

As can be seen, despite the increase in a voltage gain 

of the proposed amplifier, the maximum output swing of 

both amplifiers is the same. This is because the addition 

of auxiliary amplifiers has not caused any change in the 

DC operating point of the main transistors (M0-M15) in 

Figure 1. 

To evaluate the effect of auxiliary amplifiers and 

validity of Equation (1), the frequency response of the 

auxiliary amplifiers is shown in Figure 7. As can be seen 

voltage gain of these amplifiers is about 22 dB which 

close to the enhancement gain of the GBFC over the FC. 

Also, Table 3 presents the frequency characteristics 

of the proposed Op-Amp at different process corners. As 

can be seen, the GBFC has at least about 61.2 dB gain 

and 88.1o of phase margin at different process corners. 

Also, the value of the phase margin is considered under a 

capacitive load of 1pF and 10 pF which resulted in 76.7o 

and 88.9o, respectively.   

The locations of the poles and zeros of the two 

amplifiers are shown in Table 4. It can be seen that the 

pole-zero doublets (-175 & -246 MHz) are large enough 

in comparison to the unity-gain frequency (ωU) of the 

GBFC where ωU is around 54 MHz. As illustrated by Ju 

and Lee [17], if the pole-zero doublet natural frequency 

is approximately four times the ωU, their destructive 

effect on the step response can be ignored, which is 

almost the case here as well. It should be noted that the 

low-frequency pole and zeros below 1 Hz are omitted in 

Table 4. 
 

 

 
Figure 7. Frequency response of the Auxiliary amplifiers 

 

 
TABLE 3. Proposed GBFC performance at different process 

corners with CL=2×5pF 

 TT SS SF FS FF 

DC Gain(dB) 61.9 61.2 61.8 61.8 62.3 

Unity Gain 

Frequency 

(MHz) 

54.1 52 55.3 51.9 58.3 

Phase 

Margin(deg) 
88.1 88.1 88.2 88.3 88.3 

Average 1% 
Sett. Time 

(nS) 
83.4 118.5 108.3 98.2 81.9 



1237                       M. Rashtian and M. Vafapour / IJE TRANSACTIONS B: Applications  Vol. 34, No. 05, (May 2021)   1233-1238 

TABLE 4. The location of poles and zeroes 

 Poles (MHz) Zeroes (MHz) 

FC 
-0.355 

-6771 
-2280 

GBFC 

-175.8324 -175.8270 

-246.7793 -246.6072 

-634.5±423.6i -620.09 

-0.0402  

 

 

Figures 8 and 9 show Monte Carlo simulation results 

of 50 runs for the voltage gain and phase margin with a 

capacitive load of 5 pF, respectively. As shown in Figure 

7, the mean (µ) and standard deviation (σ) of the DC 

voltage gain are 61.95 dB and 0.85 dB, respectively. 

Also, as can be seen in Figure 8, the mean and standard 

deviation of the phase margin are 87.74o and 0.26o, 

respectively. Monte Carlo simulation results show the 

GBFC is robust against process variations. 
 
 

 
Figure 8. Monte Carlo simulation results for the voltage 

gain of the GBFC 
 

 

 
Figure 9. Monte Carlo simulation results for the phase 

margin of the GBFC 

Note that both of the amplifiers have almost the same 

slew rate, unity gain frequency, phase margin, output 

swing range, and settling time while the proposed 

amplifier shows DC gain enhancement of about 20 dB. 

The power consumption of the GBFC is 1.02 mW while 

the FC amplifier consumes 0.87 mW, meaning the 

additional auxiliary amplifiers only consumed 0.145 mW 

or 14 percent of total power consumption. 

 

 

4.CONCLUSION 
 

Using two simple single stage amplifiers, the GBFC is 

presented. To achieve a proper swing at the output of the 

main amplifier, the input and output DC voltage levels of 

the auxiliary amplifiers must be set to certain values. The 

inputs of the auxiliary amplifiers are insulated by the 

coupling capacitors and therefore they can operate at any 

input DC voltage level. Diode connected transistors are 

also used in the output of the auxiliary amplifiers, which 

keep the output voltage level at the desired level without 

using an additional common mode feedback circuit. 

Simulation results show a DC gain enhancement of about 

20dB without degrading the output swing and phase 

margin. The slow settling behaviour arising from the 

pole-zero doublet is also suppressed since the zero from 

the single stage auxiliary amplifier is shifted far from 

unity- gain frequency.   
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Persian Abstract 

 چکیده 
های کمکی پیشنهادی به گونه ای طراحی شده  تقویت کننده  یک آپ امپ فولدد کسکود جدید با بهره افزوده شده و با استفاده از تقویت کننده های ساده کمکی ارائه شده است.

ساده ، قطب ها و صفر های کمتری را به تقویت کننده اصلی تحمیل می   یک طبقهاند که دارای ولتاژ حالت مشترک ورودی و خروجی مناسب باشند. یک تقویت کننده کمکی 

  DCنشان از افزایش بهره    0.18μm CMOSفناوری    با استفاده از  یز دارد. نتایج شبیه سازی  کند، به علاوه در مقایسه با تقویت کننده های پیچیده تر مصرف توان کمتری ن

، حاشیه فاز و پهنای باند تقویت کننده پیشنهادی تقریباً  نشستزمان نرخ چرخش، دسی بل دارد. این در حالی است که سوئینگ مجاز در خروجی ،  20تقویت کننده در حدود 

 د مبنا است.مشابه طراحی فولدد کاسکو
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A B S T R A C T  
 

The aim of this paper is to present a model predictive voltage control (MPVC) strategy for stabilizing 

the amplitude and frequency of the output voltages in a Brushless Cascade Doubly-Fed Induction 
Generator (BCDFIG) under load changing and variable speed of generator shaft in stand-alone mode. 

BCDFIGs are a particular model of BDFIGs that consist of two induction machines called the control 

machine and the power machine, so that their rotors are electrically and mechanically coupled together. 
In this paper, unlike previous studies, which the BCDFIG rotor was integrated, the generator rotor is 

analyzed as a complex of two rotors of two separate induction machines. Also, the output voltages of 

generator are predicted and regulated in different operating conditions by using model predictive voltage 
control. In order to stabilize the amplitude and frequency of BCDFIG output voltages, the appropriate 

voltage vector is determined to apply to the stator of control machine. This generation system is 

simulated and simulation results prove the accuracy of proposed method. Experimental results on 
prototype BCDFIG are provided to validate the proposed methods. Finally, the effectiveness of the 

proposed controller brings better power capture optimization under variable speed wind turbine. 

doi: 10.5829/ije.2021.34.05b.17 
 

NOMENCLATURE 

𝑃𝑀,𝐶𝑀  Power machine and control machine 𝑘  Sample number 

𝜔𝑝, 𝜔𝑟𝑝  PM and its rotor angular frequency 𝑠𝑝, 𝑠𝑐, 𝑟  PM stator, CM stator and rotor 

𝜔𝑐, 𝜔𝑟𝑐  CM and its rotor angular frequency 𝑟𝑝, 𝑟𝑐  PM rotor, CM rotor 

𝑇𝑠  Sampling time 𝑙, 𝑚𝑝,𝑚𝑐  Leakage, PM and CM mutual Inductance 

𝑉, 𝑖, 𝜆  Voltage, current and flux 𝑑, 𝑞  d-q rotating frame 

𝑅, 𝐿  Resistance and Inductance   

 
1. INTRODUCTION1 

 
Nowadays, the wind energy plays an important role in 

generating renewable energy. Many generators have been 

used in wind turbines which among them DFIG due to its 

advantages has the largest share of the market [1]. The 

controllability of active and reactive power of DFIG is one 

of the important advantages of this generator. Despite 

many advantages of DFIG, this generator must be 

frequently repaired and maintained due to its slip-rings, 

brushes, and it has a poor performance against network 

voltage drops [2–5]. 

In order to take advantages of DFIG and solve its 

related problems, many studies have been conducted on 
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brushless doubly-fed induction generators (BDFIGs) as 

future generators of wind turbines [6–13]. Here, BCDFIG 

is a particular model of DFIG that, instead of putting 

power and control coils in a structure, are created from the 

cascade connection of two induction motors and that they 

are easily implemented. The high controllability and 

reliability of these generators are their important 

advantages due to eliminating of slip-rings, brushes and 

the ease of cascading two separate induction machines 

[14, 15]. Although there are many studies about the 

control methods of connected-network BDFIG in 

different  operating  conditions,  there  are  few  studies  

on  this  generator  in  stand-alone  generation  systems  

[16, 17]. 
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To control the grid-connected generator system, the 

control of active and reactive power generators is 

remarkable. Whereas for stand-alone generation systems, 

the stabilization of the amplitude and frequency of the 

output voltages of generator during load changing and 

variable speed of generator shaft are very important. Thus, 

the control methods of grid-connected generator system 

cannot be used directly in the case of stand-alone 

generation systems. Among the advanced control 

techniques, model predictive control is one that has been 

successfully used in industrial application [18]. This 

method is a high-performance technique that has 

advantages such as flexibility in controlling different 

variables and good dynamic response. To date, this 

method has been utilized in different drives applications 

for the aforementioned reasons [8, 15, 19, 20]. 

In literature, to analyze the dynamic model of 

BDFIGs, two types of models including coupled-circuit 

and Unified reference frame model are used. Although the 

coupled-circuit model of BDFIG, discussed by Kashkooli 

et al. [21] showed a high accuracy, the physical analysis 

for the dynamic behavior of the machine using this model 

due to its complexity, large number of parameters and also 

their dependence on the position of the rotor is very 

crucial [21, 22]. The Unified reference frame model of 

BDFIG by Posa was presented and it for applying new 

control methods on the generator such as predictive 

control is very troublous [21]. 

Extensive researches have been attributed to controller 

method of DFIG. These control schemes are based on 

method such as current control, direct torque control 

(DTC) and direct power control (DPC) [23, 24]. The 

conventional proportional–integral (PI) method was 

widely proposed [25]. To design the vector controller 

based on PI, the resistance of stator or rotor is neglected 

as well controlling parameter during power generation 

[26]. The other design is based on controlling the stator 

current which is neglected the resistance voltage loss [27]. 

These methods suffer from transformations in structure 

control during reference frames conversion. Furthermore, 

the voltage-source converters (VSCs) and DTC were 

developed for controlling of the machine’s torque or 

power [28]. Nevertheless, during variations of speed and 

load machine, switching frequency changes for 

controlling the active and reactive powers [29]. Also, the 

model predictive control (MPC) has been developed for 

DFIG with uncertain parameters. The DPC and predictive 

torque control (PTC) based on MPC has been proposed 

more recently DFIG [30]. But, this suffers from complex 

algorithms due to stator flux orientation. 

In most studies in the field of BDFIG analysis and 

even BCDFIG, the rotor of this generator is integrated 

which causes the voltage and current of different parts of 

this generator are not detectable, separable and 

controllable. If a problem occurred, to identify the 

location of the problem and disturbed machine is not easy. 

Thus, using the different control methods on this 

generator with an integrated rotor is more difficult. 

In this paper, to stabilize the amplitude and frequency 

of BCDFIG output voltages in stand-alone mode and their 

quick dynamic response against the load changing and 

variable speed of generator shaft, a model predictive 

voltage control (MPVC) strategy has been presented. In 

this method, the future output voltages of the generator 

according to the other parameters of the machine in the 

presence of electrical and mechanical changes applied to 

the system are predicted. In addition, the desirable 

voltages of control machine for stabilizing the output 

voltages of the generator are determined. Unlike previous 

studies, the equivalent circuit of BCDFIG with using the 

electrical connection and mechanical coupling of two 

induction machines as Power Machine (PM) and Control 

Machine (CM) are presented and the expansion of their 

equations are exhibited in the d-q frame. To stabilize  the 

stator voltage of the power machine, the enough current 

must be injected into rotor of PM. Therefore, one of the 

main problems of control methods for BCDFIG is the 

control of rotor current. 

By applying voltage to the stator of control machine  

with a external converter, the current is inductted in the 

rotor coils of the control machine. Due to the electrically 

connection between rotor of CM and PM, the generated 

current in CM  is injected to rotor coil of PM. Finally, the 

injected current and the rotational motion of the rotor 

stimulate the stator winding field and amplify the 

generated the energy. 

The contribution of this paper is summarized as 

follows: 

• Evaluation of operation BCDFIG 

• Comprehensive design and digital implementation of 

the predictive voltage control method 

• Comparison PI controller to MPVC 

• Considering of dynamic response in variable load and 

wind speed  

In this study, the mathematic model of BCDFIG and 

predictive voltage control method are presented and 

modeled in MATLAB/Simulink/M-File. The 

consideration simulation results are presented in order to 

evaluate performance of proposed method under load 

change and wind speed variation. Then the experimental 

results will be shown that with using the proposed control 

method, the voltage and frequency stability of BCDFIG in 

the above-mentioned changes are maintained and is more 

effectiveness comparing than the other controller 

methods. Finally, concluding remarksare summarized in 

the last section. 
 

 

2. BCDFIG MODEL 
 

2. 1. Power Machine            At first, the structure and 

performanc e of  the  BCDFIG  are  described  and then 
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the mathematical equations of this generator are 

presented. The schematic structure of BCDFIG is shown 

in Figure 1. 

As shown in Figure 1, this generator consists of two 

induction machines called the control machine and the 

power machine so that their rotors are electrically and 

mechanically coupled together. Figures 2 and 3 show the 

steady state equivalent circuit of BCDFIG consisting of 

two induction machines on d-q axes. 

L L Lsp mplsp

L L Lsc mclsc

L L Lrp mplrp

L L Lrc mclrc

= +

= +

= +

= +










 
(1) 

The equations of the rotors flux and the stator flux of 

power and control machines, in the d-q system stated as 

follows: 

dq dq dq
L i L isp sp sp mp rp

dq dq dq
L i L irc rc rc mc sc

dq dq dq
L i L irp rp rp mp sp

dq dq dq
L i L isc sc sc mc rc









= +

= +

= +

= +











 
(2) 

Also, the equations for the voltage of stators and the 

rotors of power and control machines can be written as 

follows: 

dq

spdq dq dq

sp sp sp p sp

d
v R i

dt


 = +   (3) 

dq

rpdq dq dq

rp rp rp rp rp

d
v R i

dt


 = + 

 
(4) 

dq
dq dq dqrc
rc rc rc rc rc

d
v R i

dt


 = + 

 
(5) 

dq
dq dq dqsc
sc sc sc c sc

d
v R i

dt


 = + 

 
(6) 
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Figure 1. The schematic structure of BCDFIG 

 
Figure 2. The equivalent circuit of BCDFIG on q axis 

 

 

 
Figure 3. The equivalent circuit of BCDFIG on d axis 

 

 

In previous studies, which considered the rotor to be 

integrated, to simplify, the BCDFIG rotor voltage was 

considered to be zero, which 
dq dq

rp rcv v=  is considered in 

this paper. Recently, predictive control method applied to 

power and renewable energy systems [15, 16]. However, 

the modeling of MPVC is based on the voltage derivative 

relationship of PM stator in dq frame. 

According to electrically coupling of BCDFIG rotors, 

the rotor voltages and current are equal. 

pm cm

pm cm

vr vr

ir ir

=

=
 (7) 

Hence, Equations (4) and (5) can be concluded equal, 

assuming 
1 1

sp

L

R
j

R
= + . 

The stator voltage of PM equations in the dq reference 

frame can be expressed as follows: 

( )

q q q
sp rpq d dL sc

r rp r mc rp rc rp

mp

dv diR di
R i L L

dt L dt dt
  

 
= + − − − 

  

 
(8) 

It is worth to be mentioned that the rotor winding is 

shorted in both PM and CM, practically. It causes the rotor 

voltage equal to zero. Substituting Equations (7) and (3), 

the current rotor of PM can be found in Equation (9). 

where,
2

r sp

mp

mp

L L
j L

L
= − + ; so, 

1

2

1

( )

q q
rp sp sp mcq q sc

sp r rp

mp mp

sp d d d

rp rc rp p sp

mp

di L L L di
j v R i

dt j L L dt

L

L
    


= − − +




+ − + 



 

(9) 
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Substituting Equation (9) into Equation (6) results 

obtained in Equation (10), assuming 
2

3
2

mc sp

sc

mp

L L
j L

j L
= −

 

1

3 2 2

2 2

1

( )

q
spq q q qsc mc

sc sc sc mc sp r rp

mp

sp d d d dmc mc
rp rc rp p sp c sc

mp

Ldi Lj
v R i L v R i

dt j j j L

LL L

j L j
      


= − − −




+ − + − 



 

(10) 

Based on Equation (6), as the above procedure continues 

for the d axis, the rotor and stator equations of PM and 

CM can be obtained as follows, respectively. 

( )

d d d
sp rpd q qscL

r rp r mc rp rc rp

mp

dv di diR
R i L L

dt L dt dt
  

 
= + − + − 

  

 
(11) 

1

2

1

( )

d d
rp sp sp mcd d sc

sp r rp

mp mp

sp q q q

rp rc rp p sp

mp

di L L L di
j v R i

dt j L L dt

L

L
    


= − − +




− − − 
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1

3 2 2

2 2

1

( )

d
spd d d dsc mc

sc sc sc mc sp r rp

mp

sp q q q qmc mc
rp rc rp p sp c sc

mp

Ldi Lj
v R i L v R i

dt j j j L

LL L

j L j
      


= − − −




− − − + 



 

(13) 

 
2. 2. Control Machine                The main contribution of 

the machine side converter is to control the power rotor of 

cascaded power machine, which is magnetically 

transferred to secondary stator terminals. The supplied 

energy of PM can be further through CM and its converter. 

Moreover, according to constant speed electrical field, the 

stator winding relative to rotor winding gives an extra 

degree of freedom. Consequently, the CM helps to 

achieve close to unity power factor of PM in variable or 

asymmetry load. The other advantage is controlling the 

reactive power by current component of CM’s-axis stator 

and the active power is generated through the stator of 

PM.  

 

 

3. MODEL PREDICTIVE CONTROL VOLTAGE 
 

Recently, the Model Predictive Control (MPC) is more 

attracted for power controlling system which can 

optimally predicted the main parameters and system 

variables to provide fast dynamic response while 

improved overall performance. To achieve this target, the 

sampling time based on predictive time is fixed to the 

sampling time. A cost function is defined to identify the 

optimum controller parameters so that optimizes 

switching state value is applied to the next sample step. 

The control system of BCDFIG involved of the rectifier 

which is provided the controllable DC source voltage for 

second voltage source inverter that acting as main 

controller of CM. In this paper the proposed predictive 

voltage control (MPVC) approach is presented in Figure 

4. The proposed MPVC generates an optimize cost 

function along with the stator voltage to predict the future 

trajectories. It is worth to be mentioned that this function 

affects to improve the performance of the system against 

disturbance, variable speed turbine and load. 

The MPVC approach evaluates the PM stator voltage 

error during sampling time and then identifies the best 

voltage vector that has the least voltage error value though 

the over predictive time. The typical sampling sequence 

of the system shows Figure 5. 

 
3. 1. MPVC Modelling             According to continuous-

time equations, for simplifying the model system, the 

discrete-time model is defined by the forward Euler 

derivative approximation [29]. The equation of Euler 

derivative approximation is given below: 

( ) ( )1

s

i k i kdi

dt T

− −
=  

(14) 

where k is the sampling number and Ts is the time scale 

of these samples. Accordingly, substituting Equation (9) 

and (12) rotor current into Equations (7) and (11), stator 

voltage prediction in the synchronous reference frame at 

the sampling point (k+ 1) are calculated as follows: 

( 1) ( ) ( 1)

( 1) ( )[ ( ) ( )] ( )

T Rq q qs L
v k R i k L i ksp r rp r rp

Lmp

q qd d
L i k k k k v kmc sc rp rc rp sp  

+ = + +

− + − − +







 
(15) 

( 1) ( ) ( 1)

( 1) ( )[ ( ) ( )] ( )

T Rd d ds L
v k R i k L i ksp r rp r rp

Lmp

q qd d
L i k k k k v kmc sc rp rc rp sp  

+ = + +

− + + − +







 
(16) 
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Figure 4. MPVC sachem of BCDFIG 
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Figure 5. Typical sampling sequence 

 

 

3. 2. MPVC Voltage Vector                In Equations (15) 

and (16) the values , , ,
q q d d

i i i irp sc rp sc
in the instantaneous (k+1) 

can be easily extracted using Euler's approximation and 

Equations (9), (10), (12) and (13). The function of this 

method is based on applying the above voltage vectors to 

Equations (7) to (13). Finally, the 8 different values 

according to voltage vector will be obtained on both the 

d- q axes of the synchronous reference frame for 

generating the output voltages. The function is involved 

of the absolute error between the reference and the 

predicted voltage stator in frame reference q and the 

absolute error among voltage reference and the predicted 

voltage stator in frame reference d. The cost function 

always is calculated for each of the 7 feasible switching 

statuses follows: 

( ) ( )_ _
q q d d

g v v sw v v swsp spsp ref sp ref= − + −  (16) 

where SW is related to switching mode, which varies from 

0 to 7.  

The weight factor of the model predictive control cost 

function straightly affects performance of the controller 

and robustness under uncommon operating conditions 

such as model parameter inconformity. It is worth 

mentioning that the proposed MPVC is capable to control 

various major parameters with a single control law. For 

this target, due to the same nature of the two variables 

parameters voltages VSP
d and VSP

q of cost function, the 

unity weighing factor is selected that cases the 

normalizing the cost function. Consequently, due to the 

unnecessary for weight coefficients there is no required to 

use complex methods to tuning these coefficients. 

In the MPVC method, a decision will be made 

according to the status of the switches in the inverter, 

which gives 8 switching modes, U1, U2, U0and(7) as 

illustrated in Figure 6. In which, cases (000) and (111) are 

in fact the same state and represent the zero voltage. 

According to the inverter switches, the value 1 is 

generated by the cost function to turn ON the upper 

switches of the inverter and also the value 0 is indicating 

the connection of the inverter for the lower. In this 

method, at each step, the generator output voltages are 

sampled and all the vectors shown in Figure 6 are applied 

to the stator of the control machine. First, the control 

machine stator current, then the BCDFIG rotor current, 

and finally  the  BCDFIG  output  voltages  at  the  moment 
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Figure 6. Voltage vectors used in the MPVC 

 
 

(K+1) are predicted and compared with the generator 

output voltage references. Each voltage vector applied to 

the control machine stator that minimizes the objective 

function is selected in that step and applied to the control 

machine stator in next step. Since the generator output 

voltages are predicted at any given moment, in sudden 

electrical and mechanical changes of the system, the 

predictive control voltage method has a very high 

operating speed in maintaining the amplitude and 

frequency of the generator output voltages. 
 
 

4. SIMULATION AND PRACTICAL 
IMPLEMENTATION 
 
In order to demonstrate the effectiveness and performance 

of proposed method, the obtained equations, in pervious 

section, are performed in MATLAB/Simulink/M-File. 

The specifications of prototype BCDFIG used in this 

simulation are summarized in Table 1. The sampling time 

has been consideredin this simulation is 1µs. A 2.2 kW 

inductionmotor driven by a 2.5 kW inverter is used instead 

of a wind turbine to generate speed. A two–level inverter 

is provided the controllable energy for stator of CM, 

produced by the DSP TMS320F28335. 

 

 
TABLE 1. Parametersused in simulation 

Specifications 
Power 

Machine 

Control 

Machine 

Stator resistance (Ω) 0.3332 1.8372 

Rotor resistance (Ω) 0.337 2.4261 

Stator leakage inductance (H) 0.6995 1.9268 

Rotor leakage inductance (H) 0.6995 1.9268 

Magnetic inductance (H) 20.81 58.43 

Rated power (kW) 9.2 3 

Number of poles 4 4 
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As shown in Figure 7, it is assumed that the 

mechanical speed of the generator shaft increases from 30 

rpm to 300 rpm with increasing wind speed, and that the 

load step applied to the generator suddenly. These 

changes are shown in Figure 7. 

According to specification of generator, the 

requirement speed of shaft of turbine should be over 300 

rpm/min for achieving sustainable output voltage of 

generator. The test results are shown in Figure 7 with the 

rotorspeed maintained constant at 300 rpm/min. In this 

paper, the proposed MPVC strategy with the sampling 

time 1µs is applied for BCDFIG. The converter side of 

PM is provided 220vdc for inverter.  

 
4. 1. Controller Dynamic Performances             The 

performance of the proposed MPVC for BCDFIG is 

compared with PI controller that has been proposed by 

Wu et al. [22]. The dynamic responses of BCDFIG for 

both methods under the same condition, against change 

load are illustrated in Figure 8. The nominal RMS voltage 

of stator PM is 110vac. However, the performance of the 

proposed control method is confirmed with precise 

regulation, minimum current distortions, very low ripples 

of voltage and current and fast dynamic response under 

variation load. In order to prove the ability of the proposed 

controller to stabilize the output voltage in case of over 

load and change the speed of the wind turbine, it seems 

that it is necessary to compare the performance of this 

controller with a conventional controller. The basis of this 

controller  is  based  on  sampling  the  output  voltage  and 

 
Figure 7. Changes in the mechanical speed of the BCDFIG 

shaft 

 
 
converting it to a d-q reference. The measured voltages 

are compared with their reference value and then PI 

controller adjusts the two voltage variables. The control 

coefficients for this PI controller are as follows:  

kpd=0.002, kid=0.00007, kpq=0.002, kiq=0.00007. 

Figure 8 shows the power stator voltage under PI 

controller. By applying the predictive control voltage 

method to the generator, the amplitude and frequency of 

the generator output voltages remain constant as the 

current changes at 0.4s the consumption load and 

increases the speed of the generator shaft. This proves the 

correctness and robustness of the control proposed 

method, as shown Figure 8a. It is visible that the overshoot 

 

 
MPVC PI 

  
a b 

  

c d 
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Figure 8. Comparison; steady-state performance of with proposed MPVCand PI strategies at rotor speed 

 

 
or undershoot has not appeared against the PI method that 

has 3v undershoot voltage during changing load. For 

Figures 8c and 8d, the distortions of output current with 

PI method is high comparing with MPVC method due to 

its insufficient control bandwidth. As seen, the output 

currents of PM were become balanced (at 15 A) for 

MPVC at the step load from zero. As seen from Figures 

8e and 8f, the BCDFIG with PI method is very slow at 

the zero step load. But the MPVC has fast reponse at the 

step load from zero to 8 A and then rised to 10 A. It takes 

to account that the PI controller does not have the ability 

to stabilize the output voltage in case of over load and 

change the speed of the wind turbine. Consequently, the 

MPVC strategy verifies a very fast dynamic performance 

during varing rotor slip and and step load compared to PI 

controller applied for BCDFIG. 

The two-wire winding voltage of the power machine 

and control machine rotors, which was not available in 

previous studies due to the integration of the generator 

rotor, as shown in Figure 8i, with increasing mechanical 

speed of the generator shaft, the distortion created in the 

generator rotor increases. 

 

4. 2. Experimental Results              Test bench of 

BCDFIG prototype as presented in Figure 9. I is provided 

to validate the simulation results of theoretical proposed 

approach with the control method. The power set-up is 

consisted of two 4 poles DFIG machines that are 

connected in cascade configurations. Also, an induction 

machine with controllable speed shaft is coupled to the 

BCDFIG to provide initial speed. The back-to-back two-

level converter is supplied the stator of CM and the local 

load is directly fed by stator of PM(110vac, 50 Hz) that 

the shaft speed of PM was rotated by induction machine 

at 300 rpm. Regarding to the advantages of digital signal 

processors (DSPs) such as very fast clock frequency, 
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high frequency analog converters to digital converters 

(ADC) and the possibility high computational which 

allows using the intelligent control methods. 

Accordingly, the control system for both CCMS and 

CPMS is implemented with TMS320F28335 DSPs 

development board. The sampling frequency is selected 

20 kHz and the predictive time for MPVC is chosen 10µs. 

The low pass filter with the cutting frequency at 20 kHz 

is applied to ADC for accuracy sampling in the output 

analog sampling. For evaluating the steady state 

performance of the proposed control strategy, the 

BCDFIG was carried out with different verification tests. 

In the first study, the voltagestator of PM under full 

load operation is shown in Figure 10, that the zoomed 

voltage without any distortionis validated the quality of 

generated energy of PM. In order to evaluate the dynamic 

response of the proposed system, a step output load from 

0.0 to 100% of load was conducted as shown in Figure 

11. It is worth to be mentioned that fast transient response 

is fundamental requirement for standalone user such as 

drive, household consumption and industrial utilization 

applications to prevent damage to the devices. Therefore, 

the other study was investigated the dynamic response of 

BCDFIG in step load from 45 to 100% load (Figure 12) 

whereas at 5ms rising load is compensated, which 

validate the superior performance of the proposed 

method. At the same time it was subjected to the voltage 

change the CM, forcing the CM to generate the 

requirement voltage rotor of PM. As evidently appears 

from Figure  13.  The  MPVC  algorithm  is  analyzed  the 
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Figure 9. The set-up of the BCDFIG 

 

 
Figure 10. Experimental results under voltage stator of 

PM(50v/div) 

 

 

sampled rotor current of CM which were estimated 

among the sampling period, and compares it with the 

reference current to introduce the IrCM error to near zero. 

The CCMS provided the voltage for the stator of CM 

very quickly at less than 15 ms. 

In the next study, the validation of the performance 

during the accelerated the shaft speed is demonstrated. 

The shaft speed is raised from 300 to 900 rpm. It is worth 

mentioned that the ratio of the generated VArs of stator 

and rotor winding of PM depended on speed shaft which 

is directly effects the output power [23]. Under this 

condition, while the synchronous speed was increased 

speed from 300 to 900 rpm,   the rotor current frequency 

 

 

 
Figure 11. The stator current of PM for 100% step change 

of the output load(5 A/div) 

 

 

 
Figure 12. The stator current of PM under step output load 

from 45 to 100%(5 A/div) 
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Figure 13. The stator voltage of CM under step output load 

from 45 to 100% (100V/div) 

 

 

 
Figure 14. The stator voltage of CM under variable rotor 

speed (50 A/div) 

 

 

of PM was decreased. Regarding to prediction of control 

parameters, the rotor and stator current of CM were 

predicted to compensate the stator voltage of CM. Due to 

exact compensation the reaching mininum of PM rotor 

current was prevented and keeping the constant output 

power. For VstatorCM shown in Figure 14, The CCMS is 

applied the VstatorCM compensation 180 vac due to 

varying the rotor slip. is depicted in Figure 14. 

Consequenty, The MPVC with high bandwidth exactly 

follows even small current errors with very high 

accuracy. But, other common control methods such as PI 

lead to considerable control errors due to bandwidth 

limitations. It can be observed from experimental results 

that the performance of MPVC is very fast and robust 

against speed and load variations. As shown in Table 2, 

the BCDFIG with MPVC efficiency is compared with 

other controller method that is about 93%.  

The one factors of wind turbine is large inertia and 

speed variation at the moment. However, prediction of 

the very large variation of parameters in wind turbine is 

inevitable to maintain sustainable dynamic system. The 

predictive control method is well adapted to anticipate 

momentary change of parameters. The prediction method 

is best solution for following out the parameters to 

achieve optimum controller in order to smoother 

response of controller and improve dynamic performance 

of generator. 

TABLE 2. Comparison of efficiency of Method controller 

Controller Efficiency (%) 

LQG [27] 92 

MPC with PTC [29] 90 

PID [27] 87 

SMC With DPC [30] 90 

MPVC (Proposed) 93 

 

 
5. CONCLUSION 

 
In this paper, the predictive control voltage method is 

applied to a BCDFIG This study shows that this method 

has a fast and desirable performance in keeping the 

amplitude and frequency of the BCDFIG output voltages 

constant in stand-alone generation systems in sudden 

current changes in consumption load and mechanical 

changes in generator shaft speed. This proves the 

robustness and performance of the control method 

provided. 

Contrary to popular control methods such as vector 

control, the proposed predictive control voltage method 

has the following advantages: 

a. PI  blocks  and  the  trouble  of selecting its 

coefficients were eliminated. In fact, in the vector 

method, with 8 PI coefficients, 8 appropriate and 

consistent choices had to be made to achieve the 

desired result. In this method, these troublesome 

blocks were removed. 

b. No need for PWM in MPVC method. In this method, 

switching commands based on the cost function are 

performed. There is no need to generate a carrier 

wave and compare it to the reference value. 

c. More balanced fluctuations in stable mode. In voltage 

predictive control methods, more accurate reference 

values are obtained due to predictor variables, 

resulting in more stable fluctuations in the steady 

state around the reference value. 

d. An assessment of the efficiency between some other 

method controller and proposed MPVC scheme is 

presented in Table 2. This verified that BCDFIG with 

MPVC is efficient in terms of power capture and 

performance optimization. 
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Persian Abstract 

 چکیده 
تحت     (BCDFIG)تور القایی  برای تثبیت دامنه و فرکانس ولتاژهای خروجی در یک ژنرا (MPVC) کننده  بینیهدف این مقاله ارائه یک مدل استراتژی کنترل ولتاژ پیش 

نترل و ماشین قدرت  است که از دو ماشین القایی به نام ماشین ک BDFIG یک مدل خاص از  BCDFIGs  تغییر بار و سرعت متغیر شافت ژنراتور در جایگاه است. حالت تنها

یکپارچه در   BCDFIG ، برخلاف مطالعات قبلی، که روتورمقالهدر این  شوند.  ، به طوری که روتورهای آنها از نظر الکتریکی و مکانیکی بهم متصل میتشکیل شده است

، ولتاژهای خروجی ژنراتور با استفاده گیرد. همچنینای از دو روتور دو ماشین القایی جداگانه مورد تجزیه و تحلیل قرار می ژنراتور به عنوان مجموعهنظرگرفته شده بود، روتور 

، بردار ولتاژ مناسب  BCDFIGولتاژهای خروجیشوند. به منظور تثبیت دامنه و فرکانس  بینی و تنظیم می عملیاتی مختلف پیش   در شرایط   بینی شده،از مدل کنترل ولتاژ پیش

نتایج شبیه شود تا به استاتور ماشین کنترل اعمال شود. این سیستم تولیدی شبیه تعیین می  های ش تأیید رو  کند. برایسازی صحت روش پیشنهادی را ثابت می سازی شده و 

سازی بهتر جذب نیرو را تحت توربین بادی با سرعت متغیر  کننده پیشنهادی اثربخشی بهینه، کنترلم ارائه شده است. سرانجا BCDFIG ، نتایج تجربی در نمونه اولیهپیشنهادی

 .آوردبه ارمغان می
 



IJE TRANSACTIONS B: Applications  Vol. 34, No. 05, (May 2021)   1250-1256 

 
Please cite this article as: P. K. Gupta, N. K. Singh, V. Mahajan, Intrusion Detection in Cyber-physical Layer of Smart Grid using Intelligent Loop 
Based Artificial Neural Network Technique, International Journal of Engineering, Transactions B: Applications  Vol. 34, No. 05, (2021)   1250-
1259 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

Intrusion Detection in Cyber-physical Layer of Smart Grid using Intelligent Loop 

Based Artificial Neural Network Technique 
 

P. K. Gupta, N. K. Singh, V. Mahajan* 
 
Electrical Engineering Department, Sardar Vallabhbhai National Institute of Technology, Surat, Gujarat-India 

 
 

P A P E R  I N F O   

 
 

Paper history: 
Received 26 July 2020 
Received 28 Februray 2021 
Accepted 03 March 2021 

 
 

Keywords:  
Intelligent Loop Based 
Artificial Neural Network 
False Data Injection Attack 
Smart Grid 
Cyber-physical 

 
 
 

 

A B S T R A C T  
 

 

This paper, proposes an Intelligent Loop Based Artificial Neural Network (ILANN) based detection 
technique for the detection of cyber intrusion in a smart grid against False Data Injection Attack (FDIA).  

This method compares the deviation of a system with the equipment load profile present on the system 

node(s) and any deviation from predefined values generates an alarm. Every 2 milliseconds (ms) the data 
obtained by the measurement is passed through the attack detection system, in case if the deviation is 

continuously for 5 measurement cycles i.e. for 10 ms and it does not match with the load combination 

the operator will get the first alert alarm. In case the deviation is not fixed after 8 measurement cycles 
then the system alerts the control centre. FDI attack is used by attackers to affect the healthy operation 

of the smart grid. Using FDI the hackers can permanently damage many power system equipment’s 

which may lead to higher fixing costs. The result and analysis of the proposed cyber detection approach 
help operator and control centre to identify cyber intrusion in the smart grid scenario. The method is used 

to detect a cyberattack on IEEE-9 Bus test system using MATLAB software.  

doi: 10.5829/ije.2021.34.05b.18 

 
1. INTRODUCTION1 
 

The smart grid is an intelligent and complex system 

designed to work more efficiently, reliable, and 

economical with the help of computational technologies, 

advanced communication infrastructure, and state-of-

the-art monitoring stations [1, 2]. This goal is achieved 

by continuous monitoring of power consumption, which 

leads to large data exchange of information giving 

opportunity for various cyber intrusion [3]. The main 

target of ICT is to gather equipment’s data, process and 

transfer to control/monitoring station for proper 

operation. Integrating with ICT, power grid performance 

gets enhanced in the following terms (but not limited to): 

• Real time monitoring  

• Peak load estimation 

• Forecasting 

• Fast response  

• Power factor improvement 
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• Fault detection and analysis 

With a large number of communication sensors deployed 

in the smart grid has made cybersecurity a critical 

challenge for engineers [4]. Thus, ensuring security is 

imperative for smart grid infrastructure [5]. Although 

enormous research has been published, such as intrusion 

detection using the weight trust method, using advance 

cryptographic, and Intrusion Detection Techniques 

(IDT), despite different countermeasures smart grid still 

remain vulnerable to different intrusions [6-9].    

To prevent intrusion, the smart grid confides on 

classical security strategy which includes firewall and 

password protection. Intrusion detection Mechanism 

(IDM) is capable to generate alarms for viable intrusions 

via constantly monitoring operations [10, 11]. Although 

there are several research on well-known IDS in system 

safety, limited effort has been made especially to the 

smart grid [12, 13].  Generally, two types of IDM system 

is used named as: data sourced based and detection based 

 

 

mailto:vmahajan@eed.svnit.ac.in


P. K. Gupta et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 05, (May 2021)   1250-1256                                            1251 

In this paper, a neural network is modelled which 

continuously monitors the grid energy consumption. 

Energy consumption totally depends on the load attached 

to the system, so the proposed technique identifies the 

equipment connected in the system through intelligent 

loop feedback. Each equipment has its own power rating, 

accordingly the system estimate the combination of 

equipment contributing as load. In case if the load 

variation matches with the equipment on/off status means 

no intrusion and the system is working properly, 

otherwise the system is under fault condition or under the 

cyber-attack scenario. The main contributions of this 

paper are three-fold: 

1. The proposed model is so effective that it can 

identify the stealth FDIA, which may easily pass 

through other Intrusion Detection Techniques 

(IDT). 

2. In the case of a non-stealth attack if the power 

deviation is for more than 8 cycles then the operator 

gets an unhealthy alarm. 

3. The load combination results can be used for energy 

management/load shedding during unhealthy 

operations. 

 

 
2. SYSTEM MODELLING AND DESCRIPTION 
 

2. 1. Attack Strategy              In the power system, bus 

voltage and its corresponding phase angle are used to 

represent the state with magnitude 𝑉 ∈ 𝑅𝑛 and angle 

δ𝜖[−𝜋. 𝜋]𝑛, where n is the number of buses. Let x is the 

state vector represented by the equation: 

Tccbbaa VVVx ][ =  (1) 

where a, b, c represents three-phase. For a given power 

system the measurement vectors are stated as: 

TP

n

PPP VVVV ]..............[ 21=  (2) 
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n

PPP ]...............[ 21  =  (3) 
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In Equation (5)  denotes a set of nodes with power 

measurement and   is the set of nodes with voltage 

measurement. A simple relation between different 

elements in the measurements can be written as: 

(8) 

where h (), represent functions relating measurements 

with states and   indicates noise present in the system. 

The relation for the active and reactive power 

measurement at the bus may be given in terms of states 

as follow: 

 

(9) 

 

(10) 

For each bus, power injection is present in polar form, 

where Y represents admittance and ϕ represents the 

corresponding admittance angle. The error deviation in 

the states can be calculate using the weight means square: 

(.)hzr −=  (11) 

E = rTWr (12) 

In Equations (11) and (12) r represent a residual vector, 

E is the objective function, and W is the measurement 

weight matrix. The error and the noise can be modelled 

as: 

11 −− += kkk xxx  (13) 

( ) 1

1

1 −

−

− = k

T

k WrHGx  (14) 

method. The majority of industries preferred the 

detection-based type because of its accuracy and 

simplicity [14, 15]. This simplicity attracts intruders to 

perform stealth attacks. The attackers may induce false 

data which may confuse the operator in their decision 

making which leads to economic loss [16]. Manandhar et 

al. [11] have done an extensive investigation of different 

false data injection attacks. Recently, the method of 

FDIA has been attracting the attention of engineers and 

researchers. The FDIA impacts the state estimation by 

manipulating data [17-19]. In some cases the true digital 

value of instruments at substation and control centre due 

to which false operation may occur like the false 

operation of breakers. In general FDIA targets analog 

measurement from the power system mainly bus voltage, 

bus power injection and digital data of switches and 

breakers [20, 21].  

Using state estimation for the n-bus system, there will be 

3n states for voltage magnitude and 3(n-1) states for 

angle magnitude. The total states for any given system 

are determined by 3(2n-1). To monitor the buses three 

types of measurements are considered: injected power, 

voltage magnitude and reactive power injection. The 

measurement vector M is given by the equation: 

(4) 

where, P, V, Q are  

M = [P V Q]T

M = h(x) +  
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G=HTWH (15) 

where H is the Jacobian Matrix of h(.). The residual 

vector is used to update the state’s directions. The 

outliner of the residual vector a scalar function whose 

value should be below the threshold, otherwise the 

system contains false data. Many machine learning 

approaches can sense non-possible states solutions using 

physical relationships such as Kirchhoff’s Current Law 

(KCL) and Kirchhoff’s Voltage Law (KVL). Thus to 

make the FDIA more stealthy, the injected false data in 

this paper follows KCL and KCL in the region of attack. 

For constructing a stealth attack vector the initial states 

variable is considered as: 









=









o

oVV



 
(16) 

Now determine if the constraints are satisfied. In case 

there is some mismatch the go to the next step by 

checking the limits of the constraints: 

maxmin PPP   (17) 

maxmin QQQ   (18) 

The attacker must control and inject the power flow to 

minimize the detection of power mismatch. The load 

pattern is maintained by updating the state variables. 
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Using the above equations attackers can easily able to 

inject stealth FDIA into the power system. In the next 

section, the Intelligent Loop Based Artificial Neural 

Network (ILANN) for false data detection is presented.  

 

2. 2. ILANN System Modelling            In this section, an 

overview of the proposed technique for detecting false 

data injection is shown in Figure 1. The proposed 

technique mainly consists of two Artificial Neural 

Network Stage (ANNS) and a loop that compares the 

tested results with the real-time scenario data. The ANNS 

consists of two neural networks such that the output of 

ANNS1 is acting as input for ANNS2. For the ANNS-1, 

voltages (Input-I1) and current (Input-I2) measurements 

are used to estimate the bus output (Output-O1) i.e power 

delivery through the corresponding bus. The output of 

ANNS-1 acts as the first input of ANNS-2. The other 

input (Input-I3) for ANNS-2 consists of different load 

details connected to particular buses.  
According to the power consumption the load pattern 

is estimated which is compared with the actual reading of 

the system using the loop associate with the ANN system. 

As stealth FDIA has no fixed pattern and can be injected 

at any time to make the system unhealthy. For training 

neurons, estimation is performed for different conditions 

with and without FDIA. In the first stage of ANN, the 

residual vector is saved. Using this vector the power 

deviation is monitored, and error (e) is estimated is 

performed for different conditions with and without 

FDIA. In the first stage of ANN the residual vector is 

saved. Using this vector the power deviation is 

monitored, and error (e) is estimated.  

Pre →→  (20) 

Two different approach for intrusion detection process 

are a mismatch in overall power and mismatch in power 

consumed by induvial equipment (Load). The second 

approach is more appropriate for stealth FDIA. This is 

because during normal fault the overall power mismatch 

occurs which may lead to wrong interpretation. So the 

main characteristic of the ILANN model is, it uses 

individual load consumption data to predict the cyber 

intrusion due to FDIA. The change in load combination 

is given by: 

ncombinatioloadinChangeP →  (21) 


=

=
→

zm

nb bmLP
..1

...1

 (22) 

where b denotes bus number and m denotes load number. 

The exchange of power to different loads must be 

satisfied and the load must respond accordingly. 

 connectedequipmentActualLP
zm

nb bmb =
=

=

..1

...1

 (23) 

Through the feedback loop, the bus load combination is 

compared with the control centre load status. 

loadsindividualofStatusLP
zm

nb bm
=

=
=→

..1

...1

 (24) 

Figure 2 shows the flow chart of the proposed technique. 

In the first step, the ANNS-1 gets input details which 

include voltage and current associated with each bus. 

Also, the second input consists of historical past data 

accomplice with each bus. In the next stage, the power 

deviation for each bus is calculated. With the help of 

ANNS-2, the ILANN predict the possible combination of 

active load connected to each load bus. 

This load combination is rechecked with the control 

centre through the feedback loop. Through control centre 

status of the individual load is acquired and compare with 

the predicted equipment status.  If both are the same with 

high accuracy means the system is healthy otherwise the 

presence of the wrong status data. The wrong status is 

due to malicious information put by the attackers after 

getting the system access. The % power error (Pa) of the 

system is measured using the formula: 

100
−

=
lc

lclc

a
P

PA
P

 
(25) 

where Alc is the actual power consumed by the load 

combination and Plc is predicted power computation by 

load combination during the cyber intrusion. The 
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Figure 2. Flow chart for load identification 

 

 

equipment identification accuracy (AS) is measured using 

the formula: 

100
+++

+
=

offonoffon

offon

s
FFTT

TT
A  

(26) 

where Ton means the number of time load is correctly 

classified as on; Toff means the number of time load is 

correctly classified as off; Fon indicates the number of 

time load is incorrectly classified as on; Foff  inverse of  

Toff. In similar manner sensitivity (S) and precision (Prec) 

can be evaluated as: 
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In case of a non-stealth attack, the power deviation will 

be monitored and if it crosses the threshold value of the 

time limit the operator will get an alarm. To evaluate the 

proposed model ability to recognize attack, 

recall/detection rate (R) is calculated using the equation 

given below: 

100
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=
offon

on

FT

T
R

 
(29) 

Using Equations (27) and (28) F-measure (F) is defined 

as: 

100
2


+


=

rec

rec

PR

PR
F

 
(30) 

F-measure highlights the performance of the system 

during the cyber intrusion. 

 
 
3. SIMULATION RESULTS AND DISCUSSION 
 

3. 1. Evaluation of Proposed Technqiue          Stealth 

false data attack is one of the most severe attacks om the 

power system. The IEEE-9 bus test system is used to 

examine the proposed method. To investigate the 

method, some details are discussed. Each load bus is 

connected with more than 2 loads. The details of the load 

on different buses are given in Table 1. To check the 

accuracy of the proposed method four cases are 

considered as follow: 
1. Case 1: No FDIA 

2. Case 2: Stealth FDIA on bus no. 6 and 8 

3. Case 3: Stealth FDIA on all the load bus 

4. Case 4:  Non-stealth FDIA on all the buses 

To train and test the proposed technique, a dataset of 

historical data is provided. As, mentioned residual error,  
 

 

TABLE 1. Load details 

Bus No. Actual Load Attached (MW) Load Details (MW) 

5 1.2 

L51 = 0.5 

L52 = 0.3 

L53 = 0.4 

6 5 

L61 = 1.5 

L62 =2.5 

L63 =2 

8 10 

L81 =2 

L82 =3 

L83 =4 

L84 =1 
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state variables and state estimation are computed by 

using load profile and generation units. Figures 3-6 

depict the performance of the proposed method with 30 

Neurons each for ANNS1 and ANNS2. The mean square 

error shown in the figure indicates the value predicted by 

the model is very close to the actual observed values. 

During the training phase, the active and reactive 

power consumption of the individual load is recorded and 

saved. Figure 3, as indicated by the training best epoch, 

shows the best results at 1000. The training, testing and 

validation of data are very accurate as shown in Figure 4. 

Figure 5 shows the error histogram with 70% data used 

for training, 15% is used to validate and the reaming 15% 

used for a completely independent test. Table 2 

highlights the detection time for stealth/non-stealth 

FDIA. The prediction of load combination by ILANN is 

given in Table 3. It can be observed that for cases 2, 3 

and 4 the on/off status of ILANN is not matching with 

control centre status. So it can be concluded that in the 

above-said cases the system is under FDIA. The 

sensitivity, precision and accuracy of the proposed 

ILANN technique are shown in Figure 6 for each load.  

In case 1 detection time is not applicable although the 

change in system parameter was detected at a period of 

5.32 s.  A very little deviation in ILANN prediction is due 

to small loads. Its accuracy may increase with a loads 

with a large difference in its’s capacity.  

 

 

 
Figure 3. Mean square error of the proposed modelled 

 

 

 
Figure 4. Validation of historical data 

 
Figure 5. Error histogram 

 

 

 
Figure 6. Sensitivity, precision and accuracy of proposed 

ILANN technique for individual loads 

 

 
TABLE 1. Simulation result for different cases 

Case No. 
Alc 

(MW) 

Plc 

(MW) 
Pa (%) 

Detection time 

of FDIA (Sec) 

1 16.2 15.2 6.17 NA 

2 13.2 12.5 5.30 3.64 

3 13.4 12.9 3.73 3.87 

4 12.5 11.4 8.8 9.12 

 

 

TABLE 2. ILANN prediction 

Case 

No. 

Alc 

(MW) 

Plc 

(MW) 

Status of Load 

at control 

centre 

ILANN Load 

prediction 

1 16.2 15.2 L84 is off L84 is off 

2 13.2 12.5 L63, L81 is off 
L52, L53, L63, L81 is 

off 

3 13.4 12.9 
L51, L52, L63, L84 

is off 
L52, L63, L81 is off 

4 12.5 11.4 
L52, L53, L61, L62 

is off 

L51, L52, L61, L62, 

L84 is off 

 
 

From Table 2 it is clear that nodes having more load 

connection required a little more time to detect FDIA. 

The performance metrics R and F of ILANN are shown 

in Figure 7. It can be observed that the range is between 

80-95%, indicating desired performance. 
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3. 2. Comparison With Existing Technique           This 

section compares the ILANN technique with a few 

existing techniques stated in Table 4. All the comparison 

is based on the data/sample used by the system during the 

detection process.  Overall, the accuracy of system is 

around 97% (for multiple load combination its 76%) 

making it efficient and accurate. Comparing with 

detection rate and false alarm rate, the ILANN prove to 

be the most trusted method as shown in Figure 8. 
 

 

 
Figure 7. Recall and F-measure for different load using 

ILANN 
 
 

TABLE 3. Comparison of ILANN with existing techniques 

Method Parameter Accuracy (%) 

Single Sensor Score (SSS) 

[22] 

Sensor data 

streams 
3.2 

Deep Neural Network 

(DNN)[23] 
Data samples 70 

Support Vector Machine 

(SVM) [22, 24] 
Data samples 45-60 

Back Propagation Neural 

Network (BPNN) [25] 

Sensor data 

streams 
82 

Stacking-Bagging Ensemble 

(SBE) [26] 
System data 60 

k-RNN and OCSVM [27] 
Sample data 

from sensors 
60.61 

Fuzzy C-Means Clustering 

(FCC) [28] [29] 
Sample data 75 

Proposed ILANN 
Node and load 

data sample 
97 

 

 

 
Figure 8. Comparison for detection rate and false alarm rate 

4. CONCLUSION 
 

The artificial neural network provides several advantages 

in the detection of FDIA. In this paper, ILANN is 

introduced using the concept of ANN to detect 

stealth/non-stealth false injection attacks. The proposed 

method is implemented in the IEEE-9 bus system with 

the help of MATLAB software. After having prepared 

enough historical information for the power system an 

ILANN is developed to train, test, and update the system 

for intrusion detection. The feedback comparison gives 

better results with a low chance of failure. The ability of 

ILANN is tested to predict the status of load which can 

be compared with the actual status and deviation can be 

noted. This deviation can be due to load change or due to 

cyber intrusion. From the results, the overall performance 

of the system is high with 97% of accuracy.  

The simulation result shows the sensitivity, precision, 

and accuracy of the proposed method for load detection 

is high. It can be implemented on large-scale power 

systems to train individual subsections for monitoring 

against FDIA. 
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Persian Abstract 

 چکیده 
برای تشخیص نفوذ سایبری در یک شبکه هوشمند در برابر حمله تزریق داده     (ILANN)شبکه عصبی مصنوعی مبتنی بر حلقه  تشخیص مبتنی بردر این مقاله ، یک روش  

از مقادیر   مقایسه می کند و هرگونه انحرافپیشنهاد شده است. این روش انحراف یک سیستم را با مشخصات بار تجهیزات موجود در گره )های( سیستم    (FDIA)های کاذب  

میلی ثانیه )میلی ثانیه( داده های بدست آمده توسط اندازه گیری از طریق سیستم تشخیص حمله منتقل می شود ، در صورتی    2از پیش تعریف شده زنگ خطر ایجاد می کند. هر  

طابقت نداشته باشد، اپراتور اولین بار را دریافت می کند هشدار هشدار در  میلی ثانیه باشد و با ترکیب بار م 10چرخه اندازه گیری یعنی برای  5که انحراف به طور مداوم برای 

توسط مهاجمین استفاده می شود تا عملکرد سالم شبکه هوشمند را    FDIچرخه اندازه گیری ، سیستم به مرکز کنترل هشدار می دهد. حمله    8صورت عدم انحراف پس از  

ا می توانند به طور دائمی به بسیاری از تجهیزات سیستم برق آسیب برسانند که ممکن است منجر به افزایش هزینه های رفع  ، هکرهFDIتحت تأثیر قرار دهد. با استفاده از  

. این ه هوشمند شناسایی کنندمشکل شود. نتیجه و تجزیه و تحلیل روش پیشنهادی تشخیص سایبری به اپراتور و مرکز کنترل کمک می کند تا نفوذ سایبری را در سناریوی شبک

 استفاده می شود. MATLABبا استفاده از نرم افزار  IEEE-9 Busروش برای شناسایی حمله سایبری به سیستم تست 
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A B S T R A C T

 
In recent years, many industries in developed countries have integrated the important process of reverse 

logistics into their supply chain for different reasons, including growing environmental concerns. Given 
fish as perishable food, re-employing unused products and waste in each step of the chain constitute a 

major concern for the decision-makers. The present study is conducted to maximize responsiveness to 

customer demand and minimize the cost of the fish closed-loop supply chain (CLSC) by proposing a 
novel mathematical model. To solve this model, the epsilon-constraint method and Lp-metric were 

employed. Then, the solution methods were compared with each other based on the performance metrics 

and a statistical hypothesis. The superior method is ultimately determined using the TOPSIS method. 
The model application is tested on a case study of the trout CLSC in the north of Iran by performing a 

sensitivity analysis of demand. This analysis showed the promising results of using the proposed solution 

method and model. 

doi: 10.5829/ije.2021.34.05b.19 
 

 
1. INTRODUCTION1 
 
In its classical forward form, a supply chain refers to a 

combination of processes that aims at meeting customer 

requirements. These processes include all the possible 

entities, such as warehouses, retailers, transporters, 

manufacturers, suppliers, and customers [1]. Although 

this type of supply chain is not in charge of end-of-life 

products, a reverse supply chain or reverse logistics seeks 

to account for end-of-life products [2]. A closed-loop 

supply chain (CLSC) is a network that comprises both 

forward and reverse supply chains to add value 

throughout the life cycle of products [3]. Organizations 

focused on reverse logistics processes consider it as 

effective processes since the concept of reverse logistics 

enhances the economic value of consumption while 

considering environmental aspects [4, 5]. 

The scarcity of the earth's resources is well known 

today, and catastrophic consequences would bring about 

in case humans continue to be as wasteful as before. The 
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growing population of the world has also exacerbated 

nutritional problems in communities. Previous food 

supply chains should be therefore modified in a way that 

they satisfy today's growing demand [6]. Nowadays, 

seafood and the associated products account for a major 

portion of the household consumption basket in different 

countries. In 2018, the Food and Agriculture 

Organization (FAO) highlighted the effects of 

optimization on fish farming [7]. The Iranian Fisheries 

Organization and the FAO have reported the growing rate 

of cold-water fish production in Iran. Trout is considered 

the most well-known fish species among all the 

numerous species [8]. 

A global decrease in aquaculture resources and 

increasing production costs require more attention to the 

processes and wastes in the aquaculture industry. 

Implementing reverse logistics in the fish supply chain is 

therefore crucial. To the best of the authors' knowledge, 

the present research pioneers the investigation of 

implementing reverse logistics in fish supply chains. A 

 

 
 

mailto:tavakoli@ut.ac.ir


M. Fasihi et al. / IJE TRANSACTIONS B:Applications  Vol. 34, No. 05, (May 2021)   1257-1268                                             1258 

network is first developed for the fish CLSC. As a 

common recycling method of fish waste, fish powder 

production is performed to produce huge amounts of 

organic fish food, maintain human health, and preserve 

the environment. Therefore, this study uses fish waste 

recycling facilities to perform reverse logistics. A novel 

mathematical model has also been developed to 

minimize the cost of the fish CLSC and maximize the 

responsiveness of customer demand in forward and 

reverse supply chains.  The model is validated by 

examining an actual application of the method in a case 

study. Moreover, the epsilon-constraint and Lp-metrics 

are employed to solve the present multi-objective 

decision  making problem of six different sizes in Lingo. 

The two methods are compared in terms of their average 

outcome and based on three prespecified criteria and 

ranked using the TOPSIS method.  

The following sections of this paper are organized as 

follows. Sections 2 and 3 present a review of the 

literature and details the mathematical model, 

respectively. Section 4 presents the solution techniques 

and section 5 describes their performance metrics and 

compares the model results between the two methods. 

Section 6 presents a case study and numerical examples 

of the trout supply chain in Mazandaran province, Iran. 

Section 7 presents the computational results. Section 8 

ranks the solution methods in terms of the metric 

measures by employing a multi-criteria decision-making 

technique. A sensitivity analysis is conducted in section 

9, and conclusions and propositions are ultimately made 

for further studies in section 10. 

 

 

2. LITERATURE REVIEW  
 
Manufacturing costs can be effectively minimized in 

competitive markets by managing supply chains. The 

public, academia, and industrial practitioners have 

recently paid much attention to reverse logistics and 

CLSCs [9–13]. The present study focused on fish supply 

chains by first reviewing cold supply chains and 

perishable foods. The management and design of food 

supply chains are significantly affected by perishability 

[14]. In 1963, Ghare [15] pioneered the investigation of 

perishability and found the inventory decay to 

significantly influence the total inventory cost if it is 

included in the inventory analysis. Perishability has also 

attracted the attention of researchers and practitioners in 

the field of supply chains [16]. The management of the 

supply chains of perishable products has been 

investigated in review articles [17, 18]. 

Numerous studies have addressed the efficiency 

maximization of food supply chains by proposing diverse 

methods [16]. Exact and metaheuristic algorithms were 

employed by Mirmajlesi and Shafaei [19] to manage a 

multi-echelon, multi-product, multi-period, and 

capacitated supply chain of short-lifetime products. 

Abedi and Zhu [20] optimized fish farming, the purchase 

of spawn, and the distribution of harvested fish in a fish 

supply chain by developing a mixed-integer linear 

programming model for the maximization of the total 

profit. An inventory routing problem with environmental 

constraints on food was solved by Soysal et al. [21]. 

Cheraghalipour et al. [22] developed a multi-period, 

single-product, and multi-objective programming model 

and designed a CLSC for citrus. Metaheuristic algorithms 

were also employed to decrease the burden of 

computation in actual problems. Tabrizi et al. [14] 

investigated equilibrium models in perishable food 

supply chains by proposing a novel optimization model 

and performing a case study of the supply chain of warm-

water farmed fish.  

Masruroh et al. [23] proposed an integrated multi-

product distribution allocation and production planning 

for a dairy supply chain. Onggo et al. [24] solved a 

perishable inventory routing problem with probabilistic 

demand using a mixed-integer programming model and 

a simheuristic algorithm comprising an iterated local 

search and Monte Carlo simulation. Naderi et al. [25] 

studied the wheat supply chain network design (SCND) 

as a case study considering capacity and fleet 

management. Also, Motevalli-Taher et al. [26] optimized 

the wheat SCND considering the sustainability criteria 

and uncertainty. Leng et al. [27] minimized the total 

logistics cost and vehicle and client waiting times by 

proposing a comprehensive low-carbon cold-chain based 

location-routing model. Chan et al. [28] used multi-

objective mixed-integer linear programming for smart 

food logistics systems. Several review studies have been 

also performed on perishable food supply chains [29–31]. 

 

 

3. MATHEMATICAL MODELING  
 
3. 1. Problem Statement       The present research 

design a CLSC for fish logistic networks. The designed 

logistics network is single-period, including producers 

(Pool-Farm, Rice-Farm, and Sea-Farm) as can be seen in 

Figure 1, distribution centers, reprocessing centers (fish 

powder centers), processing centers (processed fish 

centers), and customers (markets: fresh fish markets, 

processed fish markets, and fish powder markets). 

Figure 2 shows the forward flow, in which goods are 

transported from producers to distribution centers and 

customers, and from distribution centers to customers to 

satisfy  their  unsupplied  demand  by  producers.   Fixed 

 

 

   
Figure 1. Fish farms 
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Figure 2. Flowchart for the fish CLSC 

 

 

locations are also assumed for processing centers and 

customers.  Producer locations and distribution and 

reprocessing centers can include fixed or potential points 

of the locations. The products returned in the reverse flow 

are shipped to reprocessing centers to be converted to 

byproducts and again are shipped to the customers of the 

fish powder market. Given farms (producers) as the 

potential customers of fish feed, the network can be 

considered a CLSC where producers play the role of fish 

powder customers. Significant reductions in product life, 

natural resources, and landfills have turned waste 

management into an important problem. A dedicated 

recovery plan should be assigned to individual end-of-

life products given their dissimilarity [32]. 

The present research designed a CLSC for farmed 

fish in forward and reverse flow modes by developing a 

bi-objective mathematical model. The chain cost was 

minimized and responsiveness to customer demand 

maximized by collecting the fish waste and losses in the 

fish supply chain using a network.  

 
3. 2. Notations 

Indices 

1 11,2,...,i I=   Production locations (Pool-Farm)- Fixed 

points 

2 21,2,...,i I=  Production locations (Rice-Farm)- Potential 

points 

3 31,2,...,i I=  
Production locations (Sea-Farm)- Potential 

points 

1 2 3i i i i= + +
 Production locations (fish farms)- All points 

1 11,2,...,j J=   Distribution locations- Fixed points 

2 21,2,...,j J=  Distribution locations- Potential points  

1 2j j j= +  Distribution locations- All points  

1 11,2,...,k K=   Customer locations (fresh fish markets) 

2 21,2,...,k K=  Customer locations (processed fish markets) 

3 31,2,...,k K =  Customer locations (fish powder markets) 

3 31,2,...,k K =  
Some of the producers (fish farms) as fish 

powder's customers 

3 3 3k k k = +
 Fish powder customer locations 

 The fish waste recycling center locations- 
Fixed points 

 Fish waste recycling center locations- 

Potential points 

 Fish waste recycling center locations- All 

points 

1,2, ,m M=   Fish processing center locations 

Parameters 

if  Fixed cost required for opening production center i 

jf
 

Fixed cost required for opening distribution center j 

lf  
Fixed cost required for opening fish waste recycling 

center l 

ijCf  Shipping cost per unit of live products from producer 

i to distribution center j 

1ikCf
 Shipping cost per unit of fresh products from 

producer i to customer 
1k  

1jkCf
 Shipping cost per unit of fresh products from 

distribution center j to customer 
1k  

imCd
 

Shipping cost per unit of fresh products from 

producer i to fish processing center m 

jmCd  
Shipping cost per unit of fresh products from 

distribution center j fish processing center m 

2mkCp  
Shipping cost per unit of processed products from 

fish processing center m to customer 
2k  

1k lCr
 Shipping cost per unit of waste products from 

customer 
1k  to fish waste recycling center l 

mlCr  
Shipping cost per unit of waste products fish 

processing center m to fish waste recycling center l 

3lkCw
 

Shipping cost per unit of reprocessed products from 

fish waste recycling center l to fish powder markets 

3k  

ilCq
 

Shipping cost per unit of low-quality products from 

producer i to fish waste recycling center l 

jlCq  
Shipping cost per unit of low-quality products from 

distribution center j fish waste recycling center l 

1k lCq  
Shipping cost per unit of low-quality products from 

customer 
1k  fish waste recycling center l 

Cp  Processing cost per unit of products from fish 

processing centers  

Cr  
Fish powder manufacturing cost per unit of products 

from fish waste recycling centers 
Cp   Production cost per unit of products from producers 

1kd  Demand of fresh product by the customer 1k   

2kd
 Demand of processed product by the customer 2k   

3kd  
 

Demand of reprocessed product (fish powder) by fish 

powder markets 3k   

ic  Maximum production capacity of producer i  

jh  
Holding capacity of distribution center j  

lr   Fish powder manufacturing capacity of fish waste 

recycling center l  

mr  Processing capacity of fish processing center m  

i  Deteriorating percentage of the product by producers  

j  
Deteriorating percentage of the product by 

distribution centers 

1 11,2, ,l L= 

2 21,2, ,l L= 

1 2l l l= +
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1k  

Deteriorating percentage of the product by the 

customer 
1k
 
 

1k  Waste percentage of the product by the customer 
1k  

m  
Waste percentage of the product by fish processing 

centers  

  
Minimum rate of using the capacity of each 

distribution center 

  Maximum rate of supplying customer demand for 

fresh fish directly from the producer  

  Weighted importance coefficient to make a response 

the forward flows 

1 −  Weighted importance coefficient to make a response 

the reverse flows 

  Conversion rate of the waste product to a reprocessed 

product (fish powder) 

  Conversion rate of a product to a processed product  

MM A big positive number 

Decision Variables 

ijF  Quantity of live products shipped from producer i to 

distribution center j  

1ikF  
Quantity of fresh products shipped from producer i 

to customer 
1k   

1jkF  
Quantity of fresh products shipped from distribution 

center j to customer 
1k   

1k lR  
Quantity of waste products shipped from the 

customer 
1k  to fish waste recycling center l  

mlR  Quantity of waste products shipped from fish 

processing center m to fish waste recycling center l 

imD
 

Quantity of fresh products shipped from producer i 

to fish processing center m 

jmD
 

Quantity of fresh products shipped from distribution 

center j to fish processing center m 

2mkP  
Quantity of processed products shipped from fish 

processing center m to customer 
2k  

3lkW  
 

Quantity of reprocessed products (fish powder) 

shipped from fish waste recycling centers l to fish 

powder markets 
3k   

ilQ
 

Quantity of low-quality products shipped from 

producer i to fish waste recycling centers l 

jlQ
 

Quantity of low-quality products shipped from 

distribution center j to fish waste recycling centers l 

1k lQ
 

Quantity of low-quality products shipped from the 

customer 
1k

 
to fish waste recycling centers l 

i
  Quantity of production by producer i  

iX  
1 If production center i is opened at the location, 0 

otherwise 

jW   1 If distribution center j is opened at the location, 0 

otherwise  

lY   
1 If fish waste recycling center l is opened at the 

location, 0 otherwise  

 
 

3. 3. Mathematical Model       The bi-objective design 

of the fish CLSC is formulated as folloddws: 

(1) 1 2 3Min Z z z z= + +   

(2) 1

1 1 1

I J L

i i j j l l

i j l

z f X f W f Y
= = =

=  +  +   
  

(3) 

1 1

1 1 1 1

1 1

2

2 2

2

1

1 1

1

3

3 3

3

2

1 1 1 1 1 1

1 1 1 1 1 1

1 1 1 1

1 1

      

 

K KI J J I

ij ij jk jk ik ik

i j j k i k

KI J M M

im im jm jm mk mk

i m j m m k

KM L

ml ml k l k l

m

M

l k l

KL

L

lk lk

l k

z Cf F Cf F Cf F

Cd D Cd D Cp P

Cr R Cr R

Cw W

= = = = = =

= = = = = =

= = = =

= =

=  +  + 

+  +  + 

+  + 

+ 

  

  

 



1

1 1

11 1 1 1 1 1
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The first objective function ( Z ) is the total cost 

comprising fixed opening costs, transportation and 

production costs, and costs of the fish processing centers 

and waste recycling (reprocessing) centers (2)-(4). The 

second objective function ( Z  ) with a maximum value 

of 1 comprises the forward and reverse responsiveness of 

the closed-loop network. The fraction's numerator and 

denominator respectively showed the products shipped to 

customers and customer demand. A zero inventory is 

initially assumed for all the centers. 

Subject to: 
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According to constraint (6), the production level minus 

the amounts of deteriorated product and that transported 

to the processing centers equals the number of products 

transported from the producers to the customers and 

distribution centers. According to constraint (7), a 

product is transported to a potential location only if a 

distribution center is open there. According to constraint 

(8), the maximum amount of products of a producer, i.e. 

its production capacity, equals an expected maximum 

production rate. Constraints (9-a) and (9-b) respectively 

ensure that the amount of products received from the 

producers in a distribution center is at most equal to its 

holding capacity and that a minimum amount of the 

capacity of a distribution center is used.  

According to constraint (10), the amount of products 

received from the producers in a distribution center 

equals the sum of the number of products transported to 

the customers and processing centers and that of 

deteriorated products transported to the reprocessing 

centers. Constraint (11) ensures that the demand for a 

fresh product at least equals the number of products 

received from the producers and distribution centers. 

According to constraint (12), the producers directly 

supply the maximum customer demand for fresh fish. 

According to constraint (13), all the products received 

from the distribution centers and producers minus the 

wasted products transported to the reprocessing centers 

multiplied by the conversion rate equals the total 

processed product transported to the processed product 

market. Constraints (14) and (15) respectively ensure that 

the amount of products transported to the processed 

product market is at most equal to the expected maximum 

processing rate and the customer demand for the 

processed products. 

According to constraint (16), the waste production 

rate at least equals the amount of returned products 

transported from the producers to the reprocessing 

centers. Constraint (17) ensures that the returned 

products are transported from a production center to a 

reprocessing center only if a reprocessing center is open 

in the potential place for this facility. As in the case of 

constraints (16)-(17), constraints (18)-(19), (20)-(21), 

(22)-(23) and (24)-(25) put the maximum capacity of the 

facilities as a limit on the transported products and 

determine the opening of the facility as a precondition for 

shipping the goods. According to constraint (26), the total 

fish powder transported as the reprocessed product to the 

fish powder market equals all the products returned from 

the processing centers, producers, customers, and 

distribution centers multiplied by the conversion rate. 
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Constraints (27)-(28) respectively ensure that the 

manufacturing capacity and demand of a fish powder 

market at least equal the amount of fish powder 

transported to the fish powder market. According to 

constraints (29)-(32), the products can be transported to 

places where there is an open production center. 

Constraints (33)-(35) also show binary and non-

negativity limitations on the associated decision 

variables. 

 

 
4. SOLUTION TECHNIQUES 
 
The Lp-metrics and epsilon-constraint detail as follows 

and are used to solve the multi-objective problem. They 

are evaluated in terms of their CPU time and solution 

quality as performance indicators.  

 
4. 1. LP-Metric Method            The metric distance is 

utilized in Lp-metrics to measure the distance between an 

existing and the  optimal solution [33]. Xu [34] proposed 

Equation (36) for ''the more the better'' problems based 

on an anti-ideal concept. 

1/
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( ) ( )

( ) ( )
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j j j

f x f x
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f x f x=

  − 
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(36) 

The compatible Lp function is minimized to minimize 

deviation from the optimal  solution. Equation (36) is 

utilized as a normalized form to obtain the efficiency of 

the compatible Lp function for   various objectives with 

diverse scales. The decision-maker determines p as the 

level of emphasis on the available  values of deviation. 

This study assumed  p to equal 2.  The optimal solution  

( *( )j
jf x ) is first obtained by individually solving all the 

objective functions based on the relevant  constraints. 

Anti-ideal values are then obtained by solving the reverse 

objective functions, i.e. minimization was converted to 

maximization  and vice versa. These  values are inserted 

into the Lp model, which was then minimized based on 

its constraints. The optimal  values and Lp deviation are 

ultimately obtained through solving the model. With wj 

representing the degree of importance of the j-th 

objective (
1

1
k

jj
w

=
= ), the gradual-priority weighting 

[35] is employed to search the entire solution space, as 

well as obtaining Pareto-optimal solutions. Equations 

(37) are used to determine the weights of a generation.  

90
( -1)

 -1
t

s

t
N

 =  , 
1

cos( )
t t

p = , 
2

sin( )
t t

p = , 

1

1
1 2

t

t
t t

p
w p p= +

, 2

1 2
2

t

t t
t

p
w p p= +

    1, 2,...,
s

t N =  

(37) 

where t is the 
tht Pareto solution (t = 1, … ,10). 

4. 2. Epsilon-Constraint Method           A maximization 

multi-objective integer programming problem is 

considered as follows:  

 1 2max ( ), ( ),..., ( )

s.t. 

p  f x f x f x

       x S

 
(38) 

where p represents the number of objective functions, fi 

(x) the i-th objective function, , x the decision vector, S 

the solution space, n the number of decision variables and 

xjZ for j1,2, …, p. The conventional epsilon-

constraint technique is performed by optimizing an 

objective function while adding the other objectives into 

the constraint space to ensure that the basic requirements 

are met. The method of AUGMECON is employed to 

convert inequality constraints of the objective functions 

to equality constraints and obtain efficient solutions 

through introducing non-negative slack or surplus 

variables and augmenting the objective function using a 

weighted sum of the surplus or slack variables [36]. The 

problem is re-written as follows: 
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(39) 

where  ,  1, 1ir i p −  represents the range of the i-th 

objective function,  an adequately-small value between 

10-3 and 10-6 and 
1e , ... , 

1pe −
 the satisfaction level vector 

showing minimum requirements for the constrained 

objective functions.  

 
 
5. PERFORMANCE METRICS   
 
The solution methods were compared with each other in 

terms of their performance using the following three 

indicators, each of which appraising a different 

dimension. 

a) Mean ideal distance (MID): This distance defined as 

Equation (40) is utilized to calculate the distance between 

the ideal point and Pareto solutions [37]. The method 

performance was higher at lower values of this index. 

2 2

1

1 1 2 2

1 1 2 2

n i best i best
max min max mini
total total total total

f f f f

f f f f
MID

n

=

   − −
+   

− −   
=


 

(40) 

where 1if  and 2if represent the value of the i-th non-

dominated solution to the two objective functions, 

respectively, n is the number of non-dominated solutions, 

( 1bestf , 2bestf ) are the ideal point (i.e., (0, 1) in this 

study), and max
totalfj  and min

totalfj  are the highest and lowest 
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values of a fitness function among all the non-dominated 

solutions, respectively.  

b) Rate of achievement to two objectives Simultaneously 

(RAS): This method introduces a set of solutions to strike 

a more effective balance between the values of the 

objective functions as superior Equation (41) shows the 

extent to which this balance is achieved between different 

goals [38]. 

1 2

1

n i i i i

i
i i

f F f F

F F
RAS

n

=

   − −
+   

   =


 (41) 

where n represents the number of non-defeated solutions 

and  1 2min ,i i iF f f= .  

According to the equilibrium method, this criterion 

increases if a solution along an axis suits one goal and 

contradicts the other (unbalanced solutions). This study 

normalized the objective functions to use this criterion. 

c) Computational time (CPU time): This index is used for 

evaluating the running speed of a method. 
 

 

6. NUMERICAL EXAMPLES AND CASE STUDY  
 

Six problems are generated and tested to examine the 

performance of the solution techniques. They are 

categorized by their numbers of producers (I), 

reprocessing centers (L), customers (K1), distribution 

centers (J), processing centers (M), and customers of 

processed products (K2) and the fish powder (K3). Table 

1 shows the values of these parameters. The first problem 

is the case study and each problem is simulated ten times 

to obtain Pareto solutions . 

A case study is conducted in Northern Iran to 

demonstrate the application of the solution method and 

study model. Different parameters and conditions are 

considered in using solution methods to examine the 

proposed model. The data are collected in Mazandaran, 

Iran. Figure 3 shows the main towns in this province.  

The transportation cost is defined between the towns 

in Iran by their distances in km, fare rates ($ per km), and 

transport mode (live fish: 1.36, fresh or processed fish: 

0.18, and fish powder: $0.09 /ton.km). Table 2  presents 

the values of the other parameters of the model. Tables 3 

and 4, respectively show the selected towns for the 

individual places in the case study and their distances. 

Table 5 presents the model parameters of the case study. 
 
 
7. COMPUTATIONAL RESULTS  
 

To validate and evaluate the efficiency of the model and 

compare the two proposed solution methods, the model 

in six different sizes with Lp-metrics methods and 

epsilon-constraint was run on a computer with Intel® 

Core ™ i7-8750H CPU @ 2.20GHz specifications using 

Lingo software (LINGO 18.0 x64). 

The proposed methods were statistically compared 

with each other by testing the hypothesis of equality of 

means, comparing the values of the first and second 

objective functions, and examining the execution time 

and average results of sixty times of implementing the 

model for all the three criteria. Testing the hypothesis of 

equality of means is appropriate for comparing the results 

of two samples [39]. The null hypothesis suggested the 

equality of the means of Lp-metrics and epsilon-

constraint methods and hypothesis one suggested that 

their opposite means. 

Table 6 presents the results of testing the hypotheses 

in Minitab 18 at a 95% confidence interval. The null 

hypothesis is rejected in terms of the computation time of 

the model and the criterion of the first and second 

objective functions, which suggested significant 

differences in the mean values of these criteria between 

the two methods. 

The solution methods are compared with each other 

by conducting a pairwise comparison based on the 

metrics proposed in Section 6 (Table 7). The lower values 

of the metrics suggest an increased performance.  

ANOVA is applied to compare the obtained metrics 

and statistically-significant differences between the 

methods are shown in terms of their performance. Figure 

4 shows the plots of the intervals for each metric used in 

these methods at a 95% confidence interval. The interval 

plots are individually obtained for each solution method 

and metric using six points in Table 7, suggesting that 

epsilon-constraint outperforms the other method in terms 

of MID, RAS, and CPU time metrics. 

 

 

TABLE 1. General data of the test problems 

Test # I1 I2 I3 I  J1 J2 J  K1  K2  M  L1 L2 L  K'3 K"3 K3 

1 3 1 1 5  5 1 6  9  2  1  0 2 2  1 2 3 

2 4 2 2 8  7 2 9  13  5  2  1 3 4  2 3 5 

3 5 3 3 11  9 3 12  17  8  3  2 4 6  3 4 7 

4 6 4 4 14  11 4 15  21  11  4  3 5 8  4 5 9 

5 7 5 5 17  13 5 18  25  14  5  4 6 10  5 6 11 

6 8 6 6 20  15 6 21  29  17  6  5 7 12  6 7 13 
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Figure 3. Main towns in Mazandaran 

 

 
TABLE 2. Other model parameters setting 

Parameter Values Unit 

if  Uniform ~ [2.73, 144] Dollar ($) 

jf  Uniform ~ [48.61, 347] Dollar ($) 

lf  Uniform ~ [69.44, 190] Dollar ($) 

1kd  Uniform ~ [0.99, 11] Ton 

2kd  Uniform ~ [0.66, 2] Ton 

3kd  Uniform ~ [0.17, 0.4] Ton 

ic  Uniform ~ [1.25, 19] Ton 

jh  Uniform ~ [0.7, 11] Ton 

mr  Uniform ~ [2.78, 6] Ton 

lr  Uniform ~ [1.1, 3] Ton 

i
=0.01, 

j =0.02, 
1k
=0.03, 

1k =0.15, 

m
= 0.4,  =0.5,  =0.2,   ρ=0.6, φ=0.25, 

φ'=1.2 

Percentage 

Cp =2273, Cr =454, Cp =909 Dollar per Ton 

 

 
TABLE 3. Selected cities for each index 

i j K1 K2 

Tonekabon Tonekabon Ramsar Chalus 

Chalus Abbasabad Tonekabon Ramsar 

Amol Noshahr Kelardasht  

Amol (Rice-farm) Mahmoodabad Abbasabad K3 

Noshahr (Sea-farm) Amol Chalus Noor 

 Chalus Noshahr Tonekabon 

l  Noor Amol 

Tonekabon m Mahmoodabad  

Noshahr Amol Amol  

TABLE 4. Distance between the mentioned towns (Km) 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) 

(1) 1 22 46 94 101 133 149 156 181 

(2) 22 1 25 73 80 11 128 135 159 

(3) 46 25 1 49 55 87 103 110 135 

(4) 94 73 49 1 8.1 41 57 64 89 

(5) 101 80 55 8.1 1 33 50 56 81 

(6) 133 111 87 41 33 1 38 25 49 

(7) 149 128 103 57 50 38 g1 61 86 

(8) 156 35 110 64 56 25 61 1 25 

(9) 181 159 135 89 81 49 86 25 1 

(1) Amol, (2) Mahmoodabad, (3) Noor, (4) Noshahr, (5) Chalus, (6) 
Abbasabad, (7) Kelardasht, (8) Tonekabon, (9) Ramsar. 

 

 

TABLE 5. Model parameters setting for the case study 

Parameter Values Unit 

if  [0, 0, 0, 11.32, 2.73] Dollar ($) 

jf  [0, 0, 0, 0, 0, 48.61] Dollar ($) 

lf  [82.07, 69.44] Dollar ($) 

1kd  
[0.99, 2.22, 0.7, 1.85, 1.55, 

0.32, 1.62, 1.31, 5.36] 
Ton 

2kd  [1.03, 0.66] Ton 

3kd  [0.17, 0.18, 0.19] Ton 

ic  [9.13, 1.25, 9.51, 5.60, 0.36] Ton 

jh  [2.2 0.7 1.84 1.30 5.32 1.54] Ton 

mr  [2.78] Ton 

lr  [1.3, 1.1] Ton 

 
 

TABLE 6. Result of the hypothesis test 

Method Obj. 1 Obj. 2 CPU Time 

ɛ-constraint 98,601.1380 0.8762 1.9794 

Lp-metrics 74,622.3557 0.7940 25.2738 

 Reject 
0H  Reject 

0H  Reject 
0H  

 
 
8. RANKING THE SOLUTION METHODS  
 
TOPSIS is employed to determine the performance of the 

solution methods in terms of all the metrics. The metrics 

and solution methods are respectively considered criteria 

and  alternatives.   The  average values of the metrics are 
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TABLE 7. Evaluation of mentioned methods in each metric measure 

CPU Time  RAS  MID 
Problem 

LP-Metric ɛ-constraint  LP-Metric ɛ-constraint  LP-Metric ɛ-constraint 

0.2450 0.3229  1.9390 1.4076  3.4671 3.8467 1 

1.5400 0.4029  4.9836 2.9087  3.4642 3.6648 2 

9.3420 0.7600  3.7789 2.1986  3.4739 3.7217 3 

37.7370 1.5114  3.5410 1.9349  3.5942 3.7527 4 

57.7340 2.4443  3.3465 1.9077  3.6826 3.7562 5 

45.0450 6.4350  3.7368 1.9839  3.7193 3.7456 6 

25.2738 1.9794  3.5543 2.0569  3.5669 3.7480 Average 

 

 

   
(a) (b) (c) 

Figure 4. Intervals plots (at the 95% confidence level): (a) MID, (b) RAS, (c) CPU Time 

 

 

utilized as the input to the proposed method in all the 

problems. TOPSIS developed as a compromise model by 

Hwang and Yoon [40], is commonly used in multi-

criteria decision makings. The following steps explain 

the procedure of this method. 

According to the results of TOPSIS shown in Table 

8, the epsilon-constraint is determined as the superior 

method given its higher coefficient. 

Procedure of the TOPSIS method 

Step 1 
2

1

,  i=1,...,m, j=1,...,n.
ij

ij
m

ij
i

f
F

f
=

=



 

Normalized decision matrix with m rows 

(alternatives) and n columns (criteria) 

Step 2 
ij ij jv F w=   

Weighted normalized decision matrix 

Wj: criteria weight,  
1

1, 0,
n

j j
j

w w
=

=   

Step 3 max  ; min  ,  j=1,...,n.j ij j ij
ii

v v v v+ −= =  

Assumption: "more is better" criteria. 

Step 4 
( ) ( )

2 2

1 1
,   i=1,...,m   

n n

i ij j i ij j
j j

d v v d v v+ + − −

= =
= − = −   

Euclidean distance between each solution and 

the ideal and negative-ideal solution 

Step 5 
i

i

i i

d
C

d d

−

− +
=

+
 

The optimal solution having the largest 
iC is 

the recommended solution. 

TABLE 8. Results of TOPSIS 

Method iC  Rank 

ɛ-constraint 0.943696 1 

Lp-metrics 0.056304 2 

 
 

9. DISCUSSION 
 

In this section, a sensitivity analysis is performed to 

determine the accuracy and performance of the model in 

the case study. The performance of the proposed model 

was evaluated for the individual scenarios defined based 

on variations in the demand for fresh, processed, and 

reprocessed products. Table 9 presents these scenarios 

and the values of the objective functions obtained for the 

individual scenarios and determined using the epsilon-

constraint method. Figure 6 shows variations in the 

values of the two objective functions for the individual 

scenarios. 

According to Table 9 and Figure 5, an increase or 

decline in the demand does not improve or decline the 

values of the two objective functions, respectively, which 

validates the model results. These results can help with 

making decisions in cases of disruptive reductions or 

rises in demand. For instance, for fresh products, an up to 

20% increase in demand would decrease the customer 

satisfaction, while it remains steady for an increasing 

demand for processed and reprocessed products. 
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TABLE 9. Sensitivity analysis of the demand parameters 

3kd  
 

2kd   
1kd  

Change  intervals 

of  demands 
Scenario 

Obj. 2 Obj. 1  Obj. 2 Obj. 1  Obj. 2 Obj. 1 

14345.64 0.88  13524.85 0.88  12726.55 0.88 -30% 1 

14465.85 0.88  13977.82 0.88  13405.47 0.88 -20% 2 

14656.79 0.88  14431.05 0.88  14136.73 0.88 -10% 3 

14889.52 0.88  14889.52 0.88  14889.52 0.88 0% 4 

15171.19 0.88  15364.07 0.88  14984.09 0.86 10% 5 

15482.35 0.88  15838.71 0.88  14944.35 0.85 20% 6 

15825.21 0.88  16319.26 0.88  15586.49 0.85 30% 7 

 

 

  
Objective function 1 Objective function 2 

Figure 5. Sensitivity analysis of the demand parameters 

 

 

10. CONCLUSION  
 
This study proposed a novel bi-objective seven-echelon 

CLSC problem for the fish. The objectives comprised 

minimizing the total cost of the network and maximizing 

the responsiveness to customer demand in forward and 

reverse cases.  

Lp-metrics and epsilon-constraint were employed to 

solve the proposed model. The present findings were 

validated by examining a real-world case in Iran. This 

model was applied to six test problems and the metrics 

were calculated by employing the solution methods. 

Using TOPSIS as a multi-criteria decision-making 

approach to determine the method with the higher 

performance in terms of all the metrics showed the 

satisfactory efficiency of epsilon-constraint.  

It is recommended that further studies be conducted 

to include uncertainty of parameters and sustainability 

criteria in multi-period and multi-product problems. 

Other multi-objective optimization methods can also be 

used to solve the model. Given the significant increase in 

the burden of computation with an increase in the 

dimensions of the problem, heuristic and metaheuristic 

algorithms can be used in future research. Also, 

discussing the model complexity and some mathematical 

aspects of the model can be proposed for future research. 
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Persian Abstract 

 چکیده 
  ن ی تأم  رهی مهم در زنج  یندیمعکوس را فرآ  ک یلجست  ی،ط یمح  ستیز  یهای نگران   شی مختلف از جمله افزا  لیبه دلا  شرفته یپ  یدر کشورها  ع یاز صنا  ی اری، بسریاخ  یهادر سال 

  یاصل  یهادغدغه از    ی کی  تامین  رهیدر هر سطح از زنج  عات یو ضا  لااستفادهاست، استفاده مجدد از محصولات ب  ریفسادپذ  ییماده غذا  کی  یاند. از آنجا که ماهخود دانسته

  ی به تقاضا   یی و به حداکثر رساندن پاسخگو  یبسته ماهحلقه   ن یتام   رهی زنج  یهانهیبا هدف به حداقل رساندن هز  دیجد  یاض یمدل ر  ک یمقاله،    ن یاست. در ا  رندگانیگمیتصم

، یآزمون فرض آمار  بکارگیری عملکرد و با    یارهایشود. سپس براساس مع ی استفاده م  تیمحدود  لونیو اپسجامع    اریارائه شده است. به منظور حل مدل، از دو روش مع   یمشتر

  ک یاز    یمطالعه مورد  کی،  مدل. به منظور اثبات کاربرد  گرددی انتخاب روش برتر استفاده م  یبرا  تاپسیس  تمیشوند. سرانجام، از الگوریم  سهیمقا  گریکدیحل با    یهاروش

مورد و روش حل   یشنهادیدهد که مدل پی نشان م تجزیه و تحلیل جیه است. نتاتقاضا ارائه شد تیحساس لیتحل انجامبا  رانیقزل آلا در شمال ا یحلقه بسته ماه نی تام رهیزنج

 .تاییدند
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A B S T R A C T  
 

 

In this research, an improved model of  Parkinsonian tremor is presented by using a mathematical and 
computational approach. In Parkinson’s disease (PD), an abnormal signal is produced by basal ganglia 

(BG). This signal goes to the thalamus, then enters cortex and after interaction with peripheral system 

goes to muscle and finally appears as tremor. In the presented model, all of the mentioned process are 
simulated. Also, the skeletal muscle model as well as the central nervous system (basal ganglia, thalamus, 

cortex and supplementary motor area) and peripheral nervous system (spinal reflex) mechanisms are 

considered. In addition, two methods for tremor suppression are applied in this paper, 1) deep brain 
stimulation (DBS) which affects dopamine level in BG and 2) a mechanical method which is based on a 

negative feedback. The accuracy and efficiency of the presented simulation are demonstrated by 
comparison of the obtained results with those obtained by clinical tests. 

doi: 10.5829/ije.2021.34.05b.20 

 
1. INTRODUCTION1 
 
The Parkinson’s disease was first described in 1817 by 

James Parkinson [1]. This disease is related to central 

nervous system and is caused by death of dopamine-

generating cells in the substantia nigra pars compacta 

(SNc) which is a region of basal ganglia [2, 3]. PD 

develops gradually and can be recognized by four 

symptoms which are rest tremor, rigidity, bradykinesia 

and postural instability [1, 3]. Tremor is the most 

common and well-known symptom of disease which is 

usually a rest tremor. The frequency of rest tremor in PD 

is between 4 and 6 HZ [2, 3]. PD changes 

electrophysiological activities in basal ganglia-

thalamocortical system (BGTCS) [4]. There are two 

primary treatments for PD which are Medical treatment 

and deep brain stimulation (DBS).  
Researchers use mathematical models to analyze 

various objects [5-7]. A lot of mathematical and 

computational studies for PD are presented. 

MashhadiMalek et al. [3] investigated the relationship 

 

*
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between rigidity and tremor in PD. They considered 

central and peripheral nervous parts and muscle model. 

The result of their research demonstrates that rigidity and 

tremor are interdependent and simultaneous treatment of 

these two symptoms is more beneficial. 

Haeri et al. [2] modeled the physiological and 

pathological behavior of BG; BG components were 

modeled as first-order systems. Hand tremor is the output 

of their model. Ghoreishian et al. [8] presented a 

mathematical model for tremor in Parkinson disease. The 

structures involved in tremor genesis are analyzed in their 

model. They used the largest lyapunov exponent, the 

correlation dimension and kolmogorov entropy to 

compare the model output with clinical results. A 

mechanical method for tremor suppression was designed 

by Pledgie et al. [9]. This method is through impedance 

control of patient muscle. A resistive force applied on 

patient’s limb in order to decrease tremor movements.  

Nahvi et al. [1] examined the effect of DBS on PD. In 

their model, the DBS targets were subthalamic nucleus 

(STN), internal and external globus pallidus (GPi and 
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GPe). They used a mean field model for this purpose. The 

result of their research indicates that DBS of STN and 

GPe can reform the activity of thalamus relay neurons but 

GPi DBS will inhibit it. A model of BG which determines 

the inter-relation of BG’s components was introduced by 

Parent et al [10]. In this model neurotransmitters and their 

excitatory and inhibitory characteristics are specified. 

In this paper, a mathematical and computational model 

of BGTCS is presented. This model is based on clinical 

and physiological information. In this study, the effect of 

DBS and medical treatment is investigated and also a 

mechanical method for tremor suppression is applied. 
 

 

2. PHISIOLOGICAL BACKGROUND  
 
In BGTCS, the nuclei may exert an excitatory or an 

inhibitory influence upon each other. The inhibitory 

connections contain gamma amino butyric acid (GABA) 

and excitatory connections hold glutamate (GLU). Haeri 

et al. have used a first-order system for modeling the 

components of BG, the behavior of neurotransmitters 

were modeled by a gain between BG components. In this 

research, we applied these approaches for BG and 

thalamus. 

Each neuron has three features: longitudinal 

resistance at axons and dendrites, membrane resistance 

and membrane capacitance. An exponential output will 

occur, when the input of membrane is step. It shows that 

the resistance and capacitance of neuron are joined in 

parallel and longitudinal resistance at axons and 

dendrites is in series with them, because the signal would 

pass along axons without any changes. So each neuron 

would be presented by a first-order system. It is notable 

that there are nonlinear characteristics in neurons. As 

mentioned above, SNc is the main component which 

generates tremor, so all nonlinearities are assumed to be 

in this block. There are a lot of parallel neurons in each 

component of thalamus and BG. So the whole behavior 

of each component can be presented by a first-order 

system [2]. 

For modeling the behavior of BGTCS the parameters 

of each block are needed. It is obvious from physiological 

literature that the quantity of components firing rate in 

Parkinson’s disease is related to the components activity. 

Indeed, if component activity is more than normal state 

in PD, its firing rate is also more than normal and vice 

versa. So we used the relationship between component’s 

firing rates to estimate the parameters of each first-order 

system of BGTCS blocks, in PD state. These firing rates 

are in physiologically realistic ranges detected from 

monkeys. Figure 1 shows the inter-relation of BGTCS in 

PD state. The hyperactivity and hypoactivity of blocks 

are indicated by thick and dashed lines respectively. In 

this figure the inhibitory and excitatory connections are 

presented too. 

 
Figure 1. The inter-relation of BGTCS in PD state 

 

 

3. MATHEMATICAL MODEL  
 

3. 1. BG and Thalamus Model              As mentioned 

above, each block of BG and thalamus is considered as a 

first-order system. In this section the transfer function of 

the blocks are presented. The transfer functions are 

represented by Pi(s). P1(s) represents the dynamics of 

striatum. This block has two outputs (So1 and So2). Its 

input has an excitatory effect on outputs.  
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P2(s) is the transfer function of SNc. So2 is the input of 

this block which has an inhibitory effect on SNc. A 

nonlinear function (sign function) is in continuation of 

this block [2].  
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P3(s) represents the behavior of GPe. This component has 

an excitatory input and an inhibitory input. 
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P4(s) represents the transfer function of STN. This 

component has an inhibitory input. 
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Transfer function of P5(s) represents the dynamics of 

GPi (and SNr) with one excitatory and one inhibitory 

input.  
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P6(s) models relay neurons (REN) of thalamus which has 

three inhibitory inputs.  
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P7(s) models the thalamic reticular nucleus (TRN). This 

component has one excitatory input. 
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Finally, P8(s) models local interneuron (LIS) with an 

inhibitory and an excitatory input. 
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The behavior of neurotransmitters is modeled as 

connection strength (gain). A direct relation is assumed 

for the amount of the gain and the quantity of 

neurotransmitters. So increment of neurotransmitter is 

modeled as gain of ‘g’ and the decrease is supposed as 

‘1/g’. It should be mentioned that the signal from cortex 

is not considered, because the malfunction of BG is 

assumed to be the origin of PD. 

 

3. 2. Cortex Model                 The input of cortex is from 

thalamus and supplementary motor area (SMA) and its 

output goes to alpha motor neuron and muscle. SMA has 

an inhibitory effect on cortex in normal state. However, 

in PD state this inhibitory effect decreases and has an 

excitatory effect on cortex [3].  
 

3. 3. SMA Model           The model of SMA contains a 

saturation function and a gain. The quantity of saturation 

function is assumed to be 1-2 in PD and 0.5-1 in normal 

state [3].  

 

3. 4. Muscle and Peripheral System Model           In 

this study, the formulas of hand muscles which are 

presented by mains and Soechting [11] are used. The 

input of muscle is stimulation rate from cortex to muscle 

(α) and the output is Angular displacement (θ). The 

transformation function of θ(s) is as follows: 

(9) 
DBSBKDIsIs
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s
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++++
=

)()(

)(
23

 

The complete model of this study is represented in 

Figure 2. The peripheral system is modeled by a long 

loop which begins from muscle, goes to peripheral part 

(spinal cord) and after passing SMA and cortex returns to 

the muscle [3]. 
 
 

4. TREMOR SUPPRESSION  
Two tremor suppression methods are used in this study:  

1. DBS. 

2. A mechanical method.  
 

4. 1. DBS             The exact mechanism in which tremor 

suppresses by DBS is still unknown [12]. However, it is 

mentioned in literature [13-15] that dopamine level in BG 

changes by DBS. It changes the system parameters which 

cause change in PD symptoms [2]. In this model, 

neurotransmitters variation is modeled by gains (g and 

1/g). Before DBS g equals 10 and after that it will be 1. 

The model output without any treatment is represented in 

Figure 3, which is fairly like the clinical data presented 

in (www.physionet.org). The output of model with DBS 

treatment is shown in Figure 4.  

 

 
Figure 2. The complete model, used in this study 

http://www.physionet.org/
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Figure 3. Model output with no DBS 

 
 

 
Figure 4. Model output after applying DBS 

 

 

5. MECHANICAL METHOD 
 

In this study, the experimental work of Pledgie et al. [9] 

is simulated as the second technique for tremor 

suppression  to examine the efficiency and accuracy of 

presented model. In order to suppress the tremor, they 

have used an impedance control method that applies a 

resistive force to patient’s limb. To achieve this purpose, 

the patient should grasp the end-effector of a small 

robotic arm (PHANTOM). The manipulator of phantom 

applies force to muscle by a second order negative 

feedback. The feedback input is hand movement (X(s)) 

and the output is force (F(s)). The transfer function of the 

closed-loop is as follows: 

 
(10) 

The mass (M), damping (C), and stiffness (K) are the 

combined properties of human limb and the robotic arm. 

The nominal parameter values used for M, C and K are 

1.3 kg, 5 Ns/m and 200 N/m, respectively. The negative 

feedback is a second order system which creates a closed-

loop system.  

As a matter of fact, the feedback coefficients (a1, a2, 

a3) impact the closed-loop system coefficients in an 

additive fashion. The closed-loop system magnitude 

response can be estimated as follows:  

 
(11) 

The purpose of this method is decreasing the 

magnitude response of the closed-loop system in order to 

decrease the system output (hand movement). So the 

feedback coefficients are selected in a manner to increase 

the attenuation of magnitude response at tremor 

frequency. It is notable that by setting ω to zero (there is 

no tremor), feedback system shouldn’t have any effect on 

muscle (because there is no input). So a3 is set to zero; 

otherwise it will cause undesirable attenuation in closed-

loop system whereas there is no tremor. A method is 

presented to estimate a1 and a2 (acceleration and rate 

coefficients) which permits selecting one of them. At first 

step a desired level of closed-loop attenuation (
t

R ) 

should be selected, and then by using the following 

expressions, feedback coefficients will be determinated.   
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Figures 5 and 6 represent the model output after 

applying negative feedback with acceleration and rate 

coefficients, respectively. The model outputs are in 

accordance with clinical results obtained by Pledgie et al. 

[9]. It is visible that negative feedback will suppress 

tremor in an acceptable manner. 

 

 

 
Figure 5. The model output after acceleration feedback 

(without DBS) 

 

 

 
Figure 6. The model output after rate feedback (without DBS) 
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6. COCLUSION 
 

Understanding the functions of the human brain is one of 

the most important goals of contemporary science. 

Mathematical medicine is a truly interdisciplinary area 

that brings together medical researches and engineering 

science. In this study a mathemtical and computational 

model of PD tremor is presented to analyze the brain 

behaviour on tremor genesis. Two methods for tremor 

suppression is applied in this paper. These methods are 

deep brain stimulation (DBS) and a mechanical 

technique. Similar to real condition, the strength of block 

connections (gains) will change by variation in dopamine 

level. According to litrature DBS affects dopamine level 

in BG; therefore, DBS effect is exerted by chanhing the 

connections’ gain. The second method for tremor 

suppression is a mechanical method. This method is 

based on a negative feedback. The model results are in 

good agreement with the clinical results. 

The presented model helps to have a better 

understanding of PD tremor. This model includes 

physiological information about tremor and some 

methods to control this disease. 
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A B S T R A C T  
 

 

This paper proposes a novel control strategy of an islanded microgrid based on virtual flux droop (VFD) 

control. In the conventional VFD method, the direct flux control (DFC) technique is used to generate the 

switching signals using the hysteresis regulators and a switching look-up table. Therefore, the voltage 
and the current ripples are inevitable. Moreover, as a single switching vector is applied in each control 

period and none of the switching vectors can produce the desired voltage, the desired dynamic 
performance is not achieved. Here, a novel direct flux fuzzy control (DFFC) technique is proposed to 

choose the best switching vector based on fuzzy logic. Furthermore, only a fraction of the control period 

is allocated to an appropriate active switching vector which is selected by the DFFC technique whereas 
the rest of the time is allocated to a null vector. The duty cycle of the selected active switching vector is 

optimized using a simple and robust mechanism. In order to evaluate the performance of the proposed 

method, an islanded microgrid and the proposed control strategy is simulated in Matlab/Simulink 
software. The results prove that the dynamic performance response is improved and the demanded load 

power is proportionately shared between the sources, while the voltage and current ripples are 

significantly reduced. 

doi: 10.5829/ije.2021.34.05b.21 
 

 
1. INTRODUCTION1 
 
In recent decades, distributed generation (DG) has 

attracted growing attention of researchers as an efficient 

solution for worldwide demand to reduce the reliance on 

fossil fuels and increase the use of renewable energy. In 

this regard, the concept of microgrid plays an important 

role in moving towards the realization of the future smart 

grids by integrating multiple DG units using renewable 

energy resources, energy storage systems and local loads 

with a coordinated control strategy. Inverters are usually 

employed to interface DG units to the microgrid. As a 

result, they should be connected in parallel through the 

point of common coupling (PCC) which increases the 

reliability of the system by providing redundancy [1-6]. 

Microgrid is able to operate in grid connected or 

islanded mode. However, the control of an islanded 

 

*Corresponding Author Institutional Email: 
m.banejad@shahroodut.ac.ir (M. Banejad) 

microgrid is a more challenging issue because of no 

access to the main grid. In this case, maintaining the 

stable regulation of the voltage and frequency is 

important as well as proportional sharing the load among 

multiple parallel inverters in order to achieve better 

power management and to avoid overloading of some 

inverters [7-11]. Therefore, an appropriate control 

strategy should be applied to meet the requirement. 

Droop control strategy is widely used in the islanded 

microgrid which emulates the behavior of synchronous 

generators without the dependency on communication. 

Therefore, the “plug and play” feature is achieved, with 

the result that the expansion of such a system becomes 

easier which allows to replace or add one unit with no 

need to stop the whole system. Based on this strategy, the 

frequency is adjusted as a function of active power and 

the voltage amplitude of the inverter is regulated as a 
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function of reactive power. Despite the advantages of the 

droop control strategy, it suffers from drawbacks that the 

unavoidable deviations of frequency and voltage 

amplitude in the steady state condition, poor dynamic 

stability of active power sharing controller and poor 

reactive power sharing [12-14]. 

Several improved control methods were proposed in 

the literature to solve the above problems. One group of 

them try to revise the overall control strategy through 

optimization and implementation of modern control 

theory. A novel secondary control scheme was proposed 

by Lou et al. [15] for voltage and frequency restoration. 

It uses the distributed model predictive control for 

voltage regulation. Moreover, a distributed finite time 

observer is employed to realize the frequency adjustment 

and proper active power sharing and frequency 

restoration. The effectiveness of the droop control 

strategy in accurate power sharing was improved by Lai 

et al. [16] which is based on the distributed cooperative 

control scheme. It introduces a pinning-based 

frequency/voltage controller using a distributed voltage 

observer and employed a consensus power controller to 

generate nominal values for droop control of DGs. A 

distributed secondary control based on droop control 

strategy was proposed by Wu and Shen [17] for stability 

enhancement of microgrid which uses supplementary 

control variables. Small signal modeling of the system is 

employed to define an optimization problem and 

consequently tune the control parameters robustly. An 

optimized droop control based on a dynamic model of the 

microgrid is proposed by Yu et al. [18]. Firstly, a precise 

small signal model of the whole microgrid and the droop 

controller is derived. Consequently, the dynamic stability 

of the system is investigated by the eigenvalue analysis 

method. Then, a genetic algorithm is employed to find 

the optimal values of key parameters. In the case of 

optimization, the optimum values should be found after 

each change of the parameters of the system. However, 

the mentioned control strategies are usually complicated 

and complex coordinated transformations are also 

needed. Moreover, they required mostly high speed 

communication to achieve precise power sharing. 

Another group of methods in the literature proposes 

to add compensatory terms to the droop equations to 

enhance the performance of the conventional droop 

control. In order to enhance the power loop dynamics, a 

mode-adaptive droop control method was proposed by 

Kim et al. [19], where the derivative controller is added 

in the relationship of the frequency-active power and the 

integral controller is added in the relationship of the 

voltage amplitude-reactive power. An improved 

proportional power sharing strategy was proposed by 

Zhang et al. [20] which can deal with the problem of the 

coupling between the active and reactive power in the 

droop control strategy. In this regard, integral controllers 

are employed to generate the compensatory terms in the 

proposed droop equations. An improved droop controller 

is proposed by Zhong [21] which added the load voltage 

drop with an amplifier to the droop characteristics. As a 

result, the proposed control strategy is robust to 

computational errors, disturbances, noises and parameter 

drifts. However, in this group of methods, complex 

transformations are needed and communication with the 

central control unit of the microgrid is needed to send 

measured parameters and receive reference values which 

are required to generate compensatory terms. Therefore, 

the reliability of the control strategy is degraded. 

The proper power sharing in an islanded microgrid 

can be achieved by changing the parameters and 

equations of the droop method. The output voltage phase 

is employed instead of frequency reported in literature 

[22] to improve the power sharing accuracy and to 

effectively reduce the circulating current. Chen et al. [23] 

proposed P V−  droop control; where V  represents the 

time rate of change of the output voltage reference. As a 

result, the effect of mismatched line impedance is 

mitigated and the accuracy of the active power sharing is 

improved. In order to improve the reactive power sharing 

accuracy, a Q V−  droop control method was proposed 

by Lee et al. [24]. But the effectiveness of this method is 

degraded by the output voltage variation and a restoration 

technique is required to avoid it. To deal with this 

problem, a modified Q V−  was proposed by Zhou and 

Cheng [25], where a novel V  restoration mechanism is 

employed to pull the V  back to zero. However, these 

strategies use one of the equations of conventional droop 

control which leads to a decrease in the power sharing 

accuracy. In this regard, a new control strategy called 

virtual flux droop was proposed by Hu et al. [26], where 

the phase angle difference and the virtual flux amplitude 

are respectively being used instead of the frequency and 

the voltage amplitude of the inverter. Therefore, a simple 

control strategy is achieved while there is no need to 

complex coordinate transformation as well as PI 

controllers are avoided. In the structure of the VFD 

control method, direct flux control is employed to 

generate the switching signals, which works similarly to 

direct torque control and direct power control. Therefore, 

simple structure, fast dynamic response and robustness 

against parameter variation are the advantages. However, 

DFC suffers from some disadvantages which are mainly 

due to using the hysteresis regulators. As a result, the 

ripples appear in the virtual flux amplitude and the phase 

angle difference which can be reflected on the voltage 

and the current waveforms and affect power quality. 

This paper proposes a novel microgrid control 

strategy by using fuzzy logic control to overcome the 

disadvantages of the conventional virtual flux droop 

control. Fuzzy logic control is considered as an effective 

approach in case of complicated processes, where the 

mathematical model does not exist or it is nonlinear. 
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Regarding that the VFD control is a nonlinear method, it 

is combined with direct flux fuzzy control as proposed in 

this paper. In the structure of DFFC, a fuzzy switching 

table is employed to replace the conventional switching 

look-up table and hysteresis regulators. Moreover, 

instead of applying a single switching vector throughout 

each control period, only a fraction of the control period 

is allocated to the active switching vector which is 

selected by DFFC whereas a null vector is applied for the 

rest of the time. Furthermore, a simple and robust method 

is proposed to compute the optimal duty ratio of the 

active switching vector. As a result, the performance of 

the microgrid control strategy in power sharing is 

improved by reducing the voltage and the current ripples. 

Therefore, the main contributions of this paper are: 

1. Developing the virtual flux droop control based on 

direct flux fuzzy control 

2. Applying duty cycle control to the microgrid control 

strategy by the proposed duty ratio optimization method. 

The rest of this paper is organized as follows: Section 

2 describes mathematically the VFD control. The 

microgrid control strategy is discussed in section 3, so 

that, firstly the conventional method is briefly described. 

Then, the proposed control strategy is explained in detail. 

In order to validate the effectiveness of the proposed 

strategy for controlling the islanded microgrid, the 

simulation is carried out in the environment of 

Matlab/Simulink and the results are reported and also 

compared with the conventional method in section 4. 

Finally, this paper is summarized in section 5. 

 

 

2. PRINCIPLE OF VIRTUAL FLUX DROOP METHOD 
 

In an islanded microgrid with parallel configuration, the 

inverters are connected to the point of common coupling 

(PCC) through the line impedances as shown in Figure 1. 

The mathematical equation of this equivalent circuit can 

be written using Kirchhoff’s voltage law stated as 

follows: 

i

i i i i

dI
V R I L E

dt
= + +  (1) 

where E  and 
iV  are the voltages of the PCC and the 

inverter, respectively. Moreover, 
iI  is the line current.  

In addition, 
iR  and 

iL  are the line resistance and 

inductance, respectively. Furthermore, the number of the 

inverter is denoted by the subscript “i”. 

The supplied power by the inverter to the PCC is 

calculated as follows:  

i i i iS P jQ E I = + =   (2) 

where 
iS  is complex power, 

iP  is active power and 
iQ  

is reactive power. The superscript " "  denotes the 

complex conjugate. 

 
Figure 1. An islanded microgrid with parallel inverters 

 

 

Similar to electrical machines, in which the flux is 

defined as time integral of voltage, the virtual flux 

vectors are defined [26]: 

ii j

i i

V
V dt e




= =  (3) 

Ej

E

E
Edt e




= =  (4) 

In these equations, 
i  and 

E  are the virtual flux vectors 

of the inverter and the PCC, respectively, 
i  and 

E  are 

their angles, and   is the angular frequency. 

It is assumed for simplicity that the line is highly 

inductive and the line resistance is negligible. As a result, 

the line current can be written in terms of virtual fluxes 

as: 

( )
1

i i E

i

I
L

 = −  (5) 

Substituting the line current from Equation (5) and the 

voltage of the PCC in terms of virtual flux from Equation 

(4) in Equation (2) and then separating its real and 

imaginary parts, the active power and the reactive power 

are obtained as follows:  

sin( )i i E i

i

P
L


  =  (6) 

( )2
cos( )i i E E

i

Q
L


   = −  (7) 

where 
i i E  = − . Since 

i  is also equal to the phase 

angle difference between the voltages of the PCC and the 

inverter, which is typically small, it can be considered 

that, sin 𝛿 ≅ 𝛿 and cos 𝛿 ≅ 1 [24, 26-28] which result in: 

i i E i

i

P
L


  =  (8) 

( )E

i i E

i

Q
L


 = −  (9) 
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The above equations imply that the active power and 

the reactive power are respectively coupled with the 

phase angle difference and amplitude difference between 

the virtual fluxes of the inverter and the PCC. Thus, the 

mathematical equations of virtual flux droop control for 

the inverter are achieved [26]: 

( )com n n

i i i i ik P P = − −  (10) 

( )com n n

i i i i ik Q Q = − −  (11) 

where n

iP  and n

iQ  are nominal active power and nominal 

reactive power, respectively, n

i  is nominal phase angle 

difference, n

i  is the nominal virtual flux amplitude of 

the inverter, 
ik  and 

ik  are the slopes of the droop 

characteristics. Moreover, com

i  and com

i  are 

respectively the command values of the phase angle 

difference and the virtual flux amplitude of the inverter. 

 

 

3. MICROGRID CONTROL STRATEGY 
 
3. 1. The Conventional Method Based on DFC           
The conventional control strategy of the islanded 

microgrid based on the virtual flux droop control and 

direct flux control is shown in Figure 2. Firstly, the 

command values of the phase angle difference between 

the virtual fluxes of the inverter and the PCC and the 

virtual flux amplitude of the inverter are specified by the 

VFD control method. Then, DFC is employed to apply 

them to the inverters. In this regard, the output voltage of 

the inverter is calculated using the current state of the 

inverter switches. Subsequently, the virtual flux vector of 

the inverter is estimated using Equation (3). The 

amplitude of the estimated virtual flux of the inverter is 

subtracted from its command value which is obtained 

from VFD and therefore the error of the virtual flux 

amplitude is generated in this way. On the other side, the 

angle of the virtual flux vector of the PCC is obtained 

using a virtual set of three-phase AC voltage with the 

nominal frequency of the grid. Then, the phase angle 

difference between the virtual fluxes of the inverter and 

the PCC can be estimated by subtracting the angle of the 

estimated virtual flux vector of the inverter from the 

angle of the virtual flux vector of the PCC. Subsequently, 

the estimated phase angle difference is subtracted from 

its command value obtained from VFD, and 

consequently, the error of the phase angle difference is 

computed. On the other hand, the  −  plane is divided 

into six sections and the section, where the virtual flux 

vector of the inverter is located, is determined. 

 
Figure 2. The conventional microgrid control strategy based 

on VFD control and DFC  
 

 

In the DFC scheme, the errors of the virtual flux 

amplitude and the phase angle difference are entered into 

the hysteresis regulators. Eventually, the appropriate 

switching vector to apply to the inverter is selected from 

a look-up table, which has three inputs, including the 

number of the section, where the virtual flux vector of the 

inverter is located, along with the outputs of the 

hysteresis regulators. In this method, regardless of where 

the virtual flux vector of the inverter is located, the choice 

of the best switching vector is independent of the 

amplitude of the flux and angle errors and depends only 

on the sign of the phase angle difference and the virtual 

flux amplitude errors specified by the hysteresis 

regulators. As the hysteresis band increases, the 

switching frequency decreases; nevertheless, the 

accuracy of voltage and frequency control is reduced. As 

the hysteresis band decreases, although the accuracy of 

voltage and frequency control increases, the switching 

frequency increases. The use of the hysteresis regulators 

in the structure of the DFC leads to ripples of the virtual 

flux vector of the inverter and the phase angle difference; 

therefore, may be reflected on current and voltage THD 

indices. 

 

3. 2. The Proposed Method Based on Dffc           This 

paper aims to deal with the disadvantages of the 

conventional microgrid control strategy caused by the 

direct flux control. Figure 3 shows the proposed 

microgrid control strategy which consists of VFD 

control, DFFC and duty ratio optimization. The 

following describes each part. 
1) Virtual Flux Droop Control: As described in section 

2, the proportional power sharing between the DGs is 

achieved by the VFD control method. For this reason, the 

values of the active power and the reactive power injected 

into the PCC are calculated and the command values for 

the phase angle difference and the virtual flux amplitude 

of the inverter are obtained by Equations (10) and (11). 

2) Direct Flux Fuzzy Control: Fuzzy logic makes it 

possible to control systems without knowing the 

mathematical model of the process [29-31]. As a result, a  
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Figure 3. The proposed microgrid control strategy based on 

VFD control, DFFC and duty ratio optimization  

 

 

novel control scheme to select the appropriate switching 

vector is proposed in this paper. First, the switching 

vector and subsequently, the three-phase inverter output 

voltages are calculated using the current state of the 

inverter switches as reported in literature [32]: 
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iV V jV = +  (14) 

where 
dcV  is the input voltage of the inverter, ,a bv v  and 

cv  are the three-phase inverter output voltages, ,a bs s  

and 
cs  are the current state of the inverter switches. 

0 ( , , )is i a b c= = , while the related switch is open and 

1 ( , , )is i a b c= = , while the related switch is closed. In 

addition, V
and V  are the component of the inverter 

voltage in the  −  plane. 

The phase angle and the virtual flux amplitude of the 

inverter are estimated using Equation (3). On the other 

hand, the phase angle of the virtual flux vector of the PCC 

is calculated using a set of three-phase AC voltage with 

the nominal frequency. As a result, the estimated phase 

angle difference between the virtual fluxes of the inverter 

and the PCC can be obtained. Finally, the estimated 

values of the phase angle difference and the virtual flux 

amplitude of the inverter are compared with their 

commands. 

In DFFC, the fuzzy logic controller (FLC) is replaced 

with the hysteresis regulators and the switching look-up 

table which are used in DFC. The inputs of FLC are the 

phase angle difference and the virtual flux amplitude of 

the inverter errors as well as the phase angle of the current 

virtual flux of the inverter. Consequently, the output of 

FLC is the best switching vector that should be applied to 

the inverter. As shown in Figure 4, an FLC is generally 

composed of four principal parts, namely Fuzzification, 

Fuzzy rule base, Inference system and Defuzzification. In 

the process of Fuzzification, the numerical input 

variables are converted to fuzzy values using 

membership functions (MFs) shown in Figures 5 to 7, 

where the triangular MFs are utilized. The error of the 

phase angle difference, i.e. e , can be negative large 

(NL), negative small (NS), zero (Z), positive small (PS) 

and positive large (PL). Moreover, the error of the virtual 

flux amplitude i.e. e  can be negative (N), zero (Z), and 

positive (P).In addition, the phase angle of the virtual flux 

of the inverter in the  −  plane, i.e.  , can change in 

the range of [0 2 ]−  which is divided into six sections 

and the corresponding MFs are denoted as 
1  to

6 . The 

number of switching vectors equals 2^3=8 including six 

active vectors and two zero vectors as shown in Figure 8. 

As a result, seven singleton subsets including one null 

vector and six active vectors are assigned to the MFs of 

the output variable, which are denoted by 
0V  to 

6V , as 

shown in Figure 9. The FLC specifies the relationship 

between the inputs and the output using fuzzy rule base, 

as shown in Table 1. Then, the appropriate control rules 

at each time are evaluated by the fuzzy inference 

mechanism which is Mamdani’s procedure based on a 

min-max decision in this paper. If the MF values of the 

input variables, i.e. e , e  and   are respectively  , 

 ,   and the MF value of the output variable is 
V , 

the corresponding weighting factor 
ia  for ith rule is 

achieved as follows: 

min( , , )i i i ia     =  (15) 

max( , )V i i V ia  =  (16) 

Finally, the fuzzy values are converted back into crisp 

values which is the best switching vector between V0 to 

V6 in Defuzzification process using the SOP method: 

90

1
max( )V out V i

i
 

=
 =  (17) 

 

3) Duty Ratio Optimization: As the desired voltage 

which is needed to provide the appropriate changes in the 

 

 
Figure 4. Block diagram of FLC 
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Figure 5. Membership functions of e  

 

 

 
Figure. 6. Membership functions of e  

 

 

 
Figure 7. Membership functions of   

 

 

 
Figure 8. Switching vectors in the  −  plane 

 

 
TABLE 1. Switching Vector Table based on FLC 

e


 e


 
1
  

2
  

3
  

4
  

5
   

 NL V5 V6 V1 V2 V3 V4 

 NS V5 V6 V1 V2 V3 V4 

N Z V0 V0 V0 V0 V0 V0 

 PS V3 V4 V5 V6 V1 V2 

 PL V3 V4 V5 V6 V1 V2 

 NL V6 V1 V2 V3 V4 V5 

 NS V6 V1 V2 V3 V4 V5 

Z Z V0 V0 V0 V0 V0 V0 

 PS V2 V3 V4 V5 V6 V1 

 PL V2 V3 V4 V5 V6 V1 

 NL V6 V1 V2 V3 V4 V5 

 NS V6 V1 V2 V3 V4 V5 

P Z V0 V0 V0 V0 V0 V0 

 PS V2 V3 V4 V5 V6 V1 

 PL V2 V3 V4 V5 V6 V1 

 

 

 
Figure 9. Membership functions of the output 

 

 

phase angle and amplitude of the inverter virtual flux 

cannot be generated by any of the switching vectors, the 

virtual flux ripples is unavoidable. A solution to solve 

this issue, as proposed in this paper, is to apply two 

switching vectors during each control period instead of a 

single switching vector which fails to reduce the voltage 

and current ripples to the minimum values. This idea has 

already been used in the induction motor drives based on 

DTC and MPTC and now generalized in the application 

of power sharing in the islanding microgrid in this paper. 

As a result, only a fraction of the control period is 

allocated for the active vector which is selected from 

DFFC and a null vector is applied to the inverter during 

the rest of the time. The optimal duty ratio d  for the 

active vector is obtained by: 

( )( )
com estcom este ke k

d
C C C C



   

   −−
= + = +  (18) 

where ( )est k  and ( )
est

k  are respectively the 

estimated values for the phase angle difference and the 

virtual flux amplitude of the inverter at the kth instant; C  

and C  are two positive coefficients. As can be seen, the 

duty ratio is obtained in a simple, fast and robust method 

without dependency on the grid parameters. 
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4. SIMULATION RESULTS 
 

In order to study the performance of the proposed 

method, the islanded microgrid shown in Figure 1 is 

simulated in the MATLAB/Simulink software 

environment. The results obtained from applying the 

proposed control scheme are compared with the 

conventional method. The simulation parameters of the 

islanded microgrid are listed in Table 2. A step decrease 

of the load power occurs at t=1s. Then, the load power is 

increased to its initial value at t=2s. 

Based on the conventional method and the proposed 

control strategy, Figures 10 and 11 show the PCC voltage 

and its THD spectra respectively. As can be seen, in spite 

of the load change, the voltage is maintained within the 

allowable limit ( 5% ) using the proposed method, while  

 

 
TABLE 2. Microgrid and Control Parameters 

Item Value 

Line Resistance 0.04 Ω 

Line Inductance 6 mH 

Tie- line Resistance 1.5 Ω 

Tie-line Inductance 12 mH 

Filter Capacitance 120 µF 

Nominal Voltage 3600 V 

Nominal Frequency 60 Hz 

DGs Output Voltage 10 kV 

Nominal Flux Amplitude 7.797 Wb 

Nominal Active Power 1 1650 kW 

Nominal Reactive Power 1 800 kVar 

Nominal Active Power 2 1300 kW 

Nominal Reactive Power 2 600 kVar 

Slope of P – δ Droop 1 -1.67×10-8 rad/W 

Slope of Q – |ψ| Droop 1 -2.65×10-6 Wb/Var 

Slope of P – δ Droop 2 -1.54×10-7 rad/W 

Slope of Q – |ψ| Droop 2 -2.55×10-6 Wb/Var 

 

 

 
(a) 

 
(b) 

Figure 10. PCC voltage: (a) Conventional method (b) 

Proposed method 
 

 

the voltage changes are greater than the allowable value 

based on the conventional method. Moreover, the voltage 

ripple using the proposed method is lower than the 

conventional method, which improves the THD index. 

The three-phase injected current of DG1 into the PCC 

and its THD spectra are respectively shown in Figures 12 

and 13. It can be seen that the THD index based on the 

proposed method is less than the conventional method 

which leads to less current ripples. 

The injected power of DGs to the PCC is shown in 

Figure 14. The load is modeled as a constant impedance. 

Therefore, the power which is absorbed by the load, is 

proportional to the square of the PCC voltage. In both 

methods, good dynamic performance is observed in 

response to the load changes. However, due to the better, 

performance of the proposed method in voltage control 

the voltage amplitude in the conventional method is 

 

 

 
(a) 

 
(b) 

Figure 11. THD spectra of the PCC voltage: (a) 

Conventional method (b) Proposed method 
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(a) 

 
(b) 

Figure 12. Injected current of DG1 to the PCC: (a) 

Conventional method (b) Proposed method 
 

 

 
(a) 

 
(b) 

Figure 13. THD spectra of injected current of DG1: (a) 

Conventional method (b) Proposed method 
 
 

lower than the proposed method, which reduces the 

power injection in the conventional method. 

Figure 15 shows the virtual flux vector trajectory of 

inverter 1 in the  −  plane. The aim of the virtual flux 

control of the inverters is to enable them to have the 

specified amplitude and specific relative distance to the 

virtual flux vector of the PCC. The tip of the virtual flux 

trajectory is closer to the circle using the proposed 

method, which proves better dynamic performance 

compared to the conventional method. 
 

 

 
(a) 

 
(b) 

Figure. 14. Injected powers of DGs to the PCC: (a) 

Conventional method (b) Proposed method 

 

 
(a) 

 
(b) 

Figure 15. Virtual flux trajectory of Inverter 1: (a) 

Conventional method (b) Proposed method 
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5. CONCLUSION 
 

The use of hysteresis regulators in the DFC method 

results in the current and voltage ripples. In addition, 

since none of the switching vectors can generate the 

desired voltage, the accuracy of the microgrid control 

strategy decreases and the desired dynamic performance 

cannot be achieved. In this paper, a novel control strategy 

of an islanded microgrid was proposed. First, using the 

virtual flux droop control, the command values i.e. the 

phase angle difference and the virtual flux amplitude of 

the inverter, were obtained. Then, the proposed fuzzy 

based control was employed to select the best switching 

vector to apply to the inverter. As a result, an effective 

control method was obtained, while there was no need to 

use PI controllers or hysteresis regulators Moreover, the 

duty cycle of the selected active switching vector was 

optimally calculated using a simple and robust method 

whereas the rest of the time of the control period was 

allocated to the null vector. Therefore, voltage and 

current ripples were significantly reduced. The proposed 

method was evaluated using simulation in 

MATLAB/Simulink software environment and was 

compared with the conventional method based on the 

VFD and the DFC. The results showed that the proposed 

method can proportionally share the power between DGs 

while the voltage and current ripples were also reduced 

significantly. 
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Persian Abstract 

 چکیده 
مشخصه افتی شار مرسوم  روش  در  .  پیشنهاد شده است  (VFD)  ای مبتنی بر کنترل مشخصه افتی شار مجازیجدید برای ریزشبکه جزیرهکنترل  یک استراتژی    مقاله  یندر ا

ایجاد ،  ین. بنابراکلیدزنی استو جدول    هیسترزیس  یهاکنندهیم تنظ  شود که مبتنی بر استفاده می کلیدزنی    یهایگنال س  یدتول  یبرا  (DFC)نیک کنترل مستقیم شار  مجازی از تک 

کلیدزنی    یاز بردارها  یک  یچه  و از آنجایی که  شودی اعمال م   ی، تنها یک بردار کلیدزنیکنترل   تناوب   هر دورهدر  ،  یناست. علاوه بر ا  یرناپذاجتناب   جریان   ولتاژ وموجک  

  کلیدزنی بردار    ینانتخاب بهتر  یبرا  (DFFC)  یمشار مستق  یکنترل فاز  ید  ، روش جدنجایشود. در ایمطلوب حاصل نم  ینامیکی، عملکرد دکنند  یدتوانند ولتاژ مورد نظر را تولینم

کنترل فازی شار شود که با روش    یمناسب اختصاص داده مفعال  کلیدزنی  بردار    یککنترل به    تناوب   از دوره  ی، فقط کسرهمچنینشده است.    یشنهادپ  یبر اساس منطق فاز

 است  شده انتخاب  ی کهفعال کلیدزنیبردار  یفهوظ زمان. یابدی اختصاص م صفر کلیدزنی بردار یکبه  کنترل مانده از دوره تناوب زمان باقیکه  یدر حال ؛شودی انتخاب م مستقیم

در نرم افزار    یشنهادیکنترل پ   یو استراتژ  یایره شبکه جز  یز ر  یک،  یشنهادیعملکرد روش پ  یابیبه منظور ارز  شود.نه تعیین می ه طور بهیب  مقاومساده و    یمیسمکان   با استفاده از 

Matlab/Simulink  شودی م  یمتقس  تولید توان،  منابع    ین ببه طور متناسب    بار   مورد نیاز   توانیابد و  می   بهبود  دینامیکی کند که پاسخ عملکرد  ی ثابت م  یجشده است. نتا   یسازیه شب ،

 . یابدیکاهش م چشمگیریبه طور جریان ولتاژ و موجک که  یدر حال
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A B S T R A C T  
 

 

At present, the reduction of circuit design power is a prime research topic. The reversible computation 
satisfies the criteria of the power consumption reduction compared to the traditional logic design. 

Thereby, reversible computation is gaining much attention in recent decades. Two reversible design 

approaches of binary-coded-decimal (BCD) to densely-packed-decimal (DPD) converter (encoder)  and 
two design approaches of DPD to BCD converter (decoder) are proposed in this paper. The designs are 

carried out through the appropriate selection of the gates and further proper organization of such gates 

with parallel implementation. The proposed design approaches offer a low quantum cost implementation 
compared to state-of-the-art design.  The cost results analysis of reversible DPD encoder shows 

appreciable reduction by at least ~23%, and that of decoder by at least ~62% compared to the state-of-

art design found in the literature. Furthermore, the structures are decomposed into the primitive-
quantum-gates and compressed in compact form for delay calculation. 

doi: 10.5829/ije.2021.34.05b.22 
 

 

   NOMENCLATURE 

 Symbols Boltzmann’s constant K 

A unit delay ∆ Absolute temperature T 

 
1. INTRODUCTION1 
 
The inaccuracy errors and exactness problem using the 

binary representation of decimal numbers for decimal 

calculations are not acceptable in commercial and 

financial systems. Thus, decimal representation is 

necessary for decimal calculations of such data sets. In 

2019, the IEEE standard for floating-point arithmetic [1] 

was revised (from the IEEE 754-2008), where the 

significand part of the decimal number format is represented 

by the densely-packed-decimal (DPD) encoding [2]. The 

DPD encoding is an approach where three decimal digits 

can be represented by 10 bits than 12 bits in pure binary-

coded-decimal (BCD). The hardware encoding/decoding 

approach of such coding can be achieved with only 2-3 

gate delays. However, circuit design for low power 

consumption of such an encoder/decoder is challenging 

for researchers. 

 

*Corresponding Author Institutional Email: prabir.saha@nitm.ac.in 
(P. Saha) 

In 1961, Landauer [3]stated that the circuits’ 

hardware computation through the classical gates results 

in information loss; that is, each bit loss contributed at 

least 𝐾𝑇𝑙𝑛2 Joules of energy, where 𝐾 is the 

Boltzmann’s constant and 𝑇 is the absolute temperature. 

However, in 1973, Bennett [4] showed that such energy 

loss was removed using reversible methodology, which 

can be achieved through reversible gates. These 

reversible gates/circuits sustained their reversibility with 

the equivalent number of input and output lines. Also, the 

mapping between inputs and outputs must be unique such 

that the information can be processed from the outcomes 

uniquely. Some restrictions in reversible computing are 

the fan-out as well as feedback. 

Reversible implementation of arithmetics circuits 

such as reversible adder and reversible multiplier [5-6] 

has gained interest over the last decades, where low 

power designs are achievable. In 2006, an approach for 
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the reversible implementation of DPD encoder and 

decoder from and to BCD was proposed [7], where they 

use two reversible gates, namely, Feynman gate (FG) [8] 

and Toffoli gate (TG) [9]. However, both the design 

approaches (for encoder and decoder) possess a higher 

quantum cost (QC) of 199 and 612, respectively. Thus, in 

this paper, two reversible design approaches for encoder 

and decoder respectively are proposed to minimize the 

QC where it utilizes reversible gates such as FG, TG, 

Peres gate (PG) [10], and BJN gate [11]. The cost results 

analysis of reversible DPD encoder shows appreciable 

reduction by at least ~23%, and that of decoder shows a 

significant reduction of at least ~62% compared to the 

state-of-art design found in the literature. 
 

 

2. REVERSIBLE LOGIC CONCEPTS 
 

Reversible logic involves designing hardware circuits 

using the same count of input lines and output lines. 

Reversible gates used in this paper are listed and shown 

in Table 1. 
 
 

3. DENSELY-PACKED-DECIMAL CONVERTERS 
 

3. 1. Encoder Design           The encoder converts the 

three decimal digits from BCD (letters 𝑎 through 𝑘, and 

𝑚) format into DPD (𝑝 through 𝑦) format, where it 

constitutes twelve inputs and ten outputs. The encoder 

implementation is according to the following simplified 

expression shown in Equation (1) [2]: 

𝑝 = 𝑏 + (𝑎 𝑗) +  (𝑎 𝑓 𝑖)  

𝑞 = 𝑐 +  (𝑎 𝑘) +  (𝑎 𝑔 𝑖)  

𝑟 = 𝑑  

𝑠 = (𝑓 (�̅� +  𝑖)̅)  +  (�̅� 𝑒 𝑗) + (𝑒 𝑖)  

𝑡 = 𝑔 + (�̅� 𝑒 𝑘) +  (𝑎 𝑖)  

𝑢 = ℎ  

𝑣 = 𝑎 + 𝑒 + 𝑖  
𝑤 = 𝑎 + (𝑒 𝑖) + (�̅� 𝑗)  

𝑥 = 𝑒 + (𝑎 𝑖) +  (�̅� 𝑘)  

𝑦 = 𝑚  

(1) 

 

3. 2. Decoder Design       The decoder performs the 

conversion of the DPD data into original BCD data. The 

decoder with ten inputs (letters, 𝑝 through 𝑦) and twelve 

outputs (letters 𝑎 through 𝑘, and 𝑚) has the following 

simplified Boolean expression shown in Equation (2) [2]: 
 

 

TABLE 1. Reversible gates with logic equations and QC 

GATES EQUATIONS QC 

FG [8] P=A, Q=A⊕B 1 

TG [9] P=A, Q=B, R=AB ⊕C 5 

PG [10] P=A, Q=A⊕B, R=AB⊕C 4 

BJN [11] P=A, Q=B, R=(A+B)⊕C 5 

𝑎 = (𝑣 𝑤) (�̅� + 𝑡 + �̅�)  

𝑏 = 𝑝 (�̅�  +  �̅� + (𝑥 𝑠 𝑡̅ ))  

𝑐 = 𝑞 (�̅�  +  �̅� + (𝑥 𝑠 𝑡̅ ))  

𝑑 = 𝑟  

𝑒 = 𝑣 ((�̅� 𝑥) + (𝑡̅ 𝑥) + (𝑠 𝑥 ))  

𝑓 = (𝑠 (�̅� +  𝑥 ̅)) + (𝑝 𝑣 𝑤 𝑥 �̅� 𝑡)  

𝑔 = (𝑡 (�̅� +  𝑥 ̅)) + (𝑞 𝑤 �̅� 𝑡)  

ℎ = 𝑢  

𝑖 = 𝑣 ((�̅� �̅� ) +  (𝑤 𝑥 (𝑠 + 𝑡)))  

𝑗 = (𝑤 �̅� ) + (𝑠 𝑣 �̅� 𝑥 ) + (𝑝 𝑤 (�̅�  + (�̅� 𝑡̅ )))  

𝑘 = (𝑥 �̅� ) + (𝑡 �̅� 𝑥 ) +  (𝑞 𝑣 𝑤 (�̅�  + (�̅� 𝑡̅ )))  

𝑚 = 𝑦  

(2) 

 

 

4. PROPOSED DESIGN APPROACHES FOR 
REVERSIBLE DENSELY-PACKED-DECIMAL 
CONVERTERS 
 

4. 1. Reversible Encoder From BCD to DPD         Two 

design approaches are proposed for the reversible 

realization of the BCD-to-DPD encoder (B2DE). The 

realization of the first proposal (design 1) of reversible 

B2DE is through twenty-seven gates (that is, with the 

combination of the three gates, namely, FG, TG, and PG) 

as shown in Figure 1. The encoder’s inputs are letters, 𝑎 

through 𝑐, 𝑒 through 𝑔, and 𝑖 through 𝑘, whereas the 

outputs are letters 𝑝, 𝑞, 𝑠, 𝑡, 𝑣, 𝑤, and 𝑥 as shown in Figure 

1. However, the inputs 𝑑, ℎ, and 𝑚 and the outputs 𝑟, 𝑢, 

and 𝑦 are not engaged in the circuit (Figure 1) since the 

inputs directly contributed to the outputs. To obtained the 

required B2DE circuit (using Equation (1)), twenty-

seven constant inputs (CIs) were integrated into the 

inputs of the reversible gates, which results in a total of 

twenty-nine garbage outputs (GOs) in the circuit. 

The second proposal (design 2) implemented with 

twenty-nine reversible gates where an additional gate, 

namely, BJN gate, is combined with FG, TG, and PG, as 

shown in Figure 2. Similarly, the encoder’s inputs are 

letters, 𝑎 through 𝑐, 𝑒 through 𝑔, and 𝑖 through 𝑘, 

whereas the outputs are letters 𝑝, 𝑞, 𝑠, 𝑡, 𝑣, 𝑤, and 𝑥 as 

shown in Figure 2. The inputs 𝑑, ℎ, and 𝑚 are directly 

conferred to the outputs 𝑟, 𝑢, and 𝑦, respectively. As 

shown in Figure 2, the design involved twenty-nine CIs 

to achieve the circuit’s necessary function, directing 

thirty-one GOs in the outputs. 

 
4. 2. Reversible Decoder From DPD to BCD       For 

the reversible realization of DPD-to-BCD decoder 

(D2BD), two design approaches are proposed: design 1 

and design 2, respectively. Design 1 of reversible D2BD 

is implemented with the help of FG, TG, and PG, as 

shown in Figure 3, where it employed a total of fourty 

eight reversible gates to perfect the circuit (using 

Equation (2)). The decoder’s inputs are 𝑝, 𝑞, 𝑠, 𝑡, 𝑣, 𝑤, 

and 𝑥 and the outputs are 𝑎 through 𝑐, 𝑒 through 𝑔, and 𝑖  
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through 𝑘, respectively, as shown in Figure 3. The inputs 

𝑟, 𝑢, and 𝑦 and the outputs 𝑑, ℎ, and 𝑚 not communicated 

in the circuit (Figure 3) since the inputs contributed 

directly to the circuit’s outputs. The decoder circuit of 

design 1 integrated fourty-eight CIs to acquired the 

essential decoder functions, which results in fourty-six of 

GOs in the circuit’s outputs. Design 2 of reversible 

D2BD realizes with the combinations of FG, TG, PG, and 

BJN gates. It necessitates a total of fifty reversible gates 

to achieve the essential function, as shown in Figure 4. 

The circuit makes use of fifty CIs and produced fourty-

eight GOs in the circuit. 

5. RESULTS, ANALYSIS AND, DISCUSSIONS 
 
Table 2 shows the analysis results of the proposed 

designs of the DPD converters. The performance 

parameters, such as the gate count (GC), CI, GO, and QC, 

is summarized for each of the two proposed designs and 

are verified using the RCViewer+ tool [12]. The 

proposed designs compared with the existing design [7] 

found in the technical literature are shown in Table 2. The 

gate counts (GCs), CIs, and GOs of the proposed design 

1 of B2DE are 27, 27, and 29, respectively, and  

 

 
Figure 1. Proposed reversible implementation of B2DE (design 1) 

 

 

 
Figure 2. Proposed reversible implementation of B2DE (design 2) 
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Figure 3. Proposed reversible implementation of D2BD (design 1) 

 

 

 
Figure 4. Proposed reversible implementation of D2BD (design 2) 
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that of the proposed design 2 of B2DE is 29, 29, and 31, 

respectively. The encoder’s existing design by Kaivani et 

al. [7] engaged 22, 22, and 24 of GCs, CIs, and GOs, 

respectively. There is an increase of 5 units and 7 units in 

the proposed design 1 and design 2 of encoder compared 

with the encoder design of Kaivani et al. [7] in the three 

(GC, CI, and GO) parameters, as shown in Table 2. 

However, the proposed design 1 and design 2 of B2DE 

significantly reduce the QC by 23.11% and 35.17%, 

respectively. 

The proposed design 1 of the D2BD has GCs, CIs, 

and GOs of 48, 48, and 46, respectively, and that of 

proposed design 2 of D2BD has 50, 50, and 48, 

respectively, as shown in Table 2. The existing approach 

by Kaivani et al.  [7] possessed 43 GCs, 43 CIs, and 41 

GOs.  Similarly, as the encoder, the proposed design 1 

and design 2 of D2BD utilize 5 units and 7 units more of 

GCs, CIs, and GOs, respectively, compared with the 

existing design [7]. The existing design [7] has a QC of 

612, whereas the proposed design 1 of the decoder 

reduces the QC to 234 and further reduces to 218 by 

proposed design 2 of D2BD. The proposed design 1 and 

design 2 of D2BD impressively show improvements of 

61.76% and 64.54%, respectively, when compared with 

the existing design [7] found in the literature. 

Furthermore, the delay is calculated with the help of 

the RCViewer+ tool and noted, as shown in Table 2. All 

(four designs) the proposed designs and existing designs 

[7] are decomposed into primitive-quantum-gates 

(PQGs) and arranged into a compact form (parallel 

form), where the number of levels is evaluated. Each 

level comprises a primitive gate or several primitive gates 

in parallel, and each of them is realized to have a unit 

delay, denoted as ∆. The total number of levels represents 

the total delay of the circuit. As shown in Table 2, the 

delay (or the total number of levels) of the proposed 

B2DE of design 1 and design 2 is 99∆ and 25∆, 

respectively, and the proposed D2BD of design 1 and 

design 2 is 93∆ and 48∆, respectively. However, the 

delay of the existing encoder and decoder of Kaivani et 

 

 
TABLE 2. Results of the proposed designs and comparison 

analysis with previous works 

DESIGNS GC CI GO QC DELAY 

Encoder [7] 22 22 24 199 163∆ 

Proposed B2DE: 

a) Design 1 
27 27 29 154 99∆ 

b) Design 2 29 29 31 129 25∆ 

Decoder [7] 43 43 41 612 561∆ 

Proposed D2BD: 

a) Design 1 
48 48 46 234 93∆ 

b) Design 2 50 50 48 218 48∆ 

al. [7] were 163∆ and 561∆,  respectively. Therefore, it is 

noted that the proposed designs show significant 

improvements in terms of delay compared to the existing 

design [7] found in the literature. 
 

 

6. CONCLUSIONS 
 

In this paper, two design approaches of reversible BCD 

to DPD converter and two reversible DPD to BCD 

converter are proposed. The proposed designs’ analysis 

results show a significant reduction of QC than the 

existing design found in the literature with a considerable 

promotion of 5 units to 7 units in the other performance 

parameters.  Also, since reversible computation has its 

one application in quantum computation, the designs 

which offer a low QC and high-speed circuit are the 

encouraging steps towards the complex reversible system 

computation. 
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Persian Abstract 

 چکیده 
طق سنتی برآورده  در حال حاضر ، کاهش قدرت طراحی مدار یک موضوع اصلی تحقیق است. محاسبه برگشت پذیر معیارهای کاهش مصرف برق را در مقایسه با طراحی من

گذاری   دهه های اخیر بسیار مورد توجه قرار گرفته است. در این مقاله دو رویکرد طراحی برگشت پذیر مبدل دودویی کدمی کند. بدین ترتیب ، محاسبات برگشت پذیر در  

رسیور( ارائه شده است. طراحی ها از طریق انتخاب مناسب  ) BCDبه  DPDرمزگذار( و دو رویکرد طراحی مبدل   DPD) (به دهانه متراکم بسته بندی شده ) (BCDشده )

ا در مقایسه با طراحی  ها و سازماندهی مناسب بیشتر چنین دروازه هایی با اجرای موازی انجام می شود. رویکردهای طراحی پیشنهادی ، اجرای کم هزینه کوانتومی ر  دروازه

نسبت به    ~  %62و رمزگشای حداقل    ~  23%نشان می دهد کاهش قابل توجهی حداقل    DPDپیشرفته ارائه می دهند. تجزیه و تحلیل نتایج هزینه رمزگذار برگشت پذیر  

 فشرده فشرده می شوند. طراحی پیشرفته موجود در ادبیات. علاوه بر این ، ساختارها به دروازه های کوانتومی بدوی تجزیه می شوند و برای محاسبه تأخیر به صورت 
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A B S T R A C T  

 

This paper proposes state and fault estimations for uncertain time-varying nonlinear stochastic systems 
with unknown inputs. we suppose, the information about the fault and unknown inputs is not perfectly 

known. For this purpose, in this manuscript, we developed a robust three-stage central difference Kalman 

filter (RThSCDKF). We used RThSCDKF for model-based fault detection and identification (FDI) in 
nonlinear hover mode of helicopter unmanned aerial vehicle (HUAV) in the presence of external 

disturbance. In this system, actuator faults are affected by each other. The proposed method estimates 

and decouples actuator faults in the presence of external disturbances. This model can detect stuck and 
floating faults that are important to detect. At the end, this method is compared with the three-stage 

extended Kalman filter (ThSEKF). Simulation results show the effectiveness of the proposed robust 

method for detection and isolation of various actuator faults and also this shows more accuracy with 
respect to ThSEKF. 

doi: 10.5829/ije.2021.34.05b.23 
 

 

NOMENCLATURE   

[ ]
B T

V u v w=  Linear speed vector mrh  Height of main rotor hub above center of mass 

[ ]T   =  Euler angles g Gravity acceleration 

1 fa , 1 fb  Longitudinal and lateral stabilizer flapping angles k
 Main rotor blade restoring spring constant 

[ ]B TW p q r=  Roll, pitch, and yaw rates in body frame trh  Height of tail rotor axis above center of mass 

,h
mrT ,h

trT  Main and tail rotor thrust h
mrQ , h

trQ  Main and tail rotor counter-torque 

 

1. INTRODUCTION1 
 
Over recent decades, unmanned aerial vehicles (UAVs) 

have become an important research topic in the academic 

and military communities worldwide [1]. Among various 

UAVs, the ability of helicopter UAV (HUAV) to take off 

and landing vertically, hover flight, and various flight 

maneuvers, make them the ideal vehicles for a range of 

applications in a variety of environments [2]. HUAVs are 

categorized in different weights and sizes and used for 

various military and civilian purposes, such as taking 

photos, identifying in different areas, finding dead, or 

injured people by analyzing images in Hazardous 

environments, inspecting oil and gas pipelines, and so on 
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[3]. In order to provide a safe flight on a helicopter, it is 

necessary to detect its faults and make emergency 

landings at the appropriate time [4]. Three main kinds of 

faults should be identified in aircraft or other flying 

vehicles that are sensor fault, actuator fault, and process 

fault [5]. Sensor loss makes an error or a prohibition on 

carrying out a mission, but in many cases, it can be 

compensated by control. But if the control is lost, it will 

lead to the crash of the HUAV [6]. Also, the possibility 

of an actuator's fault is more than sensors for mechanical 

reasons and loss of control is the most important factor in 

air events [7]. In this regard, dealing with the actuator's 

faults is a very important issue. This paper addresses the 

bias fault and stuck and floating actuators faults in the 
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presence of external disturbance. In case of a bias fault, 

the control level always has a constant difference 

between the actual and expected deviation. In the stuck 

fault, the actuator is locked in a place and when a floating 

fault occurs, the control surface floats on its joint and may 

not be able to receive the control commands [8,9].In the 

last decade, some FDI methods have been proposed to 

deal with actuator faults and enhance the safety of various 

UAVs [6,10,11].  

In general, the major problem in this paper is joint 

state and fault estimation in HUAV when it is under the 

influence of external disturbances such as wind. In this 

regard, some research has been done. A two-stage 

Kalman filter method was developed for fault and state 

simultaneous estimation [12]. Zhong et al. [13] presents 

the augmented three-stage extended Kalman filter 

(AThSKF) FDD scheme for a QUAV in the presence of 

external disturbances. 

Xiao et al. [14] proposed an augmented robust three-

stage extended Kalman filter (ARThSEKF) for the state 

estimation of Mars entry navigation under uncertain 

atmosphere density and unknown measurement errors. 

Hmida et al. [15] proposed an optimal three-stage 

Kalman filter (OThSKF). Based on the TKF, for the state 

and fault estimation of linear systems with unknown 

inputs, which decouple the ASKF covariance matrices. In 

this article, we cover various actuator faults in the 

presence of wind gust disturbance for a nonlinear model 

of HUAV in hover mode with develop ThSKF and based 

on central difference Kalman filter (CDKF). CDKF uses 

sterling polynomial interpolation to approximate the 

nonlinear function instead of analytical derivatives in the 

Taylor series. This makes the task very convenient and 

does not require the Jacobin and Hessian matrix, like the 

EKF. In this method, like the unscented Kalman filter, 

after considering the initial values, the Sigma points are 

calculated, and then time update and measurement update 

are considered. 

In general, the main contributions of this paper 

include: 

1) Use of nonlinear FDI for a nonlinear model of HUAV. 

2) Because fault and disturbance affect the system, in the 

same manner, separating faults and disturbances is more 

difficult. So we develop actuator FDI when HUAV is 

under influence of external disturbance. 3) develop 

RThSCDKF when exact stochastic information of 

actuator faults and external disturbances is not available 

for FDI that is able to decouple the effect of actuator 

faults on each other because, in HUAV, roll, pitch, and 

yaw actuators faults are coupled and affect each other. 

For example, if a fault occurs in the yaw channel, it 

affects all channels. 4) considered stuck and floating 

actuator fault Which are a great danger for the HUAV 

and a few of the studies consider these faults.   

The rest of this paper is organized as follows: Section 

2 describes the model. In section 3, ThSCDKF is 

designed. Section 4 presents a simulation of the designed 

observers. Finally, the results are given in section 5. 
 

 

2. HUAV MODEL DESCRIPTION 
 
HUAVs are categorized in terms of weight and size and 

have four input references to perform various flight 

maneuvers. 1) The collective input ( cold ) can change the 

reference value of the main rotor thrust. In fact, this input 

changes the thrust vector and HUAV flight height. 2) The 

longitudinal input ( lond ) causes the device to move 

forward and backward. 3) The lateral input ( latd ) causes 

the device to deflect right and left. 4) The pedal input (

pedd ) changes value of the tail rotor thrust as a result of 

which, the HUAV rotates around it [16,17]. This inputs 

are applied to HUAV with four servo actuators. that are 

collective pitch servo, elevator servo, aileron servo and 

rudder servo. 

 

2. 1. Mathematical Model             Equations of the 

helicopter are explained in literature [17,18], that cross-

coupling terms are neglected as small in hover mode and 

summarized in a single ẋ = f(x. u) expression as 

Equation (1). 

1

1
sin ( ( ))h

mr B lon F fu g T K d K a
m

= − + − +  

1

1
sin cos ( ( ) )h h

mr B lat F f trv g T K d K b T
m

 = − + + −  

1
cos cos h

mrw g T
m

 = +  

1

1
(( )( ) )h h

mr mr B lat F f tr tr
xx

p T h k K d K b T h
J

= + + −  

1

1
(( )( ) )h h

mr mr B lon F f tr
yy

q T h k K d K a Q
J

= + + −  

1
( )h h

tr tr mr
zz

r T d Q
J

= −  

( sin tan cos ) tanp q r    = + +  

cos sinq r  = −  

1
1

f H
f lon

f f

a K
a q d

 
= − − +  

1
1

f H
f lat

f f

b K
b p d

 
= − − +  

(1) 

The main rotor thrust ( h
mrT ) and counter-torque ( h

mrQ ) is 

in following form Equation (2). 

2

2

( )
( ) ...

2

( )
( )

4

T
h h mr

mr mr c col c

T
T T mr
mr mr c col c

D
T C C d D

D
D C C d D

= + + −

+ +
 

 (2) 
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3/2( )h Q h Q
mr mr mr mrQ C T D= +

 
(3) 

where T
mrC , T

mrD ,  Q
mrC  and Q

mrD  are constant, and 

depend on the density of air and some characteristic of 

HUAV main rotor including the radius of disc, angular 

rotation rate, lift curve slope and blade chord length. The 

tail rotor thrust and counter-torque is in following form: 

2

2

( )
( ) ...

2

( )
( )

4

T
h h tr

tr tr t ped t

T
T T tr
tr tr t ped t

D
T C C d D

D
D C C d D

= + + −

+ +
 

 (4) 

3/2( )h Q h Q
tr tr tr trQ C T D= +

 
(5) 

T
trC , T

trD  , Q
trC  and Q

trD  are constant, and depend on 

density of air and some characteristic of HUAV tail rotor 

such as the radius of disc, angular rotation rate, Lift curve 

slope and blade chord length. 
 

 

3. THREE STAGE CENTRAL DIFFERENCE KALMAN 
FILTER 
 

We assume to have a discrete-time nonlinear system with 

fault and unknown inputs.  

1 ( , , , ) x
k k k k k kx f x u b d w+ = +  (6) 

1
b

k k kb b w+ = +  (7) 

1
d

k k kd d w+ = +  (8) 

( , , , )k k k k k ky h x u b d v= +  (9) 

where 

0

0
,

0

0 0 0

T
xx x xb xdjk k k k

bb bx b bd
jk k k k

kj
dx db dd d
k k kk j

kk j

ww Q Q Q

ww Q Q Q
E

Q Q Qw w

Rv v



                  =                      

 (10) 

where 

1;
, 0, 0, 0, 0

0;

x b d
kj k k k k

k j
Q Q Q R

k j


=



 

Initial state, fault, disturbance estimation and estimation 

of covariance are in following form: 

0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

ˆ ˆˆ ( ), ( ), ( ).

ˆ ˆˆ ˆˆ ˆ( )( ) , ( )( ) ,

ˆ ˆ ˆˆ ˆ ˆ( )( ) , ( )( ) ,

ˆ ˆ ˆˆ ˆˆ( )( ) , ( )( )

x T b T

d T xd T

xb T bd T

x E x b E b d E d

P E x x x x P E b b b b

P E d d d d P E x x d d

P E x x b b P E b b d d

= = =

   = − − = − −
   

   = − − = − −
   

   = − − = − −
   

.

 
(11) 

We try that linearize the system respect to fault and 

unknown input.  

/ / /
ˆˆ , ,

( , , , )
|

k k k k k k k k k

x k k k k
k x x b b d d

k

f x u b d
B

b = = =


=


 (12) 

/ / /
ˆˆ , ,

( , , , )
|

k k k k k k k k k

x k k k k
k x x b b d d

k

f x u b d
E

d = = =


=


 (13) 

/ 1 / 1 / 1
ˆˆ , ,

( , , , )
|

k k k k k k k k k

y k k k k
k x x b b d d

k

h x u b d
B

b − − −= = =


=


 (14) 

/ 1 / 1 / 1
ˆˆ , ,

( , , , )
|

k k k k k k k k k

y k k k k
k x x b b d d

k

h x u b d
E

b − − −= = =


=


 (15) 

Then, the nonlinear discrete-time varying system that 

was described in Equations (6) and (10) can approximate 

by: 

*
1 / /

ˆ( , , , ) x x x
k k k k k k k k k k k kx f x u b d B b E d w+  + + +  (16) 

*
/ 1 / 1

ˆ( , , , )
y y

k k k k k k k k k kk ky h x u b d B b E d v− − + + +  (17) 

where: 

*
/ / / /

/ /

ˆ ˆ( , , , ) ( , , , )

ˆ

k k k k k k k k k k k k

x x
k k k k k k

f x u b d f x u b d

B b E d

=

− −
 (18) 

*
/ 1 / 1 / 1 / 1

/ 1 / 1

ˆ ˆ( , , , ) ( , , , )

ˆ

k k k k k k k k k k k k

y y
k k k kk k

h x u b d h x u b d

B b E d

− − − −

− −

=

− −
 (19) 

 

3. 1. Augmented State CDKF (ASCDKF)          By 

adding faults and unknown input, we could obtain a 

vector with new dimension. The state equations in the 

developed state are as follows: 

,a T T T a
k k k kx x b d n n p q = = + +

 
 (20) 

*
1 1 1/ 1

1 1 1 1

1 1

1

ˆ( , , )

( )

k k k k

x x
k k k k

a a
k k

k

f x u b

B b E d

f x b

d

− − − −

− − − −

− −

−

 
 
 + +
 

=  
 
 
 
 

 (21) 

*
/ 1 / 1

ˆ( ) ( , , , )a a
k k k k k k k

y y
k k kk k

h x h x u b d

B b E d v

− −=

+ + +
 (22) 

So we can write 

1 ( )a a a a
k k kx f x w+ = +  (23) 



Z. Nejati et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 05, (May 2021)   1290-1296                                                 1293 

( )a a
k k ky h x v= +  (24) 

where: 

1

1 1 1 1 1

1

, ( )

x
k

a b a a a T
k k k k k

d
k

w

w w Q E w w

w

−

− − − − −

−

 
 

  = =
  

 
 

 (25) 

ASCDKF can be written in four steps. 
 

 

TABLE 1. ASCDKF Algorithm 

Step 1: Initialization 

0 0 0

0/0 0 0 0 0/0 0 0 0

0 0 0

ˆ ˆ ˆ

ˆ ˆ ˆ ˆ ˆ ˆˆ , ( )

ˆ ˆ ˆ( ) ( )

x xb xd

a T T T a xb T b bd

xd T bd T d

P P P

x x b d P P P P

P P P

 
 

   = =
   

 
 

 

 

Step 2: Sigma point calculation 

1/ 1

1, 1/ 1 1/ 1

1/ 1 1/ 1

ˆ( )

ˆ( ) a

a
k k

a a a
k i k k k k i

a a
k k k k i n

x

x h P

x h P



− −

− − − − −

− − − − −

 
 
 = −
 
 

+  

 

 

Step 3: Time update 

*
1, 1 1,( ), 0...2a a a

k i k k if i L − − −= =  

2
( ) *

/ 1 / 1,

0

an
ma a

k k k k ii

i

x w − −

=

=  

1

2

( ) 22
/ 1, / 1

/ 1 1( ) 2
/ 1, / 1 00

( )
ˆ

( 2 )

a c a an
k k i k kia a

k k kc a a
k k i k ki i

w x
P Q

w x x





− −

− −

− −=

 − 
= + 

+ + −  
  

/ 1,

/ 1 / 1 / 1 / 1 / 1
ˆ ˆ( ) ( ) a

a
k k i

a a a a a
k k k k k k i k k k k i n

x x h P x h P

 −

− − − − − −

=

 − +
  

 

/ 1, / 1,( )a a a
k k i k k k iy h − −=  

2
( )

/ 1 / 1,

0

an
ma a

k k k k ii

i

y w y− −

=

=  

Step 4: Measurment update 

 
2

( )
/ 1, / 1 / 1, / 1

0

( )2
/ 1, / 1

/ 1, / 10

1

/ / 1 / 1

/ / 1

ˆ [ ][ ]

[ ]
ˆ

[ ]

ˆ ˆ( )

( )

(

a

a

n
ca a a a a T

xy k k i k k k k i k ki

i

c a an
k k i k kia

yy ka a T
k k i k ki

a a a
k xy yy

a a a a a
k k k k k k k k

a a a a a
k k k k k yy k

P w x y y

w y y
P R

y y

K P P

x x K y y

P P K P K

 − − − −

=

− −

− −=

−

− −

−

= − −

 − 
= + 

−  

=

= + −

= −





)T

 

 

 

 

 

3. 2. Robust Three Stage CDKF (RThCDKF) Design    
The three stage U-V transformation is given by:  

/ 1 / 1
ˆ ( )a a T
k k k k k kP U P U− −=  (26) 

/ /
ˆ ( )a a T
k k k k k kP V P V=  (27) 

/ 1 / 1
a a
k k k k kx U x− −=  (28) 

/ /
a a
k k k k kx V x=  (29) 

a a
k k kK V K=  (30) 

U and V are in the following form and determin later:  

12 13 12 13

23 230 , 0

0 0 0 0

k k k k

k k k k

I U U I V V

U I U V I V

I I

   
   
   = =
   
   
   

 (31) 

According to the inverse transformation of Equation  

(31), we have: 

1 1
/ 1 / 1

ˆ( ) [( ) ]a a T
k k k k k kP U P U− −

− −=  (32) 

1
/ 1 / 1( )a a

k k k k kx U x−
− −=  (33) 

1
/ /( )a a

k k k k kx V x−=  (34) 

1( )a a
k k kK V K−=  (35) 

1 1
/ /

ˆ( ) [( ) ]a a T
k k k k k kP V P V− −=  (36) 

According to above equation, ASCDKF equation can be 

transformed into: 
 

1/ 1

1, 1/ 1 1/ 1

1/ 1 1/ 1

( )

( ) a

a
k k

a a a
k i k k k k i

a a
k k k k i n

x

x h P

x h P



− −

− − − − −

− − − − −

 
 
 = −
 
 +  

 (37) 

* 1
/ 1, 1 1,( ) ( )a a a

K k i k k K k iU f V −
− − −=  (38) 

2
( ) *

/ 1 / 1,

0

an
ma a

k k k k ii

i

x w − −

=

=  (39) 
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2

( ) *
/ 1 / 1, / 1 / 1, / 1

0

1 1
1

( )( )

( ) [( ) ]

an
ca a a a a T

k k k k i k k k k i k ki

i

a T
k k k

P w x x

U Q U

 − − − − −

=

− −
−

= − −

+

  (40) 

/ 1

/ 1, / 1 1/ 1

/ 1 1/ 1

( )

( ) a

a
k k

a a a
k k i k k k k i

a a
k k k k i n

x

x h P

x h P



−

− − − −

− − − −

 
 
 = −
 
 +  

 (41) 

/ 1, / 1,( )a a a
k k i k k k k iy h U − −=  (42) 

2
( )

/ 1 / 1,

0

an
ma a

k k k k ii

i

y w y− −

=

=  (43) 

 
2

( )
/ 1, / 1 / 1, / 1

0

ˆ [ ][ ]

an
ca a a a a T

xy k k i k k k k i k ki

i

P w x y y − − − −

=

= − −  (44) 

 
2

( )
/ 1, / 1 / 1, / 1

0

ˆ [ ][ ]

an
ca a a a a T

yy k k i k k k k i k ki

i

k

P w y y y y

R

− − − −
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1 1ˆ ˆ( ) ( )a a a
k k xy yyK V P P− −=  (46) 

1
/ / 1 / 1( ) ( )a a a a a

k k k k k k k k k kx V U x K y y−
− −= + −  (47) 

1 1
/ / 1( ) ( ) [( ) ] ( )a a T T a a a T

k k k k k k k k k yy kP V U P U V K P K− −
−= −  (48) 

Substituting Equation  (37) into Equation  (38) and then 

Equations (38) and (39) in Equation (37), we have 

augmented covariance matrix. according to covariance 

matrix is diagonal, and with equal two matrix, we can 

obtain / 1
d

k kP −  , / 1  b
k kP − , / 1

x
k kP −  and also U matrix. 

Subsequently, we replace Equation (41) in Equation (42) 

and use the first-order approximation of the Taylor series. 

We apply the result to Equations (44) and (45). With 

replacing the result in Equation (47) and by considered to 

relation of x doesn’t have fault and unknown input and 

relation of fault doesn’t have state and unknown input 

terms and relation of unknown input does not have state 

and fault, we can obtain equation of state, fault and 

unknown input and V matrix. The three-stage central 

difference Kalman filter is optimal when the statistical 

properties of models are perfectly known and when they 

are unknown we can use robust ThSCDKF. Accourding 

to equation for eliminate initial condition have to 

eliminate the terms of contain of fault and unknown input 

from equations and we can write RThSCDKF in six step 

in the following form: 

TABLE 2. RThSCDKF Algorithm 

Step 1: Initialization 

23
0/0 0 0/0 0 0,ˆˆ ˆ0,  ,  x xk x x P P V= = =   
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Step 3: Fault sub-filter 

12
1

x
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/
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Step 4: Unknown input sub-filter 
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Step 5: the correction of the state and the fault 

estimations 

12 12 2x
k k k kV U K S= − , 

23 23 3b
k k k kV U K S= −  

13 13 12 3 3b x
k k k k k k kV U V K S K S= − −  

12 13
/ / / /

23
/ / /

12 12 13 13
/ / / /

23 23
/ / /

ˆ

ˆ

( ) ( )

( )

k k k k k k k k k k

k k k k k k k

x x b T d T
k k k k k k k k k k k k

b b d T
k k k k k k k k

x x V b V d

b b V d

P P V P V V P V

P P V P V

= + +

= +

= + +

= +

 

 

Step 6: k=k+1 and return to step 1. 

 
 

4. SIMULATION RESULT 
 

In order to validate the RThSCDKF approach, four 

scenarios are simulated on an unmanned helicopter. In 

this paper, model parameters are adopted from literature 

[18]. Process noise and measurement noise are selected 

based on typical specification of low-cost sensor 

considering real simulation results of the system. The 

discrete wind gust model block implements a wind gust 

of standard “1-cosine” shape. fault and disturbance 

covariance matrix are not required. In this section, 

performance of RThSCDKF in the presence of some 

actuator bias faults is examined and are compared with 

RThSEKF. 
 

Scenario 4.1: Bias Fault 
Small bias faults are simulated for three actuator inputs 

in the presence of disturbances. So, a sequence of 

consecutive faults is generated. From t=4-8s, lateral 

servo has a bias fault between two positions of value -

0.01 and 0.01 in a square-wave fashion. For t=8-10s, 

longitudinal servo has a bias fault near to equilibrium 

position in no fault mode. For t=10-14s, ruder servo has 

a bias fault which its value equals -0.01 that is near to 

control input in no fault mode. Figure 1 shows True 

faults, RThSEKF estimation and RThSCDKF estimation 

for lateral, longitudinal and yaw channels.  

 
4. 2. Scenario 2: Floating and Stuck Fault           
Floating and stuck faults are simulated for two actuator 

inputs in the presence of disturbances.  So, a sequence of 

consecutive faults is generated. From t=4-8s, lateral 

servo has a floating fault between two positions of value 

0.01 and -0.01 in a square-wave fashion. For t=14-18s, 

longitudinal servo has a stuck fault near to equilibrium 

position in no fault mode. Figure 2 shows True faults and 

their estimation in the presence of disturbance for lateral, 

longitudinal and yaw channels. As shown, ThSCDKF 

can accurately diagnose the faults and decouple them 

from each other respect to RThSEKF.   
 
4. 3. Scenario 3: Simultaneous Faults            In this 

section, simultaneous faults of the model are checked. 

 
Figure. 1. Bias estimation in scenario 1 

 

 
Figure 2. floating and stuck Fault Estimation of ThSCDKF 

in Scenario 2 

 
 

Simulation results are given in Figure 3. Fault occurs in 

lateral and ruder servo actuators at the same time. As 

shown in this figure,  
latd  has a floatting fault, and 

pedd  

has a bias fault at 8-14s and RThSCDKF is able to 

estimate the faults better than RThSEKF.  

 

 
Figure 3. Simultaneous Fault Estimation in Scenario 3 
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5.CONCLUSION 
 
describes FDI for HUAV actuators for detecting and 

isolating additive faults such as bias, floating, stuck in the 

presence of external disturbances in hover mode. It is 

important that, actuator fault detection can be decoupled 

and separated from disturbance. For this purpose, 

ThSCDKF is proposed. ThSCDKF scheme is simulated 

and compared with ASCDKF under different fault 

scenarios. Simulations deal with bias faults  (scenario 1), 

floating and stuck faults (scenario 2), simultaneous faults 

(scenario 3), comparison between ASCDKF and 

ThSCDKF (scenario 4). Results show effectiveness of 

the proposed method for various additive faults in HUAV 

actuators and simultaneous faults in the presence of 

external disturbance respect to RTSEKF. The proposed 

method can be used for other plants with proposed faults. 
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Persian Abstract 

 چکیده
  و در حضور   ستیناشناخته کاملاً مشخص ن  یهایو ورود  عیب اطلاعات مربوط به  وقتی  با زمان    ری متغ   یخط   ر یغ  یتصادف  یستمهایس  ی براعیب  حالت و    ن یتخمبه  مقاله    نیا

(  FDIبر مدل )  ی مبتن  ی  خطا  ییشناسا برای تشخیص و(  RThSCDKF)  فیلترکالمان    یمرکز  ضلتفا   مرحله ایسه    لتریمنظور ، ف  نیا  یبرا  می پردازد.    ناشناخته  یهایورود

در صورت وجود  یشنهادی. روش پرندی گ  یقرار م گریکدی ر یتحت تأث عملگر یخطاها ستمیس نی. در ای توسعه داده شده استدر یک هلکوپتر بدون سرنشین در حضور نامعین

  لتر یروش با ف  نی ا انی. در پامی دهد. صیتشخکه بسیار مهم هستند  و شناور را  قفل عملگر ی ها عیبتواند   یمدل م نی. امی زند نی را تخم عملگر  یهاعیب،  ی اغتشاشات خارج

  ThSEKFی نشان می دهد روش پیشنهادی نتایج خوبی داشته و دارای دقت بیشتری نسبت به  ساز  هیشب  جیشود. نتا  یم  سهی( مقاThSEKF)  یسه مرحله ا  افتهین توسعه  لمکا

 است.
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A B S T R A C T  
 

 

The surface layer machined after electrical discharge machining (EDM) is different from it after 

traditional methods, and studying the surface layer structure machined by this method will contribute 
significantly to the selection of finishing methods. In this study, the surface layer of SKD61 steel after 

EDM using copper (Cu) electrode was analyzed. Technological parameters, including discharge current 

(Ie), pulse on time (Ton), pulse off time (Tof), and voltage (Ue) were used in the study. The minimum 
recast layer thickness (RLT) was determined using the Taguchi method. The results showed that Ie, Ton, 

and Tof were significant influences on RLT, and Ue was insignificant. Minimum value of RLT = 3.72 

µm at process parameters Ie = 1 A, Ton = 50 µs, Tof = 12 µs, and Ue = 30 V. The machined surface 
layer after EDM is inconsistent with the workability of the product, and it should be removed from the 

machined surface. 

doi: 10.5829/ije.2021.34.05b.24 
 

 
1. INTRODUCTION1 
 

Electrical discharge machining (EDM) is widely used to 

shape the surface of moulds and tools. In this method, the 

material of the workpiece with any mechanical properties 

can be processed by the electrode with much lower 

mechanical properties [1]. This will facilitate 

overcoming difficulties with the mechanical 

requirements of tools in traditional machining. However, 

the EDM machining principle is practiced by the high 

thermal energy of the sparks to cause the melting and 

evaporation of the surface material layer of the workpiece 

and electrode. Therefore, the quality of the machined 

surface in EDM is also different from it in traditional 

machining. The white layer on the machined surface 

should be removed by grinding or polishing [2]. 

Therefore, the research results to clarify the quality of the 

surface layer after EDM, and it will make an important 

contribution to reduce the cost of machining of the 

 

surfaces and helping to lower the manufacturing costs of 

the product. 

Surface quality after EDM affects the durability of the 

mould surface. The mechanical and chemical properties 

of the white layer on the EDM surface not only affect the 

surface strength of the product, but it also directly affect 

the machining productivity and electrode wear in EDM 

[3]. White layer that form continuously on the workpiece 

surface during machining tend to lead to increased 

machining productivity and reduced electrode wear. The 

type of workpiece material and the different machining 

methods in EDM (Die sinking EDM or Wire EDM) have 

little effect on recast layer thickness (RLT) (or white 

layer thickness) [4]. The energy of the spark is a strong 

influence on the RLT. Also, besides the energy level of 

the spark and the type of work (finished or roughed) will 

strongly influence the hardness of the white layer. The 

increased spark energy leads to increased hardness of the 

RLT, and the hardness of the machined surface after 
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roughing is higher than that in finishing. The residual 

stress that appears in the white layer is the residual tensile 

stress, and this will adversely affect the workability of the 

product surface. The white layer of AISI 316SS surface 

after EDM is the material layer with many phases, of 

which austenite is the most common, and the residual 

tensile stress in RLT is quite large [5]. Although the 

hardness of the surface layer is higher than that of the 

substrate, its wear resistance is very low. The workpiece 

surface layer affected by the heat energy of the spark after 

the EDM consists of 3 layers of RLT, heat affected zone 

(HAZ), and tempered layer [6]. RLT increased with 

discharge energy (Ee) increase. The organization of the 

main phase on the white layer includes martensite and 

austenite [7]. HAZ is a material layer formed by the phase 

transition from the substrate, the phase transition 

temperature is the temperature of the electric spark that 

has been reduced by transmission through the white 

layer. The exact size of the RLT and HAZ depends 

mainly on the technical parameters, and the larger the 

pulse energy, the larger the size of these layers. Increased 

spark energy (Ee) will result in an increased RLT, and 

this effect on the RLT is quite apparent [8]. HAZ is 

significantly affected by the pulse time (Ton). Increased 

discharge current (Ie) will cause Ee to be increased, and 

the phenomena of short circuit and arc discharge are 

responsible for the increase of surface roughness (SR) 

and the uniformity of the white layer on the machining 

surface is reduced [9]. An increase in Ee led to an 

increase in the size and number of adhesion particles, 

microscopic cracks, micro-voids, and porosity of the 

machined surface layer. Micro-cell cracking caused by 

residual thermal stress, and its size and quantity depend 

on the machining condition [10-12]. The influence of 

Ton and Ie on the surface layer of the workpiece and 

electrode is quite strong [13]. The increase in Ton 

resulted in a significant increase in the RLT of both the 

workpiece and the electrode surface. However, the 

increase in Ie caused a negligible change in their RLT. 

The radius of the plasma channel will increase with the 

increase of the discharge time, however, the pulsed 

thermal energy is impacted on the workpiece surface and 

the discharge density on the machining surface is reduced 

[14]. The influence of Ton, Ie on RLT and HAZ of the 

machining surface after EDM was shown by numerical 

simulation method combined with research experiment 

[15]. Results showed that the increase of Ton = 8-25 µs 

resulted in a large increase in RLT, and Ie = 8- 24 A 

resulted in a slight decrease in RLT. This is because the 

change of Ton and Ie leds to the change of the spark 

energy and the plasma flushing efficiency. The increase 

in the spark energy leads to the size of the globule and 

the radius of the craters on the machining surface is 

larger, and the porosity of the white layer is greater than 

[16]. The RLT in EDM for Ti-6Al-4V was accurately 

determined using the RSM method [17]. The Ie, Ton, and 

Tof all strongly influence the value of RLT. The best 

technological parameter set for RLT and HAZ is the 

smallest as determined by the Taguchi method [18]. 

Taguchi combined with ANFIS was also able to 

accurately determine the dimensions of the RLT [19]. 

The results showed that Ie, Ton and Tof strongly 

influenced RLT and that RLT was smallest at Ie and Ton 

at the lowest, and Tof was at the highest. The white layer 

on the machined surface after EDM was precisely 

determined by modeling by the FEA method [20]. The 

results showed that the random distribution of the sparks 

that led to the solid structure of the RLT and HAZ is 

uneven. Using the same algorithm, FEA showed that 

layers of materials with different organizations were 

formed on the workpiece surface by the influence of 

sparks [21]. This has led to the physical and chemical 

properties of the RLT layer being different from that of 

the substrate. Many methods combining simulation with 

experiment have been introduced to determine the most 

suitable value of RLT including RSM, Taguchi, ANN, 

etc [22-24]. However, due to the complexity of the 

machining mechanism and the level of the technological 

parameters that vary over a wide range, the results are 

often influenced by large noise. Therefore, the Taguchi 

method is still the most commonly used today.  

The survey results have shown that the influence of 

technical parameters on the white surface layer in EDM 

machining types is different. The value of the RLT of 

each surveyed case is different, so it is essential to 

accurately determine the change of RLT and its exact 

value. In this study, the effects of Ie, Ton, Tof, and Ue on 

the RLT of the machined surface layer after EDM with 

Cu electrode were studied. The workpiece is used with 

SKD61 die steel. Minimum RLT is determined with the 

respective technology parameter set, and the surface 

quality has been analyzed and evaluated. 

 

 

2. THEORY OF THE TEMPERATURE EFFECTS OF 
DISCHARGES 
 

To this day, precise control of spark formation and 

maintenance in EDM is not possible. The reason is that 

the values of these technological parameters are 

constantly changed during the machining process (see 

Figure 1) [8]. In practice, determining the exact values of 

td and te is impossible because it depends on many factors 

including surface roughness of the electrode and 

workpiece, physical and chemical properties of the 

material, and type of dielectric fluid, conditions in the gap 

between the electrode and workpiece, etc. In the present 

calculation, the value of Ton will be chosen to 

approximate to te. This causes the EDM machining 

mechanism to be unclear, and it also causes difficulty in 

controlling productivity, machining quality, and 

machining accuracy in EDM. 
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The RLT of the surface layer in the EDM depends on 

the energy of the sparks and the propagation of the 

thermal energy of the sparks into the machining surface 

layer. The thermal energy of discharge sparks depends on 

technological parameters including Ue, Ie, Ton, and Tof 

[9]. Ue, Ie, and Ton are the parameters that strongly affect 

the energy of the discharge sparks [19]. The energy of the 

discharge sparks is determined by Equation (1). 

𝐸𝑒 = ∫ 𝑢𝑒(𝑡).
𝑡𝑒

0
𝑖𝑒(𝑡). 𝑑𝑡 ≈ 𝑢𝑒 . 𝑖𝑒 . 𝑡𝑜𝑛            (1) 

The thermal energy of each spark (qe) is determined 

by Equation (2) [8]. 

𝐸𝑒 = ∫ 𝑢𝑒(𝑡).
𝑡𝑒

0
𝑖𝑒(𝑡). 𝑑𝑡 ≈ 𝑢𝑒 . 𝑖𝑒 . 𝑡𝑜𝑛            (2) 

where, re is the radius of the spark. 

The amount of heat transferred to the surface layer of the 

workpiece is assessed by the coefficient of heat distribution to 

the surface of the workpiece q= qw/qe, Figure 2a. Where 

qw is the amount of heat transferred to the surface of the 

workpiece and it is shown in Figure 2b. 

Heat propagation into the machining surface layer in 

EDM is influenced by the thermal and physical properties 

of the electrode material, the dielectric fluid, and the 

workpiece material. The greater the thermal conductivity 

of the electrode and the solvent, the lower the thermal 

energy in the machining area, and this leads to a decrease 

in heat transfer to the workpiece surface. Conversely, a 

good workpiece thermal conductivity will lead to an 

increase in the heat-affected workpiece surface layer 

thickness. This has resulted in the machined surface layer 

 

 

 
Figure 1. The variation of U and I in EDM. Uo - Open gap 

voltage, Ue  - Discharge voltage, td - Ignition delay time,  te 

- Discharge duration, ti (Ton) - Pulse on time, to (Tof) - Pulse 

off time, tp - pulse cycle time,  Ie - Discharge current, Ia - 

Average current 

 

 

  
(a) Thermal model in EDM 

 

(b) Thermal model imparts to 

workpiece in EDM 

Figure 2. Thermal in EDM 

after EDM shown in Figure 3 [20]. This change will 

directly affect the melted and evaporated workpiece 

quantity, the change of the mechanical and physical 

characteristics and the surface material layer structure, 

the topography formation of the machined surface, and 

machining accuracy. The RLT formed by the electrode 

material and melted and evaporated workpiece was not 

pushed out by the dielectric solution to initiate the 

discharge gap. They combine with the compound of the 

dielectric solution separated by the spark to form another 

compound, and they adhere firmly to the machining 

surface. AHZ layer appears on the surface by the impact 

of the heat of sparks that leads to phase change of the 

substrate layer. The RLT after EDM is low, and it must 

be removed from the surface of the product. The WLT 

modification study, therefore, contributes to the exact 

determination of the layer to be removed and reduces the 

time and cost of the next finishing work. 

 

 

3. EXPERIMENTAL DESIGN 
 

Experimental studies are performed on the CHEMER - 

EDM machine (CM323C- Taiwan). SKD61 die steel is 

used as a workpiece and its dimensions are 15 x 15 x 10 

mm, and the electrode material is copper (Cu) and its 

diameter is Ø10 mm. The levels of the technical 

parameters are selected in EDM finishing, and they are 

shown in Table 1. The Taguchi method was used to 

design the matrix of the experiment (L25). The surface 

layer of the workpiece after EDM was investigated and 

analyzed for the surface layer structure. Research studies 

published by Habib et al. [5] have shown that the AHZ is 

the layer formed has significantly improved the working 

ability of the templates, and RLT is the layer at the top of 

the machined surface but it negatively affects the 

workability of the product (see Figure 4). Therefore, this 

study to accurately determine the value of RLT, because 

this will significantly contribute to reducing the cost of 

material consumption. and finish machining next. 

The surface roughness (SR) was measured using a 

contact probe (SJ-210) type profilometer (MITUTOYO, 

JAPAN) with an evaluation length of 5 mm. Two 

measurements were acquired for each test sample and the 

average value of each measurement was considered. The 
 

 

 
Figure 3. Layers of the machined material on the machined 

surface after EDM [20] 
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TABLE 1. Experimental results for the conducted machining trials. 

Trial Ie Ue Ton Tof RLT(µm)
 

1 1 30 18 9 4.023 

2 1 40 25 12 3.629 

3 1 50 37 18 3.277 

4 1 60 50 25 4.284 

5 1 70 75 37 6.755 

6 2 30 25 18 6.199 

7 2 40 37 25 6.805 

8 2 50 50 37 6.856 

9 2 60 75 9 6.552 

10 2 70 18 12 5.799 

11 3 30 37 37 7.965 

12 3 40 50 9 5.243 

13 3 50 75 12 4.933 

14 3 60 18 18 7.911 

15 3 70 25 25 7.430 

16 4 30 50 12 4.738 

 

 

 
Figure 4. Layer formation on the machined specimen 

 

 

surface morphology was acquired using a scanning 

electron microscope (Jeol-6490 JED-2300, JEOL 

JAPAN) and optical microscope(OPM). 
 

 

4. RESULT AND DISCUSSION 
 
4. 1. Effect of Process Parameters on WLT Coating         
Analysis of variance (ANOVA) of RLT is shown the 

influence of parameters on RLT (see Tables 2 and 3). 

Based on the value of the coefficient Fisher (F) showed 

that process parameters including Ie (F = 13.83), Ton (F 

= 8.08), and Tof (F = 7.52) are a significant influence on 

RLT, and Ue (F = 2.44) is insignificant influence on RLT. 

Where Ie is the most significant influence, Tof is the 2nd 

most significant influence, and the smallest influence is 

Ue. 
The change of the technological parameters has led to 

the RLT being altered (see Figures 5-8). The increase in 

current (Ie) leads to the increase in the energy of the 

sparks (Ee), and this causes the increase of the RLT, 

Figure 5. e = 1-3 A, it resulted in the RLT being slightly 

changed, the cause was that the spark energy was not 

significantly affected. Therefore, the thermal energy of 

the sparks causes the amount of electrode material and 

the workpiece to be melted and evaporated with a small 

change. RLT has been drastically changed with I = 4-5 

A. Compared with the RLT at I = 1A, the RLT at I = 5 A 

was increased by 179.2%. Ue increase is shown in Figure 

6. Ue = 30 - 50 V led to RLT being increased, but when 

U> 50 V led to a decrease in RLT. The reason this 

happens is that a change of U leads to altered machining 

productivity, and this will affect the amount of electrode 

material and workpiece adhering to the machining 

surface. RLT is maximum at U = 50 V and it is minimum 

at U = 30 V. Figures 7 and 8 show the effects of Ton and 

Tof on RLT, and the influence of these process 

parameters is contradictory. In theory, an increase in Ton 

and a decrease in Tof will lead to increase machining 

productivity, and this leads to an increase in RLT. This 

could be due to the change of Ton and Tof leading to the 

increase in the plasma flushing efficiency, and this has  
 

 

TABLE 2. Analysis of variance for RLT 

Factor DF SS V F P Ranking 

Ie 4 213.11 53.276 13.83 0.001 1 

Ue 4 37.53 9.382 2.44 0.132 4 

Ton 4 115.79 28.948 7.52 0.008 3 

Tof 4 124.50 31.126 8.08 0.007 2 

Error 8 30.81 3.851 - - - 

Total 24 521.74 - - - - 

 

 

TABLE 3. ANOVA for S/N ratio of RLT 

Factor DF SS V F P 

Ie 4 215.31 53.827 28.64 0.000 

Ue 4 16.40 4.099 2.18 0.162 

Ton 4 63.23 15.809 8.41 0.006 

Tof 4 104.14 26.036 13.85 0.001 

Error 8 15.04 1.879 - - 

Total 24 414.12 - - - 

 

 

  
Figure 5. Effect of Ie on RLT Figure 6. Effect of Ue on 

RLT 
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Figure 7. Effect of Ton on 

RLT 

 

Figure 8. Effect of Tof on 

RLT 

 

 

resulted in the molten and evaporated mass of the 

workpiece and the electrode being ejected from the crater 

easier [15]. Hence the amount of material deposited on 

the machining surface is reduced, and it leads to a 

decrease in RLT. The Ton that is too large will lead to the 

predominant time to pulse during machining, thus the 

time to eject the dielectric fluid and chip from the 

discharge gap is also reduced, and the time for the 

dielectric fluid to recover is very short. This will lead to 

an unstable machining process and multiple short-circuit 

pulses, and local arcing so the RLT is small. Hence, the 

RLT is unevenly distributed on the machining surface, 

Figure 9. Increased Tof can lead to increased machining 

productivity, and RLT increased accordingly. RLT is 

minimum at Ton = 50 µs and at Tof = 12 µs. 

 

4. 2. Determine the Optimal Value of RLT           The 

RLT is formed on the machined surface layer after EDM, 

which needs to be removed by the next finishing method. 

Therefore, the S / N coefficient of RLT is “The lower is 

better”. The ANOVA result of S / N of the RLT is shown 

in Table 4, and the confidence interval of the ANOVA 

result of the S / N is 95%. The results showed that Ie (F 

= 28.64), Tof (F = 13.85), and Ton (F = 8.41) are 

parameters that significantly affect the S / N ratio of RLT. 

It is the basis to build the formula to determine the 

optimal value of RLT (RLTopt), and significant 

parameters including Ie, Ton, and Tof were used to 

determine RLTopt. Figure 10 shows the optimal 

technology parameters including Ie = 1A; Ton = 50µs, 

Tof = 12µs; Ue = 30 V. The optimal value of RLT is 

determined by formula (3), the calculation results of 

RLToptcal = 3.50 µm. Verifying the experiment with the  

 
 

 
Figure 9. RLT of a machined surface at Ton = 50 µs 

 
Figure 10. Effect of process parameters on S/N ratio of RLT 

 

 

optimal parameters has identified RLTopt = 3.72 µm, and 

the difference between calculation results and 

experimental results is only 6.21%. This proves that the 

computational model can accurately predict RLT. 

RLTopt  = I1 + Ton4 + Tof2 – 2.T      (3) 

 

4. 3. Surface Topography Analysis of Machined 
Surface            The machined surface is composed of 

many craters and micro-voids, and they are arbitrarily 

distributed, Figure 11. This is because the energies of the 

sparks are randomly generated and arbitrarily distributed 

in the machining area. The material layer of the 

workpiece surface and electrode is caused by the 

enormous thermal energy of the electric sparks (8000-

12000 0C) to melt and evaporate, and it is immediately 

cooled by a dielectric fluid [3]. Consequently, many of 

the globules and debris are adhered to the machining 

surface, Figure 12. The external surface tension of the 

dielectric solution causes the geometry of craters and 

particles to adhere to the radius of curvature or spherical. 

Adhesion particles are formed when the material is 

melted and evaporated. Therefore, he adhesion strength 

of the particles to the machining surface can be in the 

form as shown in Figure 13. The machining 

characteristics of EDM differ from that of traditional 

machining, and it has resulted in the profile of the 

machined surface layer after EDM being very complex, 

Figure 14. This is directly related to the method used and 

the finishing cost. A lot of microscopic cracks appeared 

on the workpiece surface after EDM, Figure 15. This is 

because the electrode and workpiece material on the 

workpiece surface at very high temperatures cools very 

quickly, and residual thermal stress occurs at the surface 

layer appears [3]. Any cracks distributed on the machined 

surface and depth developed in a direction perpendicular 

to the machined surface, Figure 16. The depth of 

microscopic cracking is approximately equal to that of 

RLT, and micro-voids also exist in RLT. EDS of the post-

EDM surface layer showed that % C was greatly 

increased ( 8.84%) and a sizable amount of % Cu 
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appeared on the surface layer, Figure 17. The increase in 

% C is because the oil dielectric solution is cracking by 

the thermal energy of the sparks, and the increase of % 

Cu is due to molten and evaporation of the material on 

the electrode surface having penetrated the machined 

surface. The appearance of these elements under high - 

temperature conditions has led to a change in the 

composition of the element compounds and phases at the 

machined surface layer, Figure 18. Since a sizeable 

amount of element C is diffused into the machining 

surface layer, it combines with element Fe and some 

alloying elements in steel SKD61 to form the carbides 

including Fe2C, Fe3C, Fe7C3, V8C7, and Mo3C7. This 

led to a change in the physical and chemical properties of 

the surface layer, and the hardness of RLT was smaller 

than that of HAZ and base metal, Figure 19. The reason 

may be that the majority of the white layer formed phases 

are austenites [15]. This will affect the product's ability 

to work. The thickness of RLT at the optimum condition 

is shown in Figure 20. Although the distribution has been 

significantly improved, the uniformity of this layer on the 

machined surface is still very low. This makes it more 

difficult to choose the correct removal thickness for the 

next finishing. 
 

 

  
Figure 11. EDM surface 

morphology 

 

 

Figure 12. Surface texture 

after EDM 

 

 

 
 

Figure 13. Globule 

formation and residue of 

melted material in recast 

layer 

 

 

Figure 14. Profile of the 

machined surface 

 
 

Figure 15. Cracks 

distribution 

Figure 16. Recast layer and 

heat-affected zone induced by 

EDM 

  
Figure 17. EDS elemental 

analysis of surface after 

EDM 

 

Figure 18. XRD pattern of a 

machined surface 

 
 

Figure 19. Profile of 

micro-hardness on the 

EDMed surface 

Figure 20. Recast layer 

thickness on a machined 

surface 
 

 

4. CONCLUSION 
 

In the present study, the surface layer of the SKD61 die 

steel in EDM using Cu electrode on machining SKD61 

was analyzed and evaluated. From the experimental 

investigation, the following conclusions were made. 

➢ Peak Current (Ie) is the most significant 

influence and Ue is the insignificant influence on surface 

morphology. 

➢ The minimum RLT was found at Ie = 1 A, Ton 

= 50 µs, Tof = 12 µs and Ue = 30 V with the unevenly 

distributed thickness of the white layer on the machining 

surface. 

➢ The removed layer thickness of the machining 

surface in EDM is to be approximately 2-3 times greater 

than that of the RLTopt.  

➢ The main research directions include integrating 

vibration into the EDM process can lead to the smallest RLT 

and the size of the RLT to be more uniform.  

➢ The utilization of suitable powder mixed in the 

dielectric fluid in EDM can reduce the size of the RLT 

considerably. 
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Persian Abstract 

 چکیده 
عد از روش های سنتی با آن متفاوت است و مطالعه ساختار لایه سطحی ماشین کاری شده با این   (EDM) لایه سطحی ماشین کاری شده پس از ماشینکاری تخلیه الکتریکی 

مورد تجزیه   (Cu) با استفاده از الکترود مس  EDMپس از    SKD61لاد  روش به طور قابل توجهی در انتخاب روش های اتمام کمک می کند. در این مطالعه ، لایه سطحی فو

در مطالعه استفاده شد. حداقل ضخامت لایه   (Ue) ، و ولتاژ  (Tof)، پالس در زمان )تن( ، زمان پالس   (IE)و تحلیل قرار گرفت. پارامترهای فن آوری ، از جمله جریان تخلیه  

 = RLTناچیز است. حداقل مقدار  Ueدارند و   RLTتأثیر قابل توجهی بر  Tofو  Ie  ،Tonبا استفاده از روش تاگوچی تعیین شد. نتایج نشان داد که  (RLT) بازسازی )

 برداشته شود. ولت از سطح ماشینکاری شده Ue = 30میکرو ثانیه و  Tof = 12میکرو ثانیه ،  Ie = 1 A  ،Ton = 50میکرومتر در پارامترهای فرآیند  3.72
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A B S T R A C T  
 

 

In this paper, the loading path was optimized in hot metal gas forming (HMGF) process for making 

AA6063 cylindrical stepped tubes. For this purpose, the response surface method (RSM) and finite 

element method (FEM) were applied using Design-Expert and ABAQUS softwares, respectively. The 
parameters of internal pressure, pressure rate, axial feeding, and punch speed were examined based on 

the central-composite design in the three levels. The maximum die filling and the minimum tube thinning 

percentages were selected as the objective functions. The analysis of variance showed that the axial 
feeding, internal pressure, and their interaction were the most significant parameter in the die filling and 

tube thinning. The optimum loading path at the temperature of 550 oC was obtained at pressure of about 

7 bars, pressure rate of 0.01 bar/s, axial feeding of 7 mm from each side and punch speed of 0.02 mm/s. 
Experimental tests were performed for the specified process parameters. The numerical results were 

validated by experimental testing. 

doi: 10.5829/ije.2021.34.05b.25 
 

 
1. INTRODUCTION1 
 
Although the deformation of high-strength and 

lightweight alloys are difficult, their applications are 

widely expanded in various industries, including the 

aerospace and automotive industries [1-5]. Hot metal gas 

forming (HMGF) is a high temperature forming 

processes, which serves for forming metal sheets and 

tubes using gas with low pressure. This technique is used 

for the deformation of alloys that have limited 

formability at ambient temperature [6, 7]. Paul et al. [8] 

developed a one-step HMGF process to produce an 

exhaust component made of titanium grade 2. Mosel et 

al. [9] described a process chain for the HMGF process 

to produce exhaust components made of ferritic stainless 

steel 1.4509. Talebi-Anaraki et al. [10] used a flame 

heating technique for forming aluminum alloy tubes by 

HMGF process. Rajaee et al. [11] showed that the effect 

of HMGF parameters on the deformation behavior is 

complicated, and it is necessary to obtain their optimal 
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range. Response surface methodology (RSM) is one of 

the modeling methods, which uses mathematical and 

statistical techniques, leading to the reduction of costly 

experimental tests and the prediction of the optimized 

trend of the process. Many research works were carried 

out using this method to optimize parameters in various 

processes [12, 13]. Here are a few of them on the subject 

of forming metal tubes. Alaswad et al. [14] investigated 

the effect of geometric parameters on tube thickness and 

protrusion height in the hydroforming process of a T-

shaped two-layer tube. The finite element model and 

RSM were used in this research. Chebbah et al. [15] 

optimized the loading path in the tube hydroforming 

process using a reverse finite element simulation method 

and RSM based on scattering approximation. The 

optimization purpose was to minimize the probability of 

some defects like necking and wrinkling. To search the 

global optimum of the objective function, they used the 

sequential quadratic programming (SQP) algorithm. 

Kadkhodayan et al. [16] determined the mathematical 
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model between force variables and ductility using 

statistical analysis and the simulation of the tube 

hydroforming process. They acquired optimal loading 

curves for the production of T-shaped parts by applying 

the mathematical models initiated from an evolution 

algorithm. Safari et al. [17] maximized the convolution 

height and thickness of bellows congress parts by 

applying the mathematical models initiated from RSM. 

They reported that an increase in the convolution height 

and decrease in the thickness of the top point of bellows 

congress will occur by increasing the internal pressure 

and die stroke. Ahmadi Brooghani et al. [18] used a 

statistical manner established upon finite element 

simulation to find the optimal loading path. The exact 

finite element model of the forming process was 

prepared, and the created model verified in comparison 

with the experimental specimen. Huang et al. [19] 

optimized the loading path in the hydroforming of a T-

shaped tube based on the response surface and non-

probabilistic methods. The purpose of this research was 

to achieve the maximum protrusion and minimum 

thinning ratio with optimization of pressure path. Ge et 

al. [20] recommended a multi-objective optimization 

method for determining the parameters related to the 

hydroforming process of the tube using a differential 

evolution algorithm. They used several finite element 

simulations to set up a least-squares support vector 

machine-based on response surface model. 

Studies show that little research carried out to find the 

optimal loading path of the HMGF process, and also most 

of the research was done on the tubes with specific 

geometrical properties. In this paper, optimization was 

performed using RSM and FEM to obtain the highest die 

filling and lowest tube thinning percentages for 

fabricating AA6063 cylindrical stepped tubes by the 

HMGF process. 

 

 

2. MATERIALS AND METHODS 
 
2. 1. Process Description and Simulation         
AA6063 tube with a diameter of 25 mm and a thickness 

of 1.3 mm was employed. Figure 1 shows the die 

geometry, which the die diameter was 32 mm, and the 

length of the deformation zone was 60 mm. The axial 

feeding was carried out from the both sides of the die by 

two step-motors, and an air compressor was used to 

applying internal pressure. Uniform heating was created 

by applying resistance heaters inside the die and tube. 

As shown in Figure 2, a one-fourth model was 

considered to simulate the process with ABAQUS finite 

element software. The tube was modeled deformable by 

C3D8R element with a mesh size of 1×1×0.43 mm3, and 

the die was modeled as discrete rigid by R3D4 element. 

A distributed load was used to apply the effect of gas 

pressure, and the process was considered as an isotherm 

process. A friction coefficient of 0.5 was used for contact 

surfaces [21, 22]. More details about the experiments and 

simulations are found in literature [10]. 

 

2. 2. Response Surface Methodology (RSM)          
RSM was used to optimize the process parameters. The 

level of variables was specified, and then a matrix of the 

experiments was obtained based on the standard models. 

Afterward, the quadratic regression model and the mutual 

effect of the parameters were estimated using the analysis 

of variance (ANOVA). Finally, the optimal model was 

identified. 

The process parameters, including internal pressure, 

pressure rate, axial feeding, and punch speed, were 

selected as independent variables. The forming 

temperature was constant at 550 oC during the process. 

The first objective function was the highest die filling 

percentage, which was defined as follows: 

Objfilling (%) =
Vs

Vd
 × 100 (1) 

where Vd and Vs denoted the volume of the die and the 

specimen, respectively. The second objective function 

was the lowest tube thinning percentage, which was 

defined as follows: 

Objthining (%) =
t0 − tmin

t0
 × 100 (2) 

where t0 and tmin were the initial and minimum thickness 

of the tube, respectively. 

Design-Expert software was used for the test design. 

Table 1 presents the independent variables, which 

 

 

 
Figure 1. The die geometry, heaters, and tube (dimension in 

mm) 
 

 

 
Figure 2. Finite element simulation model 
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evaluated at three levels based on the central composite 

design (CCD), and the matrix related to the test design is 

presented in Table 2. 
 

 

3. RESULTS AND DISCUSSION 
 

3. 1. Statistical analysis       Twenty five tests were 

obtained considering four continuous variables, 
 

 

TABLE 1. The studied variables and their levels 

Forming Parameters Symbol -1 0 1 

Pressure (bar) P 5 7 9 

Pressure Rate (bar/s) Ṗ 0.01 0.03 0.05 

Axial feed (mm) X 0 3.5 7 

Punch speed (mm/s) V 0.01 0.03 0.05 

 
TABLE 2. The design matrix of experiments 

No. 
P 

(bar) 

�̇� 

(bar/s) 

X 

(mm) 

V 

(mm/s) 

Filling 

(%) 
(%) Condition 

1 5 0.01 0 0.01 - - Not filled 

2 9 0.01 0 0.01 27.4 10.8 Ruptured 

3 5 0.05 0 0.01 - - Not filled 

4 9 0.05 0 0.01 11.58 4.97 Ruptured 

5 5 0.01 7 0.01 82.72 8.98 Accepted 

6 9 0.01 7 0.01 84.39 9.12 Accepted 

7 5 0.05 7 0.01 89.22 14.62 Accepted 

8 9 0.05 7 0.01 18.74 2.39 Ruptured 

9 5 0.01 0 0.05 - - Not filled 

10 9 0.01 0 0.05 27.77 11.2 Ruptured 

11 5 0.05 0 0.05 - - Not filled 

12 9 0.05 0 0.05 9.42 3.67 Ruptured 

13 5 0.01 7 0.05 42.41 -0.02 Wrinkled 

14 9 0.01 7 0.05 68.95 7.16 Wrinkled 

15 5 0.05 7 0.05 72.67 4.3 Accepted 

16 9 0.05 7 0.05 71.23 6.38 Ruptured 

17 5 0.03 3.5 0.03 32.98 4.32 Accepted 

18 9 0.03 3.5 0.03 79.28 8.46 Accepted 

19 7 0.01 3.5 0.03 73.58 14.21 Accepted 

20 7 0.05 3.5 0.03 69.27 12.26 Accepted 

21 7 0.03 0 0.03 15.81 7.82 Accepted 

22 7 0.03 7 0.03 81.98 6.44 Accepted 

23 7 0.03 3.5 0.01 82.84 14.57 Accepted 

24 7 0.03 3.5 0.05 73.04 13.04 Accepted 

25 7 0.03 3.5 0.03 71.32 10.6 Accepted 

including pressure, pressure rate, axial feed on each side, 

and punch speed, where the results are reported in Table 

2. The diagrams related to the main effect of the four 

variables mentioned above on the die filling percentage 

and the thinning percentage can be observed in Figure 3. 

For the die filling percentage, the effect of the axial feed 

on each side was positive, meaning that by increasing this 

variable, the filling percentage is increased. The material 

flow to the die is facilitated by increasing the axial feed, 

causing the filling percentage to be increased. When the 

punch speed and pressure rate increased, the material 

flow does not have sufficient time to enter the die; 

therefore, the filling percentage is reduced. Increasing the 

pressure up to 7 bars leads to the enhancement of the die 

filling. However, increasing the pressure more than 7 

bars leads to the collision of the tube with the die wall, 

and as a result of the generated friction, the filling 

percentage will decrease. About the effects of the 

pressure and axial feed on the thinning percentage, it can 

be seen that the effects of these two parameters on the 

thinning percentage are similar, meaning that the 

thinning percentage will increase first, and then, it will 

decrease by increasing these two parameters. Increasing  

 

 

  

  
(a) 

  

  
(b) 

Figure 3. The effect of HMGF parameters on; a) die filling 

percent, and b) thinning percent 
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the pressure leads to the deformation of the tube inside 

the die cavity. Therefore, the thinning percentage of the 

die in the die cavity area will increase. However, due to 

the collision of the tube to the die surface, with a further 

increase in the pressure, the material flow becomes more 

difficult, and the thinning percentage will be reduced. 

Due to the formation of wrinkles in the tube, the 

excessive increase in the axial feed prevents the material 

to flow easily during the forming process, and the 

thinning percentage decrease. As can be seen, while the 

impact of the pressure applying speed on the thinning 

percentage is insignificant, the thinning percentage 

decreased by increasing the punch speed due to the 

generation of non-uniform flows inside the tube. 

The results of the statistical investigation on the 

filling percentage based on different models are 

presented in Table 3. P-value is used to make sure of the 

accuracy of the model. The smaller the P-value (the 

significance value), the better the result fitting of the 

proposed model. Models and parameters that have P 

values less than 0.05 can statistically predict the data with 

errors of less than 5%. Due to the P-value, the quadratic 

equation was chosen as the most convenient model for 

the data fitting. Also, some of the statistical data related 

to the mentioned model, such as the coefficient of 

determination and the standard deviation, are briefly 

shown. If two parameters have equal significance value, 

the parameter that has a higher F-value (the test statistic) 

is more important. In Table 4, the results of the statistical 

investigation on the thinning percentage based on 

different models are presented. Here, the quadratic 

equation was also chosen as the most convenient model 

for the data fitting due to the P-value. 

After choosing the quadratic equation as the proper 

model for the die filling, the ANOVA variance analysis 

was carried out, where the results are shown in Table 5. 

 

 
TABLE 3. Statistical data of filling percentage based on 

different models 

Source SS DF MS 
F 

value 

P 

value 
 

Mean vs 

Total 
1297.08 1 1297.08    

Linear vs 

Mean 
142.41 4 35.6 8.33 0.0002  

2FI vs 

Linear 
30.47 6 5.08 1.26 0.3204  

Quadratic 

vs 2FI 
66.32 4 16.58 24.57 

< 

0.0001 
Suggested 

Cubic vs 

Quadratic 
9.22 8 1.15 8.92 0.0046 Aliased 

Residual 0.9 7 0.13    

Total 1546.4 30 51.55    

 

TABLE 4. Statistical data of thinning percentage based on 

different models 

Source SS DF MS 
F 

value 
p value  

Mean vs 

Total 
1755.49 1 1755.49    

Linear vs 

Mean 
105.66 4 2.64E+1 1.28 0.3046  

2FI vs 

Linear 
184.2 6 3.07E+1 1.76 0.1622  

Quadratic 

vs 2FI 
279.39 4 69.85 19.92 

< 

0.0001 
Suggested 

Cubic vs 

Quadratic 
4.4E+1 8 5.53E+0 4.61 0.0294 Aliased 

Residual 8.4E+0 7 1.20E+0    

Total 2377.3 30 79.24    

 

 
It can be observed that the two linear effects of pressure 

(P), and axial feeding (X) as well as their quadratic 

effects, and the two mutual effects of PX and PṖ are 

meaningful to the die filling. According to the ANOVA 

results, the parameters of axial feeding (X) and the 

mutual effect of PX have the most significant impact on 

the die filling. The obtained results indicated that the 

fitted quadratic model corresponds to the experimental 

data with a reliability coefficient of more than 93% 

(R2>93). After statistical analysis of the simulated data, 

the mathematical model (Eq. 3) presented using the four 

parameters, including pressure, pressure rate, axial feed 

on each side, and punch speed, to predict the value of the 

filling percentage. 

(% Die Filling)0.5 = -17.69 +5.40 P +73.52 Ṗ 

+3.05 X -103.28 V -17.33 PṖ -0.15 PX +10.10 

PV+975.91 ṖV-0.31 P2 -0.17 X2 

(3) 

Also, after selecting the quadratic model as the proper 

model for the thinning percentage, the ANOVA variance 

analysis was carried out, where the results are given in 

Table 6. It is seen that the three linear effects of pressure 

(P), axial feeding (X), and punch speed (V) as well as 

their quadratic effects, and the three mutual effects of 

PP ̇, PX, and PV are meaningful to the tube thinning. 

According to the ANOVA results, the parameters of 

pressure (P) and the mutual effect of PX have the most 

significant impact on the tube thinning. Moreover, after 

the statistical analysis of the simulated data, the 

following mathematical model is presented to predict the 

thinning percentage. 

% Thinning = -59.48 +18.80 P +250.91 Ṗ +4.74617 

X -634.55 V -48.25 PṖ -0.29 PX +31.88 PV +14.35 

ṖX -14.78 XV -1.17 P2 -0.33 X2 +6814.91 V2 

(4) 
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TABLE 5. The ANOVA results for the die filling percentage 
 SS DF MS F Value P Value 

Model 238.86 10 23.89 43.37 < 0.0001 

P 9.79 1 9.79 17.78 0.0005 

Ṗ 2.48 1 2.48 4.50 0.0474 

X 130.07 1 130.07 236.17 < 0.0001 

V 0.076 1 0.076 0.14 0.7140 

PṖ 7.69 1 7.69 13.97 0.0014 

PX 17.54 1 17.54 31.85 < 0.0001 

PV 2.61 1 2.61 4.75 0.0421 

ṖV 2.44 1 2.44 4.43 0.0489 

P2 5.14 1 5.14 9.33 0.0065 

X2 14.18 1 14.18 25.75 < 0.0001 

Residual 10.46 19 0.55   

Lack of Fit 10.46 14 0.75   

Pure Error 0.000 5 0.000   

Cor Total 249.32 29    

    R² =95.8 % 

    R²(adj) = 93.59 % 

 

 

Confirmation charts were utilized to determine the 

suitability of the filling percentage and thinning 

percentage regression models. Figure 4 shows the images 

of the actual values and the predicted values for each 

response. The straight line with a 45-degree angle 

represents the model, and the square dots represent the 

results obtained from the tests. The closer the dots to the 

line, the higher the accuracy of the model. This diagram 

confirms that the selected model describes the 

experimental values relatively well because the dots are 

around a line with a constant slope. 
 

 

TABLE 6. The ANOVA results for the tube thinning 

percentage 
 SS DF MS F Value P Value 

Model 561.52 12 46.79 13.19 < 0.0001 

P 52.93 1 52.93 14.92 0.0013 

Ṗ  9.29 1 9.29 2.62 0.1241 

X 21.71 1 21.71 6.12 0.0242 

V 21.73 1 21.73 6.12 0.0242 

PṖ 59.60 1 59.60 16.80 0.0007 

PX 65.71 1 65.71 18.52 0.0005 

PV 26.02 1 26.02 7.33 0.0149 

ṖV 15.68 1 15.68 4.42 0.0508 

XV 16.64 1 16.64 4.69 0.0449 

P2 62.42 1 62.42 17.59 0.0006 

X2 44.39 1 44.39 12.51 0.0025 

V2 21.09 1 21.09 5.94 0.0260 

Residual 60.33 17 3.55   

Lack of Fit 60.33 12 5.03   

Pure Error 0.000 5 0.000   

Cor Total 621.84 29    

    R² =90.94 % 

    R²(adj)= 86.47 % 

 

 

 

 
Figure 4. The predicted values of the regression model 

based on the actual values for; a) the filling percentage of the 

die, and b) the thinning percentage of the tube 

 

 

3. 2. Mutual effect of parameters       Fig.  5 shows the 

mutual effect of PX and PṖ on the die filling and tube 

thinning. Figure 5a indicates the effect of axial feeding 

on the die filling percentage is enhanced by increasing 

the pressure. The reason is that the probability of 

(a) 

(b) 
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wrinkling due to increasing the axial feeding is reduced 

by increasing the pressure. The response surface is dome-

shaped shown in Figure 5b, which means that the highest 

tube thinning is obtained at the center of the surface. 

Increasing the internal pressure increases the tube 

thinning, while increasing the axial feeding decreases the 

tube thinning [10]. Figures 5c and 5d indicate that at low 

pressure, increasing the pressure rate has no significant 

effect on the die filling, while it increases the tube 

thinning sharply. However, at high pressure, increasing 

the pressure rate decreases both the die filling and tube 

thinning. It can be due to increasing the probability of 

bursting at the initial of the deformation. 

 

3. 3. Optimization       Optimization was performed to 

obtain the maximum die filling and the minimum tube  

 

 

 

 

 

 
Figure 5. Response surfaces of die filling and tube thinning 

in terms of input parameters 

thinning percentages. The result showed that the optimal 

loading path was obtained at pressure of 7 bars, pressure 

rate of 0.01 bar/s, axial feeding of about 7 mm on each 

side, and a punch speed of 0.02 mm/s. At this condition, 

the amounts of die filling and tube thinning of 95% and 

9.5% were achieved, respectively. Figure 6 shows the 

loading path obtained from the optimization. It can be 

seen that the axial feeding reached its maximum value 

after 350 s and then remained constant by increasing the 

pressure for 700 s. 

Figure 7 shows a cylindrical stepped tube, which 

formed experimentally using the optimal loading path. 

The deformation behavior of the tube at different times 

in the optimal loading path condition is shown in Figure 

8. As can be seen, up to 350 s wrinkles were created in 

the tube due to high axial feeding and low internal 

pressure, which resulted in a significant amount of the 

material flowing from the tube edges to the die cavity. 

Then, by increasing the internal pressure for duration of 

700 s, the wrinkles were gradually eliminated, and the die 

cavity was filled. The internal pressure and axial feeding 

for different t/d and D/d ratios in the thin-walled tubes 

range were changed using simulations based on the 

optimal loading path. Figure 9 shows the perfect 

specimens, which obtained from experiments for tubes 

with different t/d and D/d ratios according to the 

simulations. 
 

 

 

 
Figure 6. The loading path obtained from the optimization 

 

 

 

 
Figure 7. A stepped tube formed with the optimal loading 

path 
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150 s 350 s 

  

550 s 700 s 
Figure 8. The deformation behavior in the optimal loading 

path condition 
 

 

 
D/d=1.14, t/d=0.046 

 
D/d=1.14, t/d=0.054 

 
D/d=1.28, t/d=0.046 

 
D/d=1.28, t/d=0.054 

Figure 9. Stepped tubes formed at various D/d and t/d ratios 
 

 

4. CONCLUSION 
 
A combination of the response surface method and finite 

element method were used to optimize the loading path 

of the HMGF process for producing a cylindrical stepped 

tube from AA6063 alloy at 550 oC. The process variables, 

including pressure, pressure rate, axial feeding, and 

punch speed, were investigated to obtain the maximum 

die filling and minimum tube thinning. The ANOVA 

results showed that the axial feeding, internal pressure, 

and their interaction had the most significant effect on the 

die filling and tube thinning. At low pressure, increasing 

the pressure rate had no significant effect on the die 

filling, while it increases the tube thinning sharply. The 

optimal parameters were obtained based on the highest 

die filling rate and the lowest tube thinning at the pressure 

of 7 bars, pressure rate of 0.01 bar/s, axial feeding of 7 

mm from each side, and a punch speed of 0.02 mm/s. At 

this condition, the amounts of die filling and tube 

thinning of 95% and 9.5% were achieved, respectively. 

At optimal loading path, first wrinkles were created in the 

tube due to high axial feeding and low internal pressure, 

which resulted in a significant amount of the material 

flowing from the tube edges to the die cavity. Then, by 

increasing the internal pressure, the wrinkles were 

gradually eliminated, and the die cavity was filled. 
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Persian Abstract 

 چکیده 
از  منظور،    نیا  یشد. برا  سازینهیبه  6063از آلیاژ آلومینیوم    یاپله  یااستوانه  یهاساخت لوله  ی( براHMGFگاز )با  فلز داغ    دهیشکل   ندی در فرا  ذاریبارگ  ر یمقاله مس  نیدر ا

اعمال  نرخ، یفشار داخلمقدار  یپارامترها .شداستفاده  ،آباکوس و دیزاین اکسپرت  هاینرم افزار  کمک هب بیبه ترت  ،(FEMمحدود ) ی ( و اجزاRSMسطح پاسخ ) هایروش

لوله  نازک شدگیقالب و حداقل درصد  شدگی قرار گرفت. حداکثر پر یدر سه سطح مورد بررس یمرکز-یبی ترکی آزمایش حابر اساس طر سنبهو سرعت  یمحور هیفشار، تغذ

قالب و    گیدر پرشد  های تاتیرگذارپارامتر  نیو برهم کنش آنها مهمتر  یل، فشار داخیمحور  هینشان داد که تغذ  انسیوار  لیو تحل  هیبه عنوان توابع هدف انتخاب شدند. تجز

متر از هر   یلیم 7 یمحور هی، تغذهیبار در ثان 0.01 فشاراعمال  نرخبار،  7فشار حدود  تحت گرادیدرجه سانت 550 یمطلوب در دما ذاریبارگ ری. مسباشندمی لوله  گینازک شد

 کند. ی م دییرا تأ یسازنهیبه جیکه نتا مشخص شده انجام شد یپارامترها یبرا یشیآزماتجربی  یها بدست آمد. آزمون ه یمتر بر ثان یلیم 022/0 سنبهطرف و سرعت 
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A B S T R A C T  
 

 

The development of special grease makes it possible for angular contact ball bearings to operate at high speed 

and temperature; so, it become necessary to investigate thermal-fluid characterisics inside high-speed angular 
contact ball bearing lubricated with grease. In this paper, a simulation model for angular contact ball bearing 

was established with CFD software Fluent, the heat-fluid-solid coupling method was used to analyze the 

distribution and flow of grease, heat transfer, and temperature field inside the bearing chamber. The results 
showed that, grease distribution inside bearing chamber was very inhomogeneous, most of grease was 

distributed on the both sides of the rolling elements along outer raceway and its flow velocity was very low, 

only a little grease was adhered on the surface of rolling elements, cage, and inner ring, its flow velocity was 
high; grease distribution inside bearing chamber becomes more inhomogeneous with the increase of bearing 

speed; in bearing heat transfer conduction was dominant and grease plays a key role, convection of air and 

grease was insignificant; affected by heat transfer condition the temperature rise of bearing components was 
obviously different, rolling elements have the highest temperature, the temperature of inner ring was slightly 

lower than that of rolling elements, and temperature of outer ring was the lowest. Bearing temperature 

experiment was conducted on self-made test rig and verified the validity and accuracy of numerical 
simulation. The results of this study will provide some reference for lubrication design and thermal analysis 

of high speed angular contact ball bearing lubricated with grease. 

doi: 10.5829/ije.2021.34.05b.26 
 

 

NOMENCLATURE   

H friction heat generation of tested bearing f0 a factor depending upon bearing type and lubrication method 

n  bearing rotation speed v0 the kinematic viscosity of lubricant 

M bearing frictional torque Nu the Nusselt number 

Ml bearing frictional torque due to load Re the Reynolds number 

Mv  bearing frictional torque due to lubricant Pr the Prandlt number 

f1 a factor depending upon bearing type and load ω  inner ring speed 

p1 bearing load v kinematic viscosity of air 

dm bearing mean diameter d diameter of main shaft 

 
1. INTRODUCTION1 
 

Rolling bearing is a critical component of many 

modern engines and machinery, it can reduce the friction 

and ensure rotary accuracy [1, 2]. Lubrication, as an 

effective way to reduce friction, is one of the important 

issues in rolling bearing. With an increase in bearing 
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Wang) 

speed and load, lubrication performance has become 

more and more demanding. According to available 

findings, grease lubrication has been widely used in high-

speed rolling bearing because of its good sealing 

performance, wide application and convenient operation 

[3-5]. However, it is difficult for a grease-lubricated 

rolling bearing to dissipate heat by friction because of the 
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limited flow ability of grease, high temperature rise often 

results in premature failure of rolling bearing [6]. Hence, 

it is very important to investigate the thermal behavior 

and fluid characteristics of greases in operating rolling 

bearings. 

Considerable efforts have been devoted to investigate 

the work mechanism [7-9] and rheological behavior [10-

12] of grease lubrication in high-speed rolling bearing. 

Thermal characteristics of rolling bearing has also 

attracted much attention due to the industrial demands for 

high speed and long working life. Ma Fangbo et al. [13] 

provided a calculation model for heat generation rate in a 

grease-lubricated spherical roller bearing (SRB) by 

adopting the local heat source analysis approach, the heat 

generation rates of roller-raceway contact, cage and inner 

ring land contact, roller and cage pocket contact, and 

power loss of roller churning were calculated. Wurzbach 

et al. [14] investigated the thermal behavior, flow 

characteristics of the non-Newtonian greases, and 

changes in grease properties in operating rolling-element 

bearings. Neurouth et al. [15] analyzed the heat transfer 

inside a grease lubricated thrust ball bearing, two models 

were developed using the thermal network method. 

Based on generalized Ohm׳s law, Siyuan et al. [16] 

developed a thermal network model for double-row 

tapered roller bearing lubricated with grease, bearing 

temperature at different speeds, grease filling ratios, and 

roller large end radius was investigated. Fangbo et al. 

[17] developed a transient thermal model for a grease-

lubricated spherical roller bearings-shaft-bearing 

housing system using a thermal network method, the 

effect of rotating speed, radial load and grease filling 

ratio on bearing temperature rise was analyzed. Xue et al. 

[18] conducted the temperature performance tests of 

high-speed sealed angular-contact ball bearings using 

different grease filling rate, the temperature performance 

of bearing with different grease filling rate was compared 

and analyzed under different working conditions.  

The studies mentioned above investigated the bearing 

thermal characteristics and fluid properties of grease. 

However, fluid flow and heat transfer are not two 

independent processes [19, 20], the flow of fluid 

contributes to heat transfer, the temperature change of 

fluid will affect its viscosity, and then affects its flow in 

turn; so, the flow and heat transfer of fluid interact with 

each other [21, 22]. But few studies have been done on 

the coupling relationship between them and didn’t 

consider the heat transfer between grease and bearing 

components, the exact behavior of greases in operating 

rolling bearing needs to be well understood. Therefore, in 

this paper a simulation model for angular contact ball 

bearing was established with CFD software Fluent, based 

on this model, the distribution and flow of grease, heat 

transfer, and temperature field inside the bearing 

chamber were analyzed using the heat-fluid-solid 

coupling method. A bearing test rig was designed and 

manufactured, bearing temperature measurement was 

conducted to verify the validity and accuracy of 

numerical simulation. 

 

 

2. TEST RIG 
 

In order to investigate the thermal behavior of high-speed 

angular contact ball bearing, some measurement of 

bearing temperature was conducted on self-made test rig. 

As shown in Figure1, the test rig is mainly composed of 

a test section and a motorized spindle unit. The test 

section is driven by the motorized spindle through a 

flexible coupling. The highest speed and rated power of 

the motorized spindle are 36000rpm and 5 kW, 

respectively. More detail of the tested bearings assembly 

is shown in Figure 2. The two tested bearings are B71909 

angular contact ball bearings lubricated with grease; their 

major specifications are listed in Table 1. The tested 

bearings were press fitted onto the rotation shaft with 

back-to-back configuration, and the rotation shaft was 

supported by two pairs of ball bearings. Bearing loads 

were applied on tested bearing housing which installed 

between two tested bearings.  

In experiments, motorized spindle rotates the inner 

ring of test bearings through the main shaft. The main 

shaft is connected with motorized spindle by a coupling. 

Special attention should be given to the coupling; design 

of flexible coupling was aimed to isolate test bearings 
 

 

 
Figure 1. The structure diagram of test rig 

 

 

 
Figure 2. Drawing of tested bearings assembly 
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TABLE 1. The parameters of tested bearing B71909 

Parameter Value 

Bore diameter 45 mm 

Outer diameter 68 mm 

Width 12 mm 

Initial contact angular 15 deg. 

Number of rolling elements 20 

Ring material  Steel 

Density of rings[g/cm3] 7.8 

Heat capacity of rings [J/kg·K] 460 

Thermal conductivity of rings [W/m2·K] 30 

Ball material Si3N4 

Density of ball[g/cm3] 3.2 

Heat capacity of ball [J/kg·K] 800 

Thermal conductivity of ball [W/m2·K] 20 

 

 

from the vibration of motorized spindle as much as 

possible. The two parts of coupling are not directly 

contacted each other and connected through Nealon rope, 

so the torsional impact of motorized spindle cannot be 

transmitted to test bearings, this structure ensures the 

stability of test bearings.  

In order to get the temperature data of test bearings, 

an infrared temperature sensor was fixed on a self-made 

bracket to monitor the temperature of the bearing inner 

ring, the bracket is easy to adjust sensor position 

according to the experimental requirements, as shown in 

Figure 3. 

 

 
3. NUMERICAL SIMULATION  
 
3. 1. Thermal Analysis Model                Due to the 

symmetrical structure of the tested bearings assembly, its 

half structure was modeled in order to save computing cost. 

Inside the chamber of tested bearings lubricated with 

grease, the heat transfers between the fluid and the solid is 

involved, however, it is difficult to be determined. So, the 

heat-fluid-solid coupling method is used in this numerical 

 

 

 
Figure 3. The physical picture of test rig 

simulation, this method is often used to solve the complex 

heat transfer problem, it can convert the complex outer 

boundary conditions between the fluid and the solid into a 

relatively simple inner boundary condition, and make the 

simulation more approach to practical condition. As shown 

in Figure 4, the simulation model of tested bearings 

assembly includes solid domain and fluid domain. 
The structure of bearing chamber is very complicated. 

Therefore, in order to make finite element meshing easy, 

the bearing cavity is divided into multiple fluid domains. 

The domain among the balls is very irregular and meshed 

using tetrahedral elements. The domain along both sides of 

the balls is relatively regular and meshed using hexagonal 

elements. These fluid domains are connected with each 

other through an interface. The 3D grid model of fluid 

domain in bearing chamber is shown in detail in Figure 5. 

The final number of elements is 3215677, and the mesh 

quality is above 0.6. 

 
3. 2. Boundary Conditions 
 
3. 2. 1. Heat Generation                 During bearing operation, 

bearing friction represents an energy loss and results in 
 

 

 
Figure 4. The heat-fluid-solid coupling model of tested 

bearings assembly 

 

 

 
Figure 5. The 3D grid model of fluid domain inside bearing 

chamber 
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temperature rise. The friction heat generation of the tested 

bearing can be obtained by the following equation [23]:      

4
1.047 10H Mn

−
=   (1) 

where H is the friction heat generation of tested bearing (w), 

n is bearing rotation speed (rpm), M is bearing frictional 

torque (Nmm). The frictional torque M consists of two 

components stated as follows: 

1 V
M M M= +  (2) 

where Ml is bearing frictional torque due to load, and Mv is 

bearing frictional torque due to lubricant. 

Ml can be approximated by the following equation: 

1 1 1 m
M f p d=  (3) 

where f1 is a factor depending upon bearing type and load, 

p1 is bearing load (N), dm is bearing mean diameter (mm). 

Mv can be calculated by the following equation: 

7 2/3 3

0 0
10 ( )

V m
M f v n d

−
=   if   n≥2000 (4) 

7

0
160 10

V m
M f d

−
=     if   n≥2000 (5) 

where f0 is a factor depending upon bearing type and 

lubrication method, v0 is the kinematic viscosity of 

lubricant (mm2/s). 

In numerical calculation it’s assumed that the bearing 

friction heat generation is divided into two equal parts, 

one half was applied to bearing rings and the other was 

applied to rolling elements in the form of heat generating 

rate [24].  
 

3. 2. 2. Heat Transfer                   According to the working 

conditions of the tested bearings assembly, convective heat 

transfer occurs on the outer surface of bearing housing and 

main shaft. The convection form of bearing housing is 

natural convection and the convection heat transfer 

coefficients is assumed to be 9.7 W/(m2K) according to the 

practical experiences [25]. The convective heat transfer 

coefficients hs of the main shaft can be obtained by the 

following equations. 

2/3 1/30.133
u e r

N R P=  (6) 

2 /
e

R d v=  (7) 

u

s

N
h

d


=


 (8) 

where Nu is the Nusselt number, Re and Pr are the Reynolds 

number and the Prandlt number, respectively, is inner 

ring speed, v is the kinematic viscosity of air, d is the 

diameter of main shaft. 

Inside bearing chamber heat transfer among grease, air 

and bearing components is a heat-fluid-solid coupling 

process and cannot be specified in advance. So, under the 

FLUENT platform, in numerical calculation the contacting 

surfaces between fluids and solid were set as default 

coupling-surface, and the heat transfer was calculated 

automatically. Finally, the second-order upside-style 

discrete momentum equation and turbulence equation are 

used. The pressure term is discretized in the PRESTO! 

(pressure staggering option) format, and the phase volume 

fraction is discretized in the geometric reconstruction 

format, and then the Semi-Implicit Method for Pressure 

Linked Equations (SIMPLE) algorithm is used. Solve the 

discrete algebraic equation and converge when the residual 

value drops below 10-3. 
 

3. 3. Solution and Parameters Set                Heat-fluid-

solid coupling is an interaction process among fluid 

domain, solid domain and temperature field. So, in order to 

obtain the flow field and temperature field of bearing, it is 

necessary to connect them. In the heat-fluid-solid coupling 

model of tested bearing, heat transfers among temperature 

field, fluid domain and solid domain through the fluid-solid 

interface, the interface method was used to connect the 

solid domain with the fluid domain, and the standard wall 

function is used to deal with the flow boundary layer and 

the heat transfer boundary layer at the fluid-solid coupling 

interface, which ensures the continuity of temperature and 

heat flux. In order to obtain the grease distribution inside 

bearing chamber, the interface of grease air two-phase flow 

was captured by the VOF method which is specifically used 

to solve the flow interface position of two immiscible 

fluids. The VOF method is from Europe Derived from 

Euler method, it is based on observation points, rather than 

following a fluid particle for research. In the flow field of 

bearing grease lubrication, the boundary of the two-phase 

flow is judged by solving the volume fraction of the two 

phases at the observation point. The turbulence inside 

bearing chamber was simulated by the RNG k-ε model 

which is suitable for analyzing turbulent motion in complex 

regions. 
Moreover, the reference pressure was set as atmospheric 

pressure, and the air was selected incompressible gas 

model, non-equilibrium wall function was selected and 

solved by pressure velocity coupling equation. In the 

numerical simulation, the control variable method was used 

to simulate the flow field of the bearing chamber. The 

specific parameters of grease are shown in Table 2 [9]. 
 
 
4. RESULTS AND DISCUSSION 
 
4. 1. Grease Distribution inside Bearing Chamber              
In the process of bearing operation, the bearing speed has a 

very important influence on the distribution of grease. 

When grease filling ratio is 0.3, under different rotation 

speed the grease distribution inside bearing chamber is 
 

w
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TABLE 2. The specific parameters of the grease 

Grease Lithium base grease 

The consistency of grease NLGI 3 

The rheological model of grease Herschel-Bulkley flow model 

Viscosity coefficient k 20.5 

Rheological index n 0.71 

Yield stress τ0 1076 

Density [kg/m3] 872 

grease filling ratio 0.3 

Heat capacity [J/kg·K] 2000 

Thermal conductivity[W/m2·K] 0.14 

 

 

shown in Figure 6. It can be seen that the grease distribution 

was very inhomogeneous inside bearing chamber, grease 

was mainly distributed over the both sides of the rolling 

element along outer raceway, a small amount of grease was 

adhered on the inner side of the cage, grease adhered on the 

surface of rolling elements and inner raceway was very 

little due to centrifugal effect. It’s also noted that the grease 

distribution inside bearing chamber become more 

inhomogeneous with the increase of bearing rotation speed, 

more grease is adhered on the outer raceway, the volume 

fraction of the grease between inner raceway and cage was 

accordingly decreased. It is perhaps a further finding that at 

high rotation speed bearing outer raceway is in full 

lubrication, meanwhile, bearing inner raceway is in starved 

lubrication. 
 
 

 
(a) n=6000r/min 

 
(b) n=12000r/min 

 
(c) n=20000r/min 

Figure 6. Grease distribution inside bearing chamber at 

different rotation speed 

4. 2. Flow Velocity of Grease inside Bearing 
Chamber                    The flow velocity of grease inside the 

bearing chamber is shown in Figure 7. It is shown that 

grease adhered on the outer raceway was in viscous state, 

its flow velocity was very low; however, the flow velocity 

of grease adhered on inner ring and cage was relatively 

high, grease between cage and rolling elements has the 

highest flow speed. It’s also found that, with the increase of 

bearing speed, the flow velocity of grease between inner 

raceway and cage increases obviously; however, an 

increase in bearing speed has very little effect on flow 

velocity of grease adhered on outer raceway. 
 

4. 3. Heat transfer Coefficient on inner Surface of 
Bearing Chamber                  In the working process of the 

bearing, heat is an important factor affecting the 

performance of the bearing. Heat will dilute the grease and 

reduce the lubrication efficiency of the bearing. Figure 8 

shows heat transfer coefficient on the interface between the 

fluid domain and the solid domain inside bearing chamber 

at different speeds. It’s shown that, heat transfer coefficient 

was high on the area of outer raceway surface where more 

grease was adhered on; heat transfer coefficient was also 

high on rolling elements surface which frequently contact 

with raceway, cage and grease; heat transfer coefficient was 

the lowest on inner raceway where little grease was adhered 

while its velocity was high, which  was due to the fact that 

air convective heat transfer inside bearing chamber was  
 

 

 
(a) n=6000r/min 

 
(b) n=12000r/min 

 
(c) n=20000r/min 

Figure 7. The flow velocity distribution of grease inside 

bearing chamber at different speeds 
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very small; heat transfer coefficient was high on the area of 

inner and outer raceway surface where rolling elements 

pass. It also can be seen that with the increase of bearing 

speed heat transfer coefficient was accordingly increased 

on surface of outer raceway and rolling elements, which 

was due to the temperature rise of bearing components. 
It can be concluded that inside bearing chamber 

conduction heat transfer is dominant in which grease plays 

a key role, the convective heat transfer of air and grease is 

insignificant. 
 

4. 4. Temperature Rise of Bearing                The 

temperature distribution of tested bearing is shown in 

Figure 9. It can be seen that bearing temperature field was 

nonuniform. The temperature of rolling elements was the 

highest, its heat mainly transfers to outer raceway through 

grease between rolling elements and outer raceway; the 

heat transfer condition of inner ring was poor, the 

temperature of inner ring was also high and slightly lower 

than that of rolling elements; outer ring has an effective heat 

transfer way, its heat can conduct to bearing housing and 

then transfer to ambient air, so the temperature of outer ring 

 

 

 
(a) n=6000r/min 

 
(b) n=12000r/min 

 
(c) n=20000r/min 

Figure 8. The heat transfer coefficient inside bearing chamber 

at different rotation speed 

 
(a) n=6000 r/min 

 
(b) n=12000 r/min 

 
(c) n=20000 r/min 

Figure 9. Temperature field of tested bearing at different 

rotation speed 

 

 

was the lowest. With an increase in rotational speed bearing 

temperature was increased, the temperature of grease 

adhered on outer raceway was also increased, which 

indicated that more grease involves in conduction heat 

transfer. 

 

4. 5. Verification                  In order to verify the validity 

and accuracy of numerical simulation, bearing temperature 

rise was measured on a self-made test rig. In the 

experiment, bearing axial load is 200N, and radial load is 

100N, the tested bearing was started to run from zero 

speed to 9000 rpm, after running for 300 seconds at 9000 

rpm, it was turned off. The measured data and simulation 

data of bearing temperature are shown in Figure 10. It’s 

indicated that the simulation results were in good 

agreement with the experimental results, the residual error 

was below 8%, and the maximum residual error happened 

after bearing stop rotating. When bearing stops rotating, the 

natural convection of bearing housing plays a dominant 

role in bearing temperature, and the natural convection heat 

transfer coefficients come from experiences, this value 9.7 

W/(m2
K) is not very accurate. This is one reason of 

residual error. The other reason is nonlinear effects of  
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Figure 10. Bearing temperature measurements for the 

validation of numerical simulation 
 

 

bearing temperature rise. Regardless of all these effects, 

numerical simulation showed good validity and accuracy. 
 

 

5. CONCLUSION 
 

The thermal-fluid characteristics of angular contact ball 

bearing lubricated grease was analyzed using thermal-fluid-

solid coupling method. It was concluded that, grease 

distribution inside bearing chamber is very inhomogeneous, 

most of grease was distributed over the both sides of the rolling 

element along outer raceway, grease adhered on the surface of 

rolling elements, cage, and inner ring is very little, which 

becomes more inhomogeneous with the increase of bearing 

speed; grease adhered on the outer ring was in viscous state; 

however, it plays a dominant role in bearing heat transfer, 

convective heat transfer of air and grease was insignificant; 

affected by heat transfer condition the temperature rise of 

bearing components was obviously different, the temperature 

rise of rolling elements was the highest, the temperature of 

inner ring was slightly lower than that of rolling elements; 

outer ring has the lowest temperature.  

The results provide some reference for lubrication design 

and thermal analysis of high-speed angular contact ball 

bearing. The method in the paper is also applicable to the 

analysis of heat-fluid behaviors of oil-air or oil lubricated 

rolling bearings. In this study bearing temperature experiment 

was conducted on self-made test rig and verified the validity 

and accuracy of numerical simulation, grease flow experiment 

can be considered in the future work. 
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Persian Abstract 

 چکیده 
 فراهم می کند. بنابراین لازم است که خصوصیات گرمایی درون یاتاقانهای تولید گریس ویژه این امکان را برای بلبرینگ های ساچمه ای با تماس با زاویه در سرعت و دما بالا

  CFD Fluentبرای یاتاقان ساچمه ای زاویه ای با نرم افزار  ت بالا و روغن کاری شده با گریس را بررسی کنیم. در این مقاله ، یک مدل شبیه سازی  توپی زاویه دار با سرع

و جریان چربی ، انتقال گرما و میدان حرارت در داخل استفاده شد. تحمل چمبر. نتایج نشان داد  یع و گرما برای تجزیه و تحلیل توزیع  ایجاد شد ، از روش اتصال کوپلینگ ما

بسیار کم است ،  گن است ، بیشتر چربی در دو طرف عناصر نورد در امتداد مسیر بیرونی توزیع شده و سرعت جریان آن که ، توزیع گریس در داخل محفظه تحمل بسیار ناهم

ریان آن زیاد بود. توزیع چربی در داخل محفظه تحمل با افزایش سرعت تحمل  فقط کمی چربی روی سطح چسبیده شده است عناصر نورد ، قفس و حلقه داخلی ، سرعت ج

، افزایش دما   می شود. در انتقال انتقال حرارت تحمل غالب بود و گریس نقش اساسی دارد ، همرفت هوا و گریس ناچیز بود. تحت تأثیر شرایط انتقال حرارت ناهمگن تر  

دمای حلقه خارجی پایین ترین است. آزمایش  نورد بالاترین دما را دارند ، دمای حلقه داخلی کمی پایین تر از عناصر نورد است و اجزای تحمل آشکارا متفاوت بود ، نوردهای  

روغنکاری و آنالیز حرارتی    دمای تحمل بر روی دکل آزمایشی خود ساخته انجام شد و اعتبار و صحت شبیه سازی عددی را تأیید کرد. نتایج این مطالعه مرجعی برای طراحی 

 ی کند.یاتاقان های توپ با زاویه تماس با روغن روانکاری شده با گریس فراهم م
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A B S T R A C T  
 

 

The modeling of corneal tissue cutting is essential in developing haptic training simulators and robot-
assisted surgeries.  A finite element model was developed in this study for the ovine corneal cutting 

process and validated with an experimental setup for the first time. The experimental setup forces are 

measured in pre-cutting, cutting, and relaxation phases. The mechanical behavior of corneal incision was 
modeled by the finite element method. A test setup was built to conduct experiments on 32 fresh and 

well-preserved ovine cornea. Force was recorded with the sampling rate of 200 Hz. The tests were 

performed for intraocular pressures from 15 mm-Hg to 18 mm-Hg, and keratome velocities of 1 mm/s 
and 2 mm/s. The finite element model characterized the nonlinear behavior of the ovine corneal tissue. 

In the pre-cutting phase, the force is increased until the instrument tip penetrates. A 12.3% (2 mm/s) and 

19.1% (1 mm/s) reduction in force indicated the onset of the cutting phase after which force remained 
constant. At the relaxation phase, force returned to zero. The cutting force values varied by pressure 

between 0.183N and 0.287 N for 1 mm/s and between 0.211 N and 0.281 N for 2 mm/s of keratome 

velocity, respectively. The finite element simulations show that the maximum force errors predicted by 

the model is 0.042 N for 2 mm/s of keratome velocity. The root mean square of force error between the 

finite element simulations and the experiments is 0.025 N. 

doi: 10.5829/ije.2021.34.05b.27 
 

 
1. INTRODUCTION1 
 
Cataract surgery simulations are useful for training 

surgeons and to administer surgery via teleoperation. 

Finite element method (FEM) can be used to model 

corneal mechanical behavior when subjected to internal 

and external forces [1]. There are a few valuable research 

works in the literature investigating the finite element 

(FE) models of the cornea under various types of loading, 

but the FEM of the corneal cutting procedure during 

cataract surgery is not adequately studied yet. 

Experiments on the corneal tissue can greatly help 

researchers understand the mechanics of deformation and 

rupture during cataract surgery and develop valid FE 

models. In previous studies, a few types of FE models of 

cornea have been presented. Also, there are some 

 

*Corresponding Author Institutional Email: arbabtafti@sru.ac.ir (M. 

Arbabtafti) 

research works on FE models of needle insertion. These 

FE models can be broken down into three main categories 

including corneal surgery, corneal impact, trauma, and 

needle insertion into soft and artificial tissues. FE models 

of corneal surgeries, impacts and trauma are somehow 

comparable to the FE simulation of cataract surgeries. 

However, none of these FE models has addressed cutting 

of the corneal tissue. The most relevant simulations of 

cataract surgery operation are needle insertion 

experiments and FE simulations. 

FE model of refractive surgery and corneal 

deformation has been developed to plan surgical 

procedures and predict corneal mechanical properties. 

The curvature of the corneal surfaces affects its refractive 

power significantly. Refractive surgery is used to 

improve the visual acuity of patients with common 
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refractive illnesses. FEM has been used to analyze 

mechanical properties and corneal curvature before and 

after the refractive surgery [2-9]. Moreover, an FE model 

has been developed for simulating corneal tissue cutting 

by using boundary condition [10]. The FE model has 

been employed to compare and revise nomogram tables 

or graphics used by surgeons to plan surgical procedures 

[11, 12]. In other studies, a 3-D FE model has been used 

to compare the results of small-incision and LASIK 

operations [13]. Additionally, FE simulation has been 

used to correct astigmatism [14]. Moreover, a 3-D FE 

model has been used to study the accommodation 

behavior of crystalline lens after Femtosecond (FS) laser 

treatment [15]. Additionally, a 3-D FE simulation has 

been used to investigate the deformation of cornea during 

tonometry [16]. However, none of these FE models 

concerns the cutting process of the corneal tissue. 

FEM has been employed as a useful and inexpensive 

tool for simulating ocular injuries and bringing solutions 

to reduce eye injuries. In these types of studies, factors 

such as velocity, mass, material, and size of the projectile 

have been taken into account [17-19]. Additionally, FE 

simulation of rupture of corneal tissue due to airbag 

injuries has been developed [20-21]. 

The FE model of needle insertion has been 

developed to determine needle forces during soft tissue 

cutting. Two-dimensional FE model of needle insertion 

has been developed to predict needle deflection, and also 

for steering the needle towards soft tissue in robotic 

systems [22]. FEM can be used for needle–tissue 

interactions by simulating material properties, material 

rupture, large deformation, and boundary conditions 

[23]. A FE simulation with cohesive zone model can be 

used to investigate tip rupture [24-25]. However, a 

cohesive zone algorithm requires a priori needle route. 

FE model has also been used to simulate needle-tissue 

interaction forces with an element deletion-based method 

[26-27]. In these studies, a micro-needle was inserted into 

a 2D and 3D multilayer skin model . 

This paper presents an experimental setup for 

simulating the first step of cataract surgery operation by 

recording cutting force of the ovine corneal tissue for the 

first time. The effect of intra-ocular pressure and 

surgeon’s hand velocity on the incision force was 

investigated. Moreover, a FE simulation of the ovine 

corneal tissue cutting process was developed based on the 

nonlinear behavior of the corneal tissue and it was 

validated experimentally . 

The remaining of the paper is organized as follows. 

In section 2, we describe the experimental setup and the 

FE model. In the results section, we compare the corneal 

experimental results with those of the FE simulations. 

Finally, the paper is concluded by discussing the effect of 

the cutting force and repeatability of the tests. 

 
 

2. MATERIALS AND METHODS 
 
2. 1. Experiments       The experimental setup was 

designed to penetrate the keratome inside the corneal 

tissue and record position, velocity, and force (see Figure 

1). This setup simulates the cataract surgery operation 

with any desired penetration velocity. The setup allows 

adjustment of intraocular pressure, and keratome motion 

velocity during the incision process. The aim was to use 

a keratome to penetrate the soft tissue with a constant 

velocity while monitoring the force of cutting the tissue 

exerted on the keratome during the incision process. 

Other experimental apparatus studies include needle 

insertion of prostate brachytherapy procedures [25, 28], 

needle insertion into an artificial material [29-30], needle 

insertion into agar gel by using three types of copper 

needle with bevel tips [31-32], and needle insertion into 

porcine cardiac tissue [33]. This paper models operation 

of the keratome tool on corneal tissue during cataract 

surgery  . 

The equipment consists of a keratome incision 

instrument, a data-acquisition card, a high-speed 120 

frames per second camera, a linear potentiometer, a load 

cell, and a personal computer. The entire incision 

mechanism stands on a base and fixed with vertical 

 

 

 
Figure 1. The test devices and equipment of cataract surgery 

mechanism 
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supports. A lead screw rotate by using a geared DC motor 

and the change of moving plate position measured by 

potentiometer (Opkon LPT 225 D 5K); also, a one axis 

force sensor (Scaime AR0.2 serial number 001503) fixed 

on moving plate and the keratome was screwed to the 

force sensor. The force sensor was fixed on an aluminum 

plate with one side attached to the anti-backlash nut 

traveling along the lead screw and the other side to a 

guiding shaft with a linear bearing to reduce friction of 

travel. The design and fabrication of the cutting assembly 

ensured that the system was sufficiently rigid. 

Accordingly, the forces recorded by the force sensor were 

those obtained by cutting the tissue alone like real forces, 

acting on the surgeon’s hand during the cataract surgery 

operation . 

To match the recorded values from the test and 

incision procedure, find the meaning of each variation in 

numerical values of the recorded force and tissue 

deformation, a high speed camera system was employed 

during the surgery simulation. The camera was placed 

close to the experimental setup to record scenes of the 

incision and tissue deformations step by step for later 

analysis. This consideration was made for recognition 

and accommodation of the force-time values with the 

steps of corneal tissue incision. 

An experimental test was performed to record 

reaction forces to the surgeon’s hand during the cataract 

surgery and use these forces for evaluating the finite 

element simulation. These forces play a substantial role 

in specifying the pattern of incision and defining the 

failure criteria of the cornea soft tissue. In light of this, 

32 ovine eyes, because of their similarity to human eyes 

[34], and as it is the most practical choice of cataract 

surgery for trainers in wet labs in the Middle East and 

Central Asia [35], were used and prepared for the test 

within 4 hours of post-mortem. Since the experiments 

were implemented on the ex-vivo corneal tissue, the 

preparation procedure of the corneal tissue before the 

experiment helped maintain the properties of the tissue as 

close as to the in-vivo corneal tissue properties. The eyes 

were placed in an eye fixture during the implantation of 

the test, the design of which was inspired from previous 

studies [36], with some changes based on test situation. 

Finally, the test was repeated four times for each 

scenario. The effect of keratome motion velocity and 

intraocular pressure was considered . 

The preceding pictures in Figure 2 present the 

penetration of keratome into the corneal tissue step by 

step. As it is obvious in this figure, the yellow lines show 

the edge of instrument while the red line shows the width 

of cutting . 

 

2. 2. Finite Element Analysis       A validated 

computational model can describe the incision process 

and predict the mechanical behavior of the cornea during 

incision. An FE model provides a quantitative estimation  

 
Figure 2. Keratome penetration into the cornea. A: Initial 

contact. B: deformation. C: initial cutting, D: cutting 

process. E: cutting process. F: complete pass of Keratome 

 

 

of the corneal tissue deformation resistance both before 

and during the incision process. This model iteratively 

solves for the characterizing parameters of the corneal 

soft tissue failure criterion . 

The FE model determines the keratome-tissue 

interaction and the resulting forces applied by the 

surgeon’s hand during operation. A three-dimensional 

FE model of the eye using 81771 linear hexahedral 

elements of type 8-node linear brick, including 2193 

elements with average size of 1mm in region A, 54000 

elements with average size of 0.52mm in region B 

associated with the location of incision, and 390 elements 

with average size of 0.54mm in region C, and also 

keratome with 186 linear hexahedral elements with 

average size of 0.36mm, was developed to simulate the 

first step of cataract surgery operation as shown in Figure 

3. 

 

 
Figure 3. FE model of the eye and the keratome 
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The FE analysis was conducted with the ABAQUS 

finite element software using the VUMAT subroutine. 

The corneal tissue has non-linear behavior and its 

Young’s modulus increases during deformation [34]. A 

constitutive model was used to demonstrate the 

exponential effect of the strain on the material’s stress–

strain behavior as obtained experimentally. In this 

consideration, a non-linear constitutive model was 

adopted from earlier studies [34]: 

( 1)ba e  = −  (1) 

where a is equal to 0.22 MPa and b is dimensionless and 

equal to 32.88. The Young’s modulus is extracted from 

the first derivative of σ with respect to ɛ: 

bd
E abe

d




= =  (2) 

The strain   is replaced by the equivalent strain eq

obtained from the principal strains 1 , 2  and 3 : 

2 2 2
1 2 2 3 3 1

2
( ) ( ) ( )

3
eq      = − + − + −  (3) 

Defining this type of material behavior as the corneal 

tissue, as well as simulating the incision step and cutting 

the cornea is not possible in ABAQUS CAE. We 

developed a user-defined material model (VUMAT) 

FORTRAN subroutine to implement the material 

behavior of the corneal soft tissue and soft tissue cutting. 

For simulating the damage of the soft tissue by keratome 

incision, the explicit solver is more efficient and 

convergence of the solution in the explicit solver is easier 

compared to the implicit solver. In this analysis, a 

modified Johnson-Cook model and an element deletion-

based method were used [17]. The damage behavior was 

implemented into ABAQUS via a VUMAT in 

conjunction with the non-linear elastic model. The 

modified Johnson-Cook model is simplified to the Von 

Misses stress as below: 

A =  (4) 

Which A is a constant value. At the low strain rates 

encountered in the cataract surgery simulation, the effect 

of strain rate, strain hardening, and thermal softening are 

vanished in the modified Johnson-Cook model. To 

implement the material formulation by using vumat 

subroutine of ABAQUS the user must provide, the yield 

stress of corneal tissue from experimental results. 
 
 

3. RESULTS 
 

Experimental results for two keratome velocities, i.e., 

1mm/s and 2 mm/s, were carried out at four intraocular 

pressures ranging between 15 mm-Hg and 18 mm-Hg. 

Figure 4 demenstrates the results of the test when the 

keratome moved at the speed of 1 mm/s. As the 

intraocular pressure increases from 15 mm-Hg to 18 mm-

Hg, force trajectory increases as well. Force increases 

until it reaches a peak at P as shown in Figure 4. This 

corresponds to the deformation of the corneal tissue 

before the incision of the tissue. Quickly after the peak, 

force declines from P to Q as a consequence of 

penetration. At Q, the edges of the keratome are in 

contact with the punched corneal tissue. The keratome 

continues to cut the tissue and push forward from Q to R. 

Consequently, force remains almost constant as time 

passes until the indentation reaches 1.6 mm at R, which 

coincides with the maximum width of keratome (3.2 mm) 

at this point. The soft tissue has been cut open by the full 

width of the keratome at R. From R to S, the keratome 

penetrates more into the cornea rather effortlessly 

through the cornea thickness, while force diminishes 

steadily and ultimately vanishes at T. The general 

behavior of experimental results in our research are 

similar to results of needle insertion into the soft gel in 

previous study [30]. 

Similarly, Figure 5 persents the test results for the 

keratome speed of 2 mm/s. The general behavior of 

Figures 4 and 5 are similar. We observe an 7.7% average 

increase in force when the speed doubled from 1 mm/s to 

2 mm/s. 

 

 
Figure 4. Experimental results for the 1-mm/s velocity with 

different pressure values 

 

 
Figure 5. Experimental test results for the 2-mm/s velocity 

with different pressure values 
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Figure 6 compares incision force at four intraocular 

pressures for both velocities. The experimental results 

show that the keratome velocity does not affect force 

considerably. Also, the amount of force increase due to 

the faster velocity of 2 mm/s is diminished at higher 

intraocular pressures. 

The FE model of the corneal tissue cutting process 

during cataract surgery operation was developed for four 

intraocular pressures between 15 mm-Hg and 18 mm-Hg. 

The keratome velocity was set to 2 mm/s as the most 

common velocity during cornea cutting. Figure 7 shows 

four stages of keratome penetration into the corneal tissue 

for the intraocular pressure of 15 mm-Hg. Force exertion 

on the corneal tissue increases before incision as shown 

 

 
Figure 6. Comparison of the incision force at two keratome 

velocities of 1 mm/s and 2 mm/s 

 

 

 
Figure 7. Von Misses stress during penetration; only half of 

the eye and keratome are drawn because of the eye 

symmertry about the prime meridian plane. A: Force 

exertion on the corneal tissue before incision; B: Keratome 

tip penetration into the corneal tissue; C: Corneal tissue cut 

open by the full width of the keratome; D: Continuation of 

keratome penetration into the cornea without further cutting 

in Figure 7(a). Quickly thereafter the keratome tip 

penetrates into the corneal tissue and the edges of 

keratome remains in contact with the corneal tissue as 

shown in Figure 7(b). The keratome continues to cut open 

the corneal tissue by the full width of the keratome as 

shown in Figure 7(c). The keratome continues to 

penetrate into the cornea without further cutting as shown 

in Figure 7(d). The Von Misses stress of the corneal 

tissue resulting from the keratome penetration is 

expressed in MPa in a legend next to each figure. 

The resultant force on the keratome was calculated by 

ABAQUS and compared with the experimental results. 

Figures 8 presents the FEM results for the 2 mm/s 

velocity of the keratome motion for different intraocular 

pressures. The pattern of PQRST in experimental results 

in Figures 4 and 5 are observed in Figure 8. 

The results of the experiments and the FEM are 

compared for the keratome velocity of 2 mm/s with two 

intraocular pressures of 15 mm-Hg and 18 mm-Hg as 

shown in Figures 9(a) and 9(b). These pressure values are 

chosen because they are the minimum and maximum 

common pressures used during cataract surgery operation 

by most surgeons. The pattern of experimental results 

and FE simulations are similar. Both experimental results 

and FE simulations show that the maximum force in 

Figure 9(b) is 24% bigger than that of in Figure 9(a) 

because of difference in intraocular pressures of 15 mm-

Hg and 18 mm-Hg. Figures 9(c) and 9(d) show the errors 

of the FEM from the experimental results. In Figure 9(c), 

the root mean square and the maximum of the error are 

0.009 N and 0.042 N, respectively. Similarly, in Figure 

9(d), the root mean square and the maximum of the error 

are 0.007 N and 0.021 N, respectively. 

 
 
4. DISCUSSION 
 

A physics-based simulation of cataract surgery operation 

can improve surgical training by increasing the fidelity of 
 

 

 
Figure 8. FEM results for the 2-mm/s velocity with different 

pressure values 
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Figure 9. Experimental and FEM results. A: 15-mm-Hg 

pressure and the 2-mm/s velocity. B: 18-mm-Hg pressure 

and the 2-mm/s velocity. C: FEM difference from the 

experimental results for the 15-mm-Hg pressue and the 2-

mm/s velocity. D: FEM difference from the experimental 

results for the 18-mm-Hg pressue and the 2-mm/s velocity 

haptic simulators. Simulation of corneal tissue cutting 

process is an important part of cataract surgery training, 

but has not been adequately explored in the previous 

studies. For instance, recent studies in the field of 

refractive surgery [3, 4], and also previous studies on 

refractive surgery simulation [2, 37] modeled the 

geometry of corneal tissue before and after the surgical 

procedure without considering the cutting process. 

Similarly, researches in the field of projectile impact and 

trauma finite element simulation [17, 18] focused on the 

results of different parameters of the projectile affecting 

the intensity of injuries. Simulation of airbag injuries [20, 

21] is similar to that of projectile impact injuries as both 

are not focused on the cutting process of the cornea. In 

fact, the mechanism and pattern of rupture in projectile 

and airbag studies are not under control. In other words, 

these studies aimed to predict the effects of different 

impact types on cornea to improve designs by creating a 

better protection. Therefore, the cutting procedure was 

not a key issue in such studies. 

Research works in the field of needle insertion into a 

biological material [25, 33] have shown similar force-

time patterns to the findings of this paper. The differences 

are the experimental setup, the surgical instrument, and 

the material properties of the soft tissue. 
 

 

 
Figure 10. Repeatability of the test results. A: Test results 

for four ovine eyes (pressure of 18 mm-Hg and velocity of 2 

mm/s). B: The difference of each test from the mean of all 

four tests 
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The repeatability of the experiments was investigated 

by four ovine eyes for each test. For example, Figure 

10(a) shows the experimental results for the intraocular 

pressure of 18 mm-Hg and the keratome velocity of 2 

mm/s. Figure 10(b) shows the test errors from the mean 

values. The force-time curves are close to each other with 

the root mean square of 0.013 N, 0.009 N, 0.006 N, and 

0.014N for tests 1 to 4. 

 
 
5. CONCLUSION 
 

We designed and fabricated an experimental setup to 

measure force during the process of corneal tissue cutting 

in cataract surgery operation. We also developed a three-

dimensional FE model for simulating keratome insertion 

into the corneal tissue. We validated this FE model by the 

experimental data at four intraocular pressures with the 

keratome velocity of 2 mm/s. The FE model included 

non-linear properties of the corneal tissue and a modified 

Johnson-Cook model for the cutting behavior during 

cataract surgery operation. The material behavior of this 

corneal tissue model is computationally inexpensive and 

can be used in real-time haptic simulators in order to 

better train surgeons and prepare them for handling 

potential complications of surgery. These simulations 

could also be useful to design better cataract surgery 

instruments. Real-time simulation of corneal cutting 

process by using haptic device is left for future work. 
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Persian Abstract 

 چکیده 
مرحله برش    یساز  ه یشب  یمدل المان محدود برا  کی.  باشدیم  ی جراح  یهاو ربات   یک یهپت  ی آموزش  یسازها ه یمسائل در توسعه شب  نی تریاساس از    ی کی  ه یقرنsبرش    یمدلساز

  ی در مرحله ها  را  روهاین  ،. دستگاه تستاست رفته یپذ صورت  ،شده است ساختهبار  ن ی اول یبرا که دستگاه تست  ک یآن توسط  یشده و اعتبار بخش جادهیچشم گوسفند ا هیقرن

عدد چشم گوسفند   32  یبرش بر رو  یشده است. تست ها  یدر هنگام برش به روش المان محدود مدلساز  هیبافت قرن  یکی . رفتار مکاندینمای م  یریاندازه گ  هیمختلف برش قرن

 15  ی عنی  ه یمختلف قرن  یداخل  یهرتز ثبت شده است. تست در فشارها  200  یبا سرعت داده بردار  رو یکاملا مشابه در بدن موجود زنده مورد تست قرار گرفته اند. ن  ط یدر شرا

  ی چشم گوسفند مدلساز هیبافت قرن یخط  ریانجام شده است. توسط مدل المان محدود رفتار غ هیبر ثان متر یلیم 2و  هیبر ثان متر یل یم 1و سرعت حرکت  وهیج متر یلیم 18تا 

درصد در سرعت    12.3  زان یبه م  ه ی. در لحظه ورود نوک ابزار به داخل بافت قرنابدییم  شیافزا  رو یبرش داخل بافت ن  ار و ورود نوک ابز  هیبرش بافت قرن   ن یشده است. قبل از اول

  ن ی شتریبا ب معادل. بعد از برش کامل که ماند ی م یثابت باق بایتقر رو یو بعد از آن ن ابدی ی کاهش م روین  هیبر ثان  متر  ی لیم 1درصد در سرعت  19.1 زان یو به م هیبر ثان متر یلیم 2

 0.183در بازه    ه یبر ثان  متر   ی لیم  1فشار در سرعت    رات ییبا تغ   هیبرش قرن   یروی. نرودیم  شیشدن پ   دیو به سمت ناپد  شودیمابزار برداشته    یاز رو  رو ین  باشد،یم عرض ابزار  

شده   ینیب  شیپ  یخطا  نهیشیکه ب  دهدیم . مدل المان محدود نشان  باشدیم   رییمتغ   وتنین  0.281تا    وتنین  0.211در بازه    هیبر ثان  متر  یلیم  2و در سرعت    وتنین  0.287تا    وتنین

 ی تجرب  یها  شیالمان محدود صورت گرفته و آزما  یمدلساز  نیمربعات ب  نی انگیجذر م  ی. خطاباشد  یم  0.042برابر با    هیبر ثان  متر  یلیم  2سرعت    یبرا  یمدلساز  نیتوسط ا

 . باشد یم 0.025برابر با  شده انجام
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A B S T R A C T  
 

 

Friction stir spot welding of dissimilar aluminum and copper sheets was investigated in details using 

Taguchi approach in this study. Analysis of variance was conducted to identify the effective parameters 
and their contributions on the mechanical performance. The findings revealed that the outputs followed 

normal distribution. The results indicated that the rotational speed with the contribution of 87.7% was 

the most effective parameter on the maximum tensile force tolerated by the welded samples. Dwell time 
and penetration depth were in second and third ranks from effectiveness viewpoint with the contributions 

of 8.8 and 2.9%, respectively. The results revealed that the maximum tensile force was significantly 

improved with the rotational speed. The maximum tensile force was enhanced by almost 228% by 
increasing the rotational speed from 550 rpm to 1500 rpm. Increasing the dwell time from 10 to 20 s led 

to improve the maximum tensile force by 31%.The sequence of the parameters was as rotational speed, 

dwell time and penetration depth from standpoint of influence on the maximum force according to the 
results of signal to noise ratio analysis. The signal to noise ratio analysis showed that the rotational speed 

of 1500 rpm, the penetration depth of 2.85 mm, and the dwell time of 20 s were the optimum conditions. 

doi: 10.5829/ije.2021.34.05b.28 
 

 
1. INTRODUCTION1 
 
Friction welding is a type of solid-state welding. Heat is 

generated using mechanical friction between two 

workpieces in this process. Rotary friction welding, 

linear friction welding, friction surfacing, and friction stir 

welding (FSW) are the most improtant classes of friction 

welding. FSW is a solid-state bonding process invented 

in 1991 by the British Welding Association used to bond 

metallic and polymeric materials [1]. In this method, the 

base parts are heated by friction  with a non-consumable 

rotational tool and then, are pressed to each other. This 

causes two parts to be joined to each other. The main 

advantage of this method is the non-melting of the work 

pieces and the solid phase bonding. Friction stir spot 

welding (FSSW) is a subset of the FSW with this 

difference that there is no linear motion in this process 

and it is used to make point bonding in thin sheets. 

Several studies have been done on the FSSW process, 
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including the study of the influence of various parameters 

on the mechanical properties of the bonded area. 

Azdast et al. [2] investigated the influence of 

nanoparticle addition and processing parameters on the 

behavior of welds of polycarbonate nanocomposites parts 

using the FSW process. The results showed that the 

amount of nano-alumina powder, rotational speed, and 

transverse speed had the greatest effects on the impact 

strength, respectively. Sun et al. [3] used the FSSW 

process to bond aluminum AA6061 sheet and mild steel 

with a thickness of 2 mm. Bisadi et al. [4] used the FSW 

process to bond aluminum AA5083 and pure copper at 

different rotational and transverse speeds. Ozdemir et al. 

[5] investigated the effect of the penetration depth of the 

tool pin in the FSSW of aluminum 1050 and pure copper. 

Lin et al. [6] investigated the effects of different 

parameters on the FSW of aluminum alloys. Sun et al. [7] 

investigated the mechanical properties of the FSSW 

process of aluminum 1050 and 6061-T6 sheets. 
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Pure copper is a soft, malleable, and ductile metal 

with very high electrical conductivity with applications 

in building construction, power generation and 

transmission and aerospace industry. Aluminum alloys 

with good heat transfer, high strength, ductility and good 

weldability are used in aerospace, railway cars and 

shipbuilding. 

Previous researches have shown that different process 

parameters affect the mechanical properties of the FSSW 

welds. However, a comprehensive study of the effects of 

these parameters on dissimilar metal welding is still 

challenging and needs further study. Therefore, in this 

research work, it is attempted to comprehensively 

investigate the main and interaction effects of the 

processing parameters on the mechanical properties of 

aluminum and copper dissimilar welds using Taguchi 

method. The contributions of different parameters on the 

mechanical performance of the welded samples are 

recognized using the analysis of variance. Furthermore, 

the optimization of the process conditions to achieve the 

maximum mechanical properties is investigated using the 

signal to noise ratio analysis of Taguchi approach. 

 

 

2. MATERIALS AND METHODS 
 
Industrial grade of aluminum sheets with the thickness of 

2 mm and copper sheets with the thickness of 1 mm were 

purchased. The sheets were cut to 50×100 mm sheets. 

Alloying elements are shown in Table 1. 

The copper sheets were placed as the upper layer and 

the aluminum sheets were positioned as the lower layer. 

The schematic of the sheets layout and their dimensions 

are presented in Figure 1. 

 

 
TABLE 1. Alloying element of materials [8, 9] 

Aluminum 

Al Cu Fe        Mg+Mn+Si+Ti 

99.5 0.05 0.4 0.05 

Copper 

Cu Al Zn Ti Cr+Mg+Pb+Si 

99.86 0.001 0.009 0.0002 0.0014 
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Figure 1. Schematic of sheets layout and their dimensions 

Welding was done at ambient temperature using a 

H13 stainless steel tool with hardness of 52 HRC 

(hardness Rockwell-C). The pin height and diameter  

were 2.6 mm 2.2 mm, respectively. The tool height was 

90 mm and the shoulder diameter was 18 mm. Figure 2 

shows the real picture and schematic of the used tool. 

The welding operations were performed on the 

LUNAN ZX6350 (China) milling machine with the aim 

of an appropriate designed and manufactured fixture. 

The tool was in touch with the copper sheet. The 

rotating tool penetrates the sheets with a specific depth. 

In the following, the tool was held there for an adjusted 

time called dwell time. During welding, a stopwatch was 

used to calculate the time. 

In the present study, the rotational speed, the 

penetration depth, and the dwell time were selected as the 

variable parameters. Each parameter was set at three 

different levels according to the pre-experiments. Table 

2 shows the variable parameters and their levels. 

The rotational speed was set at 550, 950, and 1500 

rpm. The reason for choosing the rotational speed of 1500 

rpm as the highest level of the rotational speed is the 

limitation of the device used for welding. The welds 

performed at the rotational speeds lower than 550 rpm 

were inappropriate due to the insufficient heat produced 

at these rotational speeds. Figure 3 shows a 

representative inappropriate weld performed at the 

rotational speeds lower than 550 rpm. Therefore, the 

rotational speed was set between 550-1500 rpm. 

The levels of the dwell time were considered as 10, 

15, and 20 s. The dwell time was not chosen lower than 

10 seconds because of the incomplete mixing and melting 

of the materials during the welding operation. Also, the 

dwell time selection above 20 seconds caused the 

aluminum side to fracture due to overheating. 

 

 

 
Figure 2. Real picture and schematic of the tool used in the 

present study (all dimensions are in mm) 
 

 
TABLE 2. Variable parameters and their levels 

Parameters Low Middel High 

Rotational speed(rpm) 550 950 1500 

Penetration depth(mm) 2.80 2.85 2.90 

Dwell time(s) 10 15 20 
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Figure 3. Representative inappropriate weld performed at 

rotational speeds lower than 550 rpm 
 

 

Nowadays, design of experiment (DOE) methods 

have a broad range in engineering applications [10-14]. 

Taguchi method is one of the most popular DOE methods 

[15-18]. 

Studying the effect of the input parameters on 

different responses, investigating the contribution of the 

input parameters on the response variables using analysis 

of variance (ANOVA), and optimizing the process using 

the signal to noise ratio (S/N) analysis are different tools 

of Taguchi approach. 

Signal to noise has different formulations with respect 

to various problems. In the present study, the main aim is 

to maximize the tensile properties. Therefore, the “larger-

is-better” state is used as follows in Equation (1) [17]:              

2
1

1 1
/ 10 log

n

i i

S N
n y=

 
= −  

 


 
(1) 

where y is the response variable and n is the number of 

the experiments. 

All the statistical analyzes were performed using 

Minitab-18 software. 

According to the considered parameters and their 

levels, the L9 orthogonal array of Taguchi approach was 

utilized in order to investigate the process as Table 3. 
 

 

TABLE 3. L9 orthogonal array of Taguchi approach utilized in 

the present study 

Trial 
Rotational 

speed (rpm) 

Penetration 

depth (mm) 

Dwell time 

(s) 

T1 550 2.80 10 

T2 550 2.85 15 

T3 550 2.90 20 

T4 950 2.80 15 

T5 950 2.85 20 

T6 950 2.90 10 

T7 1500 2.80 20 

T8 1500 2.85 10 

T9 1500 2.95 15 

The welds were performed according to Table 3. 

The tensile tests were performed using Santam-

ST150 tensile testing machine with a tensile speed of 10 

mm/min. For each trial, at least three specimens were 

tested and the results were reported as mean ± standard 

deviation. 

 

 

3. RESULTS AND DISCUSSION 
 
Figure 4 shows the representative force-extension 

diagrams of nine different welded samples. 

The maximum tensile force tolerated by the welded 

samples was considered as the response variable. Table 4 

indicates the response variable i.e. the maximum tensile 

force tolerated by the welded samples. Also, the standard 

deviations of the measurements are represented in Table 

4. According to the results, the standard deviations were 

desirable and were below 10%. 

Normal probability diagram of the maximum tensile 

force according to the Anderson-Darling method showed 

that the p-value=0.506 was larger than the statistical error 

considered by the Minitab software (0.05), and therefore, 

the distribution of the results was normal. Therefore, the 

analysis of variance could be performed. 

Table 5 shows the analysis of variance of the 

maximum tensile force. The results indicated that the 

rotational speed was the most effective parameter on the 

maximum tensile force. The contribution of the rotational 

speed was 87.7% on the maximum tensile force. The 

dwell time and the penetration depth were in the 
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Figure 4. Representative force-extension diagrams of the 

welded samples 
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TABLE 4. Experimental results 

Trial Maximum tensile force (N) 

T1 924 ± 15 

T2 995 ± 85 

T3 1163 ± 77 

T4 1734 ± 122 

T5 2376 ± 119 

T6 1599 ± 90 

T7 4040 ± 282 

T8 3267 ± 98 

T9 2789 ± 192 

 

 

second and the third ranks from effectiveness viewpoint 

on the maximum tensile force, respectively. The 

contributions of the dwell time and the penetration depth 

on the maximum tensile force were 8.8% and 2.9%, 

respectively. Also, the contribution of the error in this 

model was 0.6%. In other words, the R2 value was 99.4%. 

Therefore, the results had high validity. 

The main effects of the considered parameters on the 

maximum tensile force are depicted in Figure 5. 

 

 
TABLE 5. Analysis of variance results 

Source DF SS MS 
Contribution 

(%) 

Rotational 

speed (rpm) 
2 8371455 4185727 87.7 

Penetration 

depth (mm) 
2 277864 138932 2.9 

Dwell time (s) 2 835803 417901 8.8 

Error 2 58172 29086 0.6 

Total 8 9543294 4185727 100 

 

 

 
Figure 5. Main effect of processing parameters on 

maximum tensile force 

As the results showed, the maximum tensile force was 

improved significantly by the rotational speed. The 

maximum tensile force was increased from 1027 N to 

1903 N by increasing the rotational speed from 550 rpm 

to 950 rpm. In other words, an improvement of 85.3% in 

the maximum tensile force was observed by increasing 

the rotational speed from 550 rpm to 950 rpm. This 

improvement was continued by more increment in the 

rotational speed and the maximum tensile force was 

increased to 3365 N at the rotational speeds of 1500 rpm. 

The maximum tensile force at the rotational speed of 

1500 rpm was improved by 76.8 and 227.7% compared 

to the rotational speeds of 950 rpm and 550 rpm, 

respectively. More heat is generated in higher rotational 

speeds because there are more friction and stirring 

phenomena at higher rotational speeds. Therefore, the 

welded samples had higher mechanical properties at 

higher rotational speeds. The results indicated that the 

maximum tensile force was reduced by increasing the 

penetration depth. This reduction was more considerable 

at the highest level of the penetration depth. A reduction 

of 17.2% (from 2233 N to 1850 N) was observed by 

increasing the penetration depth from 2.80 mm to 2.90 

mm. According to the results, the maximum tensile force 

was enhanced by increasing the dwell time. The 

maximum tensile force was improved by 30.9% (from 

1930 N to 2526 N) by increasing the dwell time from 10 

s to 20 s. 

Figure 6 shows the interaction effect of the rotational 

speed and the penetration depth on the maximum tensile 

force. According to the results, the maximum tensile 

force was enhanced by increasing the rotational speed at 

all penetration depth. However, this enhancement was 

more significant at low penetration depths. The results 

revealed that the maximum tensile force was decreased 

by increasing the penetration depth at the rotational speed 

of 1500 rpm while it was slightly increased by increasing 

the penetration depth at the rotational speed of 550 rpm.  

 

 

 
Figure 6. Interaction effect of rotational speed and 

penetration depth on maximum tensile force 
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There was an optimum penetration depth to achieve the 

highest maximum tensile force at the rotational speed of 

950 rpm. 

The interaction effect of the rotational speed and the 

dwell time on the maximum tensile force is depicted in 

Figure 7. The results showed that the maximum tensile 

force was increased by increasing the rotational speed at 

all dwell times. Also, the maximum tensile force was 

improved by increasing the dwell time at all rotational 

speeds. 

Figure 8 indicates the interaction effect of the 

penetration depth and the dwell time on the maximum 

tensile force. The results showed that the penetration 

depth in which the highest maximum tensile force 

occurred was different at different dwell times. The 

highest maximum tensile force was occurred at the 

penetration depth of 2.85 mm in the dwell time of 10 s, 

at the penetration depth of 2.90 mm in the dwell time of 

15 s, and at the penetration depth of 2.80 mm in the dwell 

time of 20 s. The maximum tensile force is reduced by 

increasing the penetration depth at high level of the dwell 

time. 

The signal to noise ratio analysis was performed to 

recognize the optimum conditions to achieve the highest 

maximum tensile force. Table 6 shows the results of the 

signal to noise ratio analysis. The level with the highest 

signal to noise value is the optimum level. Therefore, the 

optimum conditions were the third level of the rotational 

speed, the second level of the penetration depth, and the 

third level of the dwell time. In other word, the rotational 

speed of 1500 rpm, the penetration depth of 2.85 mm, and 

the dwell time of 20 s were the optimum conditions. 

According to Table 3, these conditions were not one of 

the experiments. Therefore, the prediction tool of 

Taguchi approach was utilized to estimate the maximum 

tensile force at the optimum condition. The results 

showed that the maximum tensile force was 4097 N at 

the optimum condition. 

Another important result of the signal to noise ratio 

analysis is the ranking of the parameters from the  

 

 

 
Figure 7. Interaction effect of rotational speed and dwell 

time on maximum tensile force 

 
Figure 8. Interaction effect of penetration depth and dwell 

time on maximum tensile force 

 

 
TABLE 6. Signal to noise ratio analysis for maximum force 

Level Rotational speed Penetration depth Dwell time 

1 60.19 65.41 64.56 

2 65.46 65.92 64.55 

3 70.44 64.77 66.99 

Delta 10.25 1.15 2.44 

Rank 1 3 2 

 

standpoint of the effectiveness. This ranking is according 

to the delta value. The delta is the difference between the 

highest and the lowest signal to noise values. The results 

revealed that the rotational speed was in the first rank 

followed by the dwell time and the penetration depth. 

According to the results, the ranking of the parameters 

obtained from the signal to noise ratio analysis was in 

agreement with the results of the analysis of variance. 

 

 

4. CONCLUSIONS 
 

Friction stir spot welding of dissimilar sheets of 

aluminum/copper was performed in the present study. 

Rotational speed, penetration depth, and dwell time were 

selected as the variable parameters and maximum tensile 

force was considered as the response parameter. Taguchi 

approach was utilized as the design of experiment 

method to study the process in details. Analysis of 

variance and signal to noise ratio analysis were used to 

recognize the effective parameters and optimize the 

process, respectively. The findings can be summarized as 

follows: 

• Rotational speed was the most effective parameter 

on the maximum tensile force. 

• Dwell time and penetration depth were in the 

second and third ranks from effectiveness 

viewpoint on the maximum tensile force. 

• The maximum tensile force was enhanced with 

increasing the rotational speed. 
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• The maximum tensile force was improved by 

decreasing the penetration depth and increasing the 

dwell time. 

• The optimum condition was the rotational speed of 

1500 rpm, the penetration depth of 2.85 mm, and 

the dwell time of 20 s. 

• The maximum tensile force was increased to 4097 

N at the optimum conditions based on the prediction 

tool of Taguchi approach. 
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Persian Abstract 

 چکیده 
  ی پارامترها   ییشناسا  یبرا  انسیوارآنالیز    .قرار گرفت  یمورد بررس  یبا استفاده از روش تاگوچ،  و مس  ومینیآلوم  ی غیر همجنسورق ها  اصطکاکی اغتشاشی نقطه ای  یجوشکار

بر  پارامتر    نمؤثرتری  درصد،  7/87با سهم    ینشان داد که سرعت چرخش  جینتامقادیر خروجی از توزیع نرمال پیروی نمودند.    .انجام شد  یکیمؤثر و سهم آنها در عملکرد مکان

. های دوم و سوم قرار گرفتنددرصد در رتبه  9/2درصد و    8/8. زمان مکث و عمق نفوذ با درصد مشارکت به ترتیب  جوش داده شده است  ینمونه ها  یکشش  یرویحداکثر ن  روی

دور در   1500به    قهیدور در دق  550سرعت چرخش از    شیبا افزا.  است  افتهیبهبود    یبه طور قابل توجه  یسرعت چرخش  افزایش  با  یکشش  یروینشان داد که حداکثر ن   جینتا

شد. مطابق نتایج    درصد  31ی به میزان  کشش  یروی منجر به بهبود حداکثر ن  هیثان  20به    ه یثان  10از    مکثزمان    شیافزا  است.  افتهی  شافزای  ٪228  با  یتقر  یکشش  یروی حداکثر ن  قهیدق

  ز ی به نو   گنالینسبت س  ل یو تحل  هیتجزآنالیز سیگنال به نویز، ترتیب اثرگذاری پارامترها بر روی حداکثر نیروی کششی بصورت سرعت دورانی، زمان مکث و عمق نفوذ است.  

 .هستند نهیبه طیشرا هیثان 20متر و زمان ساکن  یلیم 85/2، عمق نفوذ  قهیدور در دق 1500نشان داد که سرعت چرخش 
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A B S T R A C T  
 

 

As a typical buffer energy absorbing structure, thin-walled tube filled with foam aluminum has good 

mechanical properties and energy absorption characteristics. Therefore, the axial compression 

performance of square tube and foam aluminum filled square tube was experimentally studied by quasi-
static mechanical loading method. On the basis of the existing experimental research and theoretical 

analysis, the strain rate is introduced into the dynamic compression theory, and the mathematical model 

of the average crushing force of foam aluminum filled square tube under the axial quasi-static and impact 
loads is obtained. By comparing the theoretical results with the simulation results, the error of quasi-

static and impact state is 2.8 and 8%, respectively. The feasibility of the theoretical analysis is verified. 

This paper not only proves that foam aluminum filling can significantly improve the bearing capacity 
and energy absorption performance of square tube structure in the axial compression process, but also 

provides a more specific theoretical basis for the axial compression energy absorption design of square 

tube filled with foam aluminum.  

doi: 10.5829/ije.2021.34.05b.29 
 

 

NOMENCLATURE   

  Density (kg·m-3) 1P  Loads borne by the interaction between foam aluminum and 

metal thin-walled square tubes (MPa) 

 Yield strength (MPa)  Average crushing load of square tube filled with foam 

aluminum under quasi-static axial load (MPa) 

 Average load of single collapse of thin-walled square tube (MPa)  
Average crushing load of square tube under axial impact load 
(MPa) 

f  Platform stress of foam aluminum core bearing alone (MPa)  The strain rate of foam aluminum under quasi-static axial load 

0  Yield stress of thin-walled square tube materials (MPa)  The strain rate of foam aluminum under dynamic impact load 

b The width of the square tube (mm)  
Average crushing load of square tube filled with foam 

aluminum (MPa) 
t The thickness of square tube’s wall (mm) m Strain rate sensitivity coefficient  

C Interaction coefficient between foam aluminum and tube wall L Height of foam aluminum specimen(mm) 

Φ 
The volume fraction of solids contained in the edges of foam 
aluminum cells 

Subscript 

 
The maximum strain value during the deformation of foam 

aluminum  
d Dynamic 

 
1. INTRODUCTION1 
 

Foam aluminum is a new type of structural and functional 

porous material developed rapidly in recent years. It has 

low density, high porosity, closed holes or open holes 

structure characteristics. However, due to the large 

number of holes in the structure of foam aluminum, foam 

 

*Corresponding Author Institutional Email: yangkunwh@163.com (K. 
Yang) 

aluminum is not suitable for use as structural material 

alone. It is usually used as a composite member with 

traditional dense metal, so as to achieve the best 

mechanical properties under certain loads, such as 

compression and bending properties. At the same time, 

foam material hided in closed and dense components can 

play a certain role of corrosion protection. At present, it 

s fmP

mP d
mP

f

d
f

f
d

mP

f
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has been widely used in mechanical, construction, 

aerospace, especially in automobiles [1-3]. 

The sandwich structure consisting of foam aluminum 

core and metal panel generally has the advantages of light 

weight, high specific strength, high specific stiffness and 

good shock absorption. In recent years, domestic and 

foreign scholars have carried out a lot of experiments and 

numerical simulation research on foam aluminum filling 

structure. To overcome the 3D modelling problem of 

closed-cell foams structure, Akhavan et al. [4] present the 

method based on CT-scan and digital optic microscope 

imaging combination. The quasi-static axial compression 

performance of foam aluminum sandwich double tube 

structure was studied by Yu et al. [5] It was found that the 

energy absorption efficiency of the new structure was 

much higher than that of the conventional foam 

aluminum sandwich tube. Zhang [6] carried out the 

crashworthiness optimization model of aluminum alloy 

cone tubes filled with functional density gradient foam 

aluminum under low velocity impact. The research 

shows that the peak load of the strong bonded foam 

aluminum filled cone tube in collision is lower, the load 

change is more stable, and the energy absorption is 

greater than the energy absorption. The torsion test of the 

galvanized steel tube filled with foam aluminum under 

high temperature was carried out by Wang et al. [7], and 

the test results showed that the torsion bearing capacity 

of the galvanized steel filled with foam aluminum 

decreased with the increase of porosity, and increased 

with the increase of steel content and slenderness ratio. 

The conducted quasi-static compression energy 

absorption experiments on foam aluminum filled 

corrugated plate structures by Yan [8,9] et al, and found 

that the compression stress of foam aluminum filled 

corrugated plate was much higher than the sum of the 

compression stress of foam aluminum filled corrugated 

plate and hollow corrugated plate alone, showing an 

obvious coupling enhancement effect. In addition, the 

compression test and numerical simulation of the 

composite structure formed in the void and corrugated 

core of the closed cell foam aluminum filled sandwich 

plate were carried out under low-speed impact. The 

results show that the filling of foam aluminum reduces 

the buckling wavelength, and the plastic energy 

dissipation of the foam-filled core is much higher than 

that of the hollow core. The axial-compressive 

experiment of circular tube filled with foam aluminum 

core was studied by Gilchrist et al. [10], the results 

showed that the tube with the smallest inner diameter and 

the largest foam thickness is more suitable for energy 

absorbing parts. Duarte et al. [11] had studied the 

deformation mode of pipe the filled with foam aluminum. 

During the deformation process, the foam aluminum 

filler restrained the tube wall to buckle inward and made 

the energy absorption process more stable. Kader et al. 

[12] demonstrated the deformation mechanism of foam 

aluminum by using topology optimization for the first 

time, and relate the deformation to the mechanical 

response in the impact process.  

At present many literature has the mechanical 

properties of the foam aluminum is carried on the detailed 

elaboration, but the study of structure of foam aluminum 

filler is relatively small, and most only involves 

numerical simulation research, the foam aluminum filled 

square tube under quasi-static and impact load is the 

average crushing load and energy absorption properties 

of the mathematical model of research are still 

lacking .This paper aims to studied the axial compression 

performance of square tube filled with foam aluminum 

by using experiment and simulation method. Through the 

experiments, the difference of deformation mode, 

bearing capacity and energy absorption efficiency 

between square tube and foam aluminum filled tube are 

analyzed. And the mathematical model of average 

crushing load of foam aluminum filled square tube under 

static and dynamic compression is obtained. In order to 

verify the theoretical analysis results, the theoretical 

calculation results and simulation results are compared 

with the experimental results. The results are to further 

explain the deformation mechanism of the foam 

aluminum filled structure, and it also provides a 

theoretical basis for the design of axial compression 

energy absorption the of square tube filling structure. 

 

 

 

2. EXPERIMENTAL STUDY 
 
2. 1. Sample Preparation           The hollow square tube 

used in this experiment is Q235 low carbon steel cold 

drawn thin-walled square tube, the size is 30×30×80 mm, 

and the wall thickness is 1.2 mm. For the uniaxial 

compression test of square tube specimen, taking into 

account the processing technology level of the laboratory 

and the particularity of the foam aluminum filled square 

tube structure, the cuboid shape of 27×27×80 mm is 

determined by the wire cutting method as a sandwich 

body for filling the empty square pipe. The closed cell 

foam aluminum used for filling thin wall square core is 

produced by melt foaming method from Shenyang 

Dongda advanced material development limited 

company. Its matrix material is ZL102 aluminum alloy, 

with an average pore size of 3 mm~4 mm and a relative 

density of 0.22. The data of material parameters and 

mechanical properties are provided by the manufacturing 

company, as shown in Table 1. The stress-strain curve of 

the closed cell foam aluminum under unaxial quasi-static 

compression is shown in Figure 1. 

The tube wall and the foam aluminum core are 

bonded by epoxy resin. After the epoxy resin has been 

completely cured, a thin-walled square tube filled with 

foam aluminum is prepared, as shown in Figure 2. 
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TABLE 1. Material parameters of closed-cell foam aluminum 

Parameter Value 

Density ρ/kg·m-3 540 

Elastic modulus E/MPa 254 

Poisson's ratio µ 0.33 

Yield strength σs /MPa 8.1 

 

 

 
Figure 1. Compression stress-strain of foam aluminum 

 

 

 
Figure 2. Specimen of compression experiment 

 

 

2. 2. Experimental Equipment and Methods      
SANS-CMT5205 microcomputer controlled electronic 

universal testing machine is used in the experiment. The 

whole experiment process is controlled by 

microcomputer. The load value, displacement value, 

experimental loading speed and experimental curve are 

displayed dynamically in real time. The loading 

displacement curve is recorded automatically. 
During the experiment, there is no special fixture 

(such as clamp), the specimen is placed in the middle of 

the rigid platform, and the pressure plate of the testing 

machine directly loads the end face of the square tube 

specimen. The loading rate is 0.1 mm/s (the strain rate is 

10-2). The loading stops, when the displacement of the 

plate is 55 mm (the total strain is 0.7) or the specimen 

collapse. In order to compare the experimental results, 

the quasi-static compression experiments of hollow 

square tubes and square tubes filled with foam aluminum 

are carried out, the process of text as shown in Figures 4 

and 5. Three repetitions are tested in each case, and the 

average value is taken as the experimental result. 

 

2. 3. Experimental Results and Analysis            The 

axial compression load displacement curves of foam 

aluminum, hollow tube, foam aluminum filled tube and 

foam aluminum + hollow square tube (calculated value) 

is placed in the same coordinate system, as shown in 

Figure 7. 
 
 

 
Figure 3. Quasi-static compression result of thin-walled 

square tube with foam aluminum filler 

 

 

 
Figure 4. Quasi-static compression result of hollow square 

tube 

 

 

 
Figure 5. Comparison of compression test results between 

square and square tubes filled with foam aluminum 
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Combined with Figures 5 and 7, it can be seen that 

when the square tube is compressed, the loading force 

first reaches an initial peak value, then decreases sharply, 

and then fluctuates periodically into a stable bearing area. 

Each load fluctuation on the load displacement curve 

corresponds to the formation and complete flattening of 

a fold. The formation of each fold includes the inner and 

outer folds of the pipe wall, corresponding to the two 

peaks of each fluctuation. After being completely 

flattened, the folds are regularly distributed on both sides 

of the undeformed tube wall. Similarly, we can also find 

out from the analysis of Figures 4 and 7. The fluctuation 

on the load displacement curve of the square tube filled 

with foam aluminum is related to the number and location 

of the fold in the crushing process. Before the upper and 

lower pipe walls which formed the fold contacted with 

each other but were not compacted, the load was reduced 

to the minimum, and it was shown as a trough on the load 

displacement curve. At the same time, the peak load of 

the foam aluminum filled square tube is not obvious 

when it collapsing. When the compressible part of the 

square tube is fully compacted, the bearing capacity of 

the structure increases rapidly. 

By comparing the load-displacement curves of 

foam aluminum filled square tubes and empty square 

tubes, it is known that the equivalent yield strength of 

square tubes filled with foam aluminum increases, and 

the crest, trough and corresponding load and average load 

increase on the compression load displacement curve. In 

the whole crushing process, the compression load is 

much higher than that of the corresponding empty square 

tube under the same compression displacement. From 

Figure 7, the mean load of the empty square tube is only 

17.26KN, while the mean load of the square tube filled 

with foam aluminum is 33.04KN, which is 1.91 times the 

mean load of the empty square tube. At the same time, 

the compression process can also be found that due to the 

filling of foam aluminum, the compression distance of 

the structure is reduced, as shown in Figure 6. 

Due to the filling of the foam aluminum core, the trend 

of the bending of the square tube is restrained. It makes 
 

 

 
Figure 6. Interaction between foam aluminum and tube wall 

 
Figure 7. Finite element model of compression 

 

 

the folds of thin-walled tube shorter and the number 

increased. At the same time, when the tube wall folds into 

the foam aluminum core, the multi-directional extrusion 

of the foam aluminum material increases the plastic 

deformation of the foam aluminum. As a result, the 

bearing capacity and energy absorption capacity of the 

foam aluminum filled tube structure are greatly improved. 

Because the yield stress of the metal tube wall is much 

larger than the yield stress of the foam aluminum, the 

deformation of the aluminum foam core is restricted by 

the wall of the tube, which results in the same 

deformation mode of the aluminum foam core as the fold 

of the tube. This is the contribution of interaction to the 

crushing load, which makes the average crushing load of 

aluminum foam-filled structure increase by 30%, which 

is higher than the sum of the crushing load of thin-walled 

empty square tube structure and foam aluminum filled 

structure. 
 

 

3. QUASI STATIC COMPRESSION PERFORMANCE 
ANALYSIS OF SQUARE TUBE FILLED WITH FOAM 
ALUMINUM  
 
The axial compression load of thin-walled square tubes 

filled with foam aluminum can be divided into three parts: 

the load bearing capacity of the foam aluminum alone, 

the load carrying capacity of the thin-walled hollow tube 

separately, and the load acting on the interaction between 

the foam aluminum and the thin-walled hollow pipe. 

Hanssen et al. [13] through the experimental study of 

the thin-walled square tube filled with foam aluminum 

under axial impact condition, the average load formula of 

the filled structure under quasi-static axial load is 

obtained. 

2
mf m f f 0P P b Cbt  = + +  (1)

 

 

3. 1. Average Crushing Load of Square Tube Under 
Quasi-Static Load            Wierzbicki and Abramowicz 

[14] have studied the collapse process of thin-walled 

square tubes by experiments, and have given the typical 

fold of symmetrical deformation mode. The average load 
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formula of single crushing of thin-walled square tubes 

stated as follows: 

5 1

3 3
m 013.06P t b=  (2) 

u y
0

2

 


+
=  (3) 

For the foam aluminum filled square tubes studied in 

this paper, the material is Q235 low carbon steel square 

tube, its yield strength is 235 MPa, tensile yield strength 

is 380 MPa, and the above values are calculated by 

substitution formula Pm=16.909KN. 

 

3. 2. Average Crushing Load of Foam Aluminum 
under Quasi-static Loading         The ratio of plateau 

stress 
f of closed cell foam aluminum to the yield stress 

s of foam aluminum matrix is: 

3/2

f f f

s s s

0.3 0.4(1 )
  

 
  

   
 + −   

   

 (4) 

By fitting the stress-strain curve of foam aluminum, 

the constitutive relation expression of foam aluminum 

material is obtained: 

( )
( )0

f c

/
0 f c f1 e

b
a



  
 

   




= 
+  

 (5) 

The coefficients of 
0a and 

0b can be obtained by fitting 

the stress-strain curves.
0a = 2.3×105 and

0b =0.06411. By 

integrating Equation (5), the average stress of foam 

aluminum material in the process of 0~ f  strain is: 

( )f f 0 c 0/ /
f f 0 0 f0

f f

1 1
( ) ( )d e e

b b
a b

        
 

= = + −  (6) 

The base material of foam aluminum used in this 

paper is ZL102 aluminum alloy, and its yield strength is 

s =240MPa. The substitution stress (4) can obtain the 

theoretical value of the platform stress of
f =7.340MPa. 

According to the stress-strain curve in Figure 1, 
c  

and 
f   are taken as 0.7 and 0.5, respectively. By 

substituting the parameters into Equation (6), ( )f 

=8.393MPa can be obtained. The theoretical results agree 

well with the platform stress values of 8.1MPa for foam 

aluminum specimens. 

 
3. 3. Interaction between Foam Aluminum Core 
and Tube Wall            Due to the filling of foam 

aluminum, the foam aluminum core provides constraints 

when the tube wall buckled inward. The effective length 

of each plastic fold decreases. The proportion of the tube 

wall bending inward also decreased. This results in a 

higher average load. The contribution of the interaction 

between the foam aluminum core and the metal thin-

walled square tube to the average load is expressed as 

follows: 

1 2 3 4
l 0fP C r t

    =      (7) 

According to the experiment of Hassen and 

Abramowicz [13, 14], when α1=α2=0.5, α3=α4=1, C is a 

dimensionless constant, and the value of C is 5. Therefore, 

Equation (7) can be simplified as: follows: 

l f 05P bt  =  (8) 

The interaction between the foam aluminum core and 

the tube wall can contribute to the average crushing load 

by introducing the relevant data into the formula (8). The 

contribution of the interaction between the foam 

aluminum core and the tube wall is 1P =7.853KN. 

By subbing into Equation (1) the average crushing 

load of the thin-walled square tube under the quasi-static 

axial load obtained through theoretical analysis, the 

platform stress of the foam aluminum material under the 

single load, and the interaction between the foam 

aluminum core and the tube wall, the average crushing 

load of the thin-walled square tube under the quasi-static 

axial load can be obtained: 
2

mf m f f 0

2 616.909 0.03 8.39 10 7.853 32.3157 KN

P P b Cbt  = + + =

+   + =
  

The experimental data are taken into the formula of 

quasi-static compression average crushing load of foam 

aluminum filled square tubes deduced by Hanssen et al. 

[13] The results are compared with the theoretical and 

experimental results. It can be seen that the error between 

the theoretical results and the experimental results is 

smaller and more accurate. The comparison results are 

shown in Table 2.  
 

 

4. DYNAMIC COMPRESSION PERFORMANCE 
ANALYSIS OF SQUARE TUBE FILLED WITH FOAM 
ALUMINUM 
 

Different from the deformation behavior under quasi-

static load, the member is subjected to large impact load 

in a short time, and the whole deformation process is a 

complex nonlinear dynamic response process. It has very 

obvious dynamic characteristics, and the plastic flow 

usually occurs in the collision area of the component. The 

plastic flow deformation of many materials will be 

affected by the strain rate. 
 

4. 1. Collapse Load of Square Tube Under Impact 
Load       Due to the obvious strain rate effect of low 

carbon steel, Cowper-Symonds model is used to consider 

the effect of strain rate on the mechanical properties of  
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TABLE 2. The theoretical calculation results of the average 

crushing load of square tubes filled with foam aluminum are 

compared with the experimental results 

Experimental 

result 

Theoretical 

calculation results 

Compare the 

calculation results 

m
P

/KN 
Relative 

error /% 
m

P
/KN 

Relative 

error /% 

33.04 32.3157 2.2 32.1998 2.6 

 

 

pipe wall materials. Combined with the dynamic yield 

stress formula described by the model and the 

experimental and theoretical analysis results of 

Abramowicz and Jones [15], the average crushing load of 

thin-walled square tube under axial impact load is 

obtained as follows: 

11 5

d 03 3
m 013.06 1 0.33

qV
P b t

bD


 
  

= +   
 

  

 
(9) 

In the above equation D, q are constants, D= 6844s-1, 

q=3.91. Put relevant parameters into Equation (9) to 

calculate the load response of empty square pipe impact 

is 22.068KN. 

 

4. 2. Crushing Load of Foam Aluminum Under 
Impact Loading          For foam aluminum, the yield 

stress under dynamic loading is: 

d
d f
f f

f

m


 


 
=  

 
 

 (10) 

In the formula, 
f is the yield stress of foam aluminum 

under quasi-static axial load; 
f is the strain rate of foam 

aluminum under quasi-static axial load; 
d

f is the strain 

rate of foam aluminum under dynamic impact load, 
0V  is 

strain rate sensitivity coefficient, and the value is 0.039. 

When the impact velocity is 
0V the strain rate of foam 

aluminum under dynamic impact load is: 

d 0f f
f

f 0/

V

T L V L

 



= = =  (11) 

Substituting Equation (12) into Equation (11). 

d 0
f f

f

m
V

L
 



 
=  

 

 (12) 

 

4. 3. Energy Absorption Characteristics of Square 
Tubes Filled with Foam Aluminum under Impact 
Loading             Under the dynamic impact axial 

compression load, the interaction between the foam 

aluminum core and the tube wall has a smaller impact on 

the average load than that of the thin-walled hollow tube 

and the foam aluminum core. Therefore, the effect of 

strain rate on the average load of foam aluminum core 

and tube wall is not considered. Substitute Equations (9) 

and (12) into Equation (1), and the average crushing load 

of foam aluminum filled square tube under dynamic 

impact axial compression load is: 

d f 2 d
mf m f f 0

11 5

03 3
0

2 0
f f 0

f

13.06 1 0.33
q

m

P P b Cbt

V
b t

bD

V
b Cbt

l

  



  


= + +

 
  

= +   
 

  

 
+ + 

 

 

(13) 

By putting relevant parameters into Equation (13), the 

average crushing load of foam aluminum filled square 

tube under impact can be calculated as 39.1KN. 

 

 

5. SIMULATION 
 
In order to further study, the accuracy of theoretical 

analysis, HyperMesh and LS-DYNA finite element 

analysis software were used to simulate the axial 

compression deformation of the structure under impact. 

 

5. 1. Modeling and Meshing         Figure 8 shows the 

finite element model of axial compression. The tube wall 

and foam aluminum are all divided into 2 mm mesh sizes. 

The shell of the thin-walled square tube is made of two 

dimensional Shell163 thin shell element. The thickness 

of the element is 1.2 mm and the shape of the cell is 

quadrilateral. The foam aluminum core is divided into 

three dimensional Solid164 elements, and the cell shape 

is hexahedron. The compression model is divided into 

11760 individual elements, 3360 thin shell elements and 

128 rigid elements. The rate of deformation is an 

important factor in the impact process. It is necessary to 

consider the strain rate effect in the impact simulation 

analysis. So, the Cowper-Symonds model is used as the 

material model for the impact simulation of aluminum 

foam filled square tube structure [16,17]. 
 

 

 
Figure 8. Quasi-static compression load-displacement of 

empty square tube 
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5. 2. Analysis of Compression Simulation Results      
The compression deformation behaviors of empty square 

tube and foam aluminum filled square tube samples 

under quasi-static and impact loads were numerically 

simulated. The results obtained were compared with the 

experimental results and analyzed as follows. 

(1) Compression simulation results and analysis of 

square tube 

Figures 9 and 10 are the numerical analysis results of 

load displacement curve and the simulation results of 

quasi-static compression of hollow square tube. 

The relative error of the three methods is shown in 

Table 3. The results of numerical simulation and 

theoretical calculation are very close to the experimental 

results, which shows that the process and conclusion of 

theoretical analysis of low carbon steel square tube 

structure are consistent. 

(2) Compression simulation results and analysis of 

square tube filled with foam aluminum 
 

 

 
Figure 9. Quasi-static compression simulation results of 

square empty tube 

 

 

 
Figure 10. Dynamic compression load-displacement curve 

of square empty tube 

 

 
TABLE 3. Average crushing load of square empty tube by 

theoretical calculation, numerical simulation and experimental 

Experimental 

result 

Theoretical 

calculation results 

Numerical 

simulation results 

m
P

/KN 
Relative 

error /% 
m

P
/KN 

Relative 

error /% 

17.26 16.909 2.1 17.931 3.9 

Figures 11 and 12 are the comparison of the load 

displacement curves obtained from the quasi-static 

compression simulation analysis of the foam aluminum 

filled square tube with the experimental data and the 

quasi-static compression simulation results of the foam 

aluminum filled square tube. 

By comparing the two curves, it can be seen that the 

initial peak load, average crushing load and the overall 

trend of load displacement curve obtained by simulation 

analysis are close to the experimental data. The average 

crushing load obtained by simulation analysis is 

33.27KN, which is slightly larger than the average 

crushing load obtained by experiment 33.04KN, and the 

error is only 0.7%. It shows that the process and 

conclusion of theoretical analysis of the quasi-static 

compression load of square tube filled with foam 

aluminum are effective. 

The compression load displacement curve of the foam 

aluminum filled square tube under dynamic load is 

shown in Figure 13. 

It can be seen from Figure 13 that the average 

crushing load of the square tube filled with foam 

aluminum under impact loading is 36.22KN, and the 

error between theoretical analysis value 39.1KN and the 

average crushing load theoretical value of foam 

aluminum filled square pipe under impact is 8%. It is 

proved that the theoretical analysis results of the average 

crushing load of foam aluminum filled square tubes are  

 

 

 
Figure 11. Quasi-static compression load-displacement of 

square tube with foam aluminum filler 

 

 

 
Figure 12. Quasi-static simulation results of square tube 

with foam aluminum filler 
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Figure 13. Dynamic compression load-displacement curve 

of square tube filled with foam aluminum 

 

 

available when the dynamic impact axial compression 

load is proved. 
 

 

6. CONCLUSION 
 
(1) The research results show that the filling of foam 

aluminum improves the bearing capacity and energy 

absorption performance of the square tube structure 

during axial crushing process. Not only is the foam 

aluminum core bearing some load, but the interaction 

between the foam aluminum core and the tube wall also 

contributes to the improvement of the load capacity and 

energy absorption.  

(2) The initial peak load and average crushing load of the 

specimen obtained from the simulation analysis are close 

to the experimental data. The simulation results show that 

the average crushing load is 33.27 KN, and the 

experimental results show that the average crushing load 

is 33.04 KN, and the error between them is only 0.7%. 

The calculated average load of quasi-static collapse 

failure is 32.32KN, which is very close to the simulation 

and experimental results. It shows that the process and 

conclusion of theoretical analysis of the quasi-static 

compression load of square tube filled with foam 

aluminum are effective. 

(3) The effect of strain rate on the average crushing load 

of filled square tube is introduced into the theoretical 

analysis of dynamic compression, and the theoretical 

analysis value of dynamic compression is 39.1KN. 

Compared with the average crushing load of 36.22KN, 

the error is 8%. The error between the two is small. It can 

be seen that the formula for calculating the average load 

of axial compression failure of foam aluminum filled 

square tube structure under impact load is correct and 

reliable.  
 
 

7. REFERENCES  
 
1. Wang, S.L., Feng, Y., Xu, Y., Zhang, X.B., Shen, J., "Study on 

longitudinal and transverse compressive mechanical properties of 

aluminum foam filled circular tubes", Journal of Heat Treatment 

of Materials, No. 1, (2007), 9-13+17, DOI: 10.3969/j.issn.1009-

6264.2007.01.003. 

2. Kou, Y. L., Chen, C. Q., Lu, T. J. "Foam aluminum rate dependent 

constitutive model and its application to impact energy absorption 
characteristics of sandwich panels", Journal of Solid Mechanics, 

Vol. 32, No. 3, (2011), 217-227, DOI: 10.19636/j.cnki.cjsm42-

1250/o3.2011.03.001. 

3. Li F. "Study on impact characteristics of a new type of filled 

protective structure based on foam metal materials", Harbin: 

Master Degree Thesis of Harbin Institute of Technology, (2009), 
DOI: 

kns.cnki.net/KCMS/detail/detail.aspx?dbname=CMFD2011&fil

ename=2010064272.nh 

4. Akhavan B., Pourkamali Anaraki A., Malian A., Taraz Jamshidi 

Y., "Micro-structural Deformation Field Analysis of Aluminum 
Foam using Finite Element Method and Digital Image 

Correlation", International Journal of Engineering, 

Transactions A: Basics, Vol. 33, No. 10, (2020), 2065-2078, 

DOI: 10.5829/ije.2020.33.10a.25 

5. Guo, L. W., Yu, J. L., Yang, G. D. "Quasi-static axial 

compression behavior of foam aluminum sandwich tube 
structure". Experimental Mechanics, Vol. 26, No.2, (2011), 181-

189, DOI: CNKI:SUN: Sylx.0.2011-02-012. 

6. Zhang, Y. H., Gan, N. F. "Crashworthiness analysis of foam 
aluminum ed cone tubes by contact strength and induction slot", 

Mechanical Design and Manufacture, No. 4, (2018), 129-132, 

DOI: 10.19356/j.cnki.1001-3997.2018.04.037. 

7. Wang, Z. G., Wang Y., "Torsional behavior of foam aluminum 

filled galvanized steel tube after high temperature", Journal of 

Building Structures, Vol. 39, No. S2, (2018), 155-161. DOI: 

10.14006/j.j ZJGXB. 2018. S2.021. 

8. Yan L.L., Zhao X., Zhao J.B., Li B.C., Zhang Q.C., Lu T. J. 

"Study on the coupling and strengthening mechanism of foam 
aluminum filled corrugated metal plates", Rare Metal Materials 

and Engineering, Vol. 47, No. 2, (2018), 503-508, DOI: 

SUN:COSE.0.2018-02-017. 

9. Yan, L.L., Yu, B., Han, B., Zhang, Q.C., Lu, T.J., Lu, B.H., 

"Effects of foam aluminum filling on the low-velocity impact 

response of sandwich panels with corrugated cores", Journal of 

Sandwich Structures and Materials, Vol. 22, No. 4, (2020), 929-

947, DOI: 10.1177/1099636218776585. 

10. A. Baroutaji, M.D. Gilchrist, D. Smyth, A.G. Olabi. "Analysis 
and optimization of sandwich tubes energy absorbers under lateral 

loading" International Journal of Impact Engineering, No. 82, 

(2015), 74-88, DOI: 10.1016/j.ijimpeng.2015.01.005. 

11. Isabel Duarte, Matej Vesenjak, Lovre Krstulović-Opara, Zoran 

Ren, "Static and dynamic axial crush performance of in-situ foam-

filled tubes", Composite Structures, No. 124, (2015):128-139, 

DOI: 10.1016/j.compstruct.2015.01.014. 

12. M.A. Kader, A.D. Brown, P.J. Hazell, V. Robins, J.P. Escobedo, 

M. Saadatfar, "Geometrical and topological evolution of a closed-
cell aluminium foam subject to drop-weight impact: An X-ray 

tomography study", International Journal of Impact 

Engineering, No. 139, (2020), DOI: 

10.1016/j.ijimpeng.2020.103510. 

13. A.G. Hanssen, M. Langseth, O.S. Hopperstad, "Static and 

dynamic crushing of square aluminium extrusions with 
aluminium foam filler". International Journal of Impact 

Engineering, Vol. 24, No. 5, (2020), 475-507, DOI: 

10.1016/S0734-743X(99)00169-4. 

14. Abramowicz W, Wierzbicki T, "Axial crushing of foam filled 

columns", International Journal of Mechanical Sciences, Vol. 

30, No. 3-4, (1988), 263-271, DOI: 10.1016/0020-

7403(88)90059-8. 

15. Abrmaowiez W, Jones N, "Dynamic progressive buckling of 
circular and square tubes". International Journal of Impact 

https://doi.org/10.3969/j.issn.1009-6264.2007.01.003
https://doi.org/10.3969/j.issn.1009-6264.2007.01.003
https://kns.cnki.net/KCMS/detail/detail.aspx?dbname=CMFD2011&filename=2010064272.nh
https://kns.cnki.net/KCMS/detail/detail.aspx?dbname=CMFD2011&filename=2010064272.nh
https://kns.cnki.net/KCMS/detail/detail.aspx?dbname=CMFD2011&filename=2010064272.nh
https://scholar.cnki.net/home/search?sw=6&sw-input=V.%20Robins
https://scholar.cnki.net/home/search?sw=6&sw-input=J.P.%20Escobedo


1344                                K. Yang et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 05, (May 2021)   1336-1344                                                         

Engeering, Vol. 10, No. 4, (1986), 243-270, DOI: 10.1016/0734-

743X(86)90017-5. 

16. S.V. Panin, D.D. Moiseenko, P.V. Maksimov, A. Vinogradov, 

"Influence of energy dissipation at the interphase boundaries on 
impact fracture behaviour of a plain carbon steel", Theoretical 

and Applied Fracture Mechanics, No. 97, (2017), 478-499, DOI: 

10.1016/j.tafmec.2017.09.010. 

17. Lytvynenko I., Maruschak P., Prentkovskis O., Sorochak A, 
"Modelling Kinetics of Dynamic Crack Propagation in a Gas 

Mains Pipe as Cyclic Random Process", IOP Conference Series: 

Earth and Environmental Science, Vol. 115, No. 1, (2018), 262-

269, DOI: 10.1088/1755-1315/115/1/012047 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Persian Abstract 

 چکیده 
دیواره نازک پر از آلومینیوم فوم دارای خواص مکانیکی خوب و ویژگی های جذب انرژی است. بنابراین ، عملکرد  به عنوان یک ساختار معمولی جذب کننده انرژی بافر ، لوله 

قات مطالعه قرار گرفت. بر اساس تحقی  فشرده سازی محوری لوله مربع و لوله مربع پر از آلومینیوم فوم به طور آزمایشی با استفاده از روش بارگذاری مکانیکی شبه استاتیک مورد

پر از آلومینیوم فوم تحت  تجربی و تجزیه و تحلیل نظری موجود ، نرخ کرنش به تئوری فشرده سازی دینامیکی وارد می شود و مدل ریاضی متوسط نیروی خردایش لوله مربع

است. امکان تجزیه   ٪8و  2.8اتیک و حالت ضربه به ترتیب بارهای شبه استاتیکی و ضربه محوری به دست می آید. با مقایسه نتایج نظری با نتایج شبیه سازی ، خطای شبه است

ملکرد جذب انرژی ساختار لوله مربع  و تحلیل نظری تأیید شده است. این مقاله نه تنها اثبات می کند که پر کردن آلومینیوم فوم می تواند به طور قابل توجهی ظرفیت تحمل و ع

   ه مبانی نظری خاص تری را برای طراحی جذب انرژی فشرده سازی محوری لوله مربع پر از کف آلومینیوم فراهم می کندرا در فرآیند فشرده سازی محوری بهبود بخشد ، بلک
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A B S T R A C T  
 

 

The present study is to carry out a numerical sloshing using smoothed particle hydrodynamics (SPH) in 

the prismatic tank. Sloshing is a violent flow caused by the resonance of fluid in the tank by external 

oscillation. The prismatic tank was used to resemble a membrane LNG type carrier. The sloshing 
experiment was carried out using three pressure sensors, a camera high resolution, and four degrees of 

freedom forced oscillation machine. In this study, a filling ratio of 25% was used to reproduce sloshing 

in a low filling ratio. Only roll motion is used in the numerical simulation. Roll motion is directly 
imposing from the experiment displacement, and a comparison of hydrostatic and dynamic pressure 

was made to validate the SPH result. The time duration of the sloshing is the same as the experiment. 

Single-phase and multiphase SPH are conducted to reproduce sloshing in the prismatic tank. Sloshing 
was done both for the 2D and 3D domain. It shows that SPH has a good agreement with analytical and 

experimental results. The dynamic pressure is similar to an experiment through a spurious pressure 

oscillation exist. The dynamics pressure results show fairly for short time simulation and slightly 

decrease after that. The free surface deformation tendency is similar to experiment. 

doi: 10.5829/ije.2021.34.05b.30 
 

 

NOMENCLATURE 
F Force t Time 

P Pressure  Delta-SPH 

r Position vector ρ Density 

m Mass v Velocity 

h Smoothing length w interpolation kernel 

α Coefficient of artificial viscosity γ Adiabatic index 

 
1. INTRODUCTION1 
 
The sloshing phenomenon is one of the challenging 

event in a liquid carrier such as an LNG ship, tanker, 

and oil truck carrier. Sloshing can define as a resonance 

of fluid inside a tank caused by an external oscillation. 

As sloshing dealing with nonlinear behavior, numerical 

and experiment method is the appropriate approach to 

tackle this problem. Many studies have been carried out 

to overcome sloshing using numerical method both of 

 

*Corresponding Author Institutional Email: 

anditrimulyono@lecturer.undip.ac.id (A. Trimulyono) 

mesh CFD (computational fluid dynamics) and 

meshless CFD. Using an open-source CFD solver 

OpenFOAM [1] dynamic pressure was well-validated 

with the experimental result. Jiang et al. [2] did a 

numerical simulation of the coupling effect between 

ship motion and liquid sloshing under wave conditions. 

The results revealed that sloshing impact loading has no 

significant coupling effect on global ship response. 

Sanapala et al. [3] have used OpenFOAM to simulate 

parametric liquid sloshing with the baffled rectangular 

container to get optimal baffles. The results showed 

optimal baffles were obtained with reference to the 

quiescent free surface. Xu et al. [4] perform sloshing 
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simulation using OpenFOAM to validate the OWC 

model. Xue et al. [5] used a different shape of tank to 

validate impact pressure distribution using OpenFOAM. 

Hu et al. [6] performed numerical sloshing using the 

boundary element method with different shapes of 

tanks. It showed that natural frequency has a 

relationship with the tank shape and empirical formulas 

were proposed by Hu et al. [6]. Sengupta et al. [7]  have 

modeled a drying of MUGA silk using Fluent. It was 

showed mesh-based CFD has been used to overcome 

sloshing or real-life problems. It shows CFD as one of 

the prominent methods in numerical simulation. 

However, to deal with large deformation and violent 

flow mesh-based CFD needs special treatment to track 

free surface position; moreover, it will need a very fine 

mesh to get appropriate accuracy. In contrast, meshless 

CFD has the advantage to overcome large deformation 

and free surface deformation because of nature meshless 

and Lagrangian approach. 

Smoothed particle hydrodynamics (SPH) is one of 

the meshless CFD methods developed for free surface 

flow by Monaghan [8]. Since then there is a lot of 

application of SPH for free surface flow for instance 

sloshing and water waves. Simulation of water waves 

has been sucessfully carried out in a large wave basin 

[9]. The result showed SPH had a good agreement with 

experiment. Using long-duration sloshing Green and 

Peiró has been successfully reproduced sloshing 

phenomena in low-fill and high stretching [10]. The 

hydrodynamics force and water height were well-

captured compare to the analytic solution. However, 

there is no experimental data is used to verify or 

validate the results. This study was also carried out 

using a rectangular tank.  Experimental validation has 

been conducted to reproduce violent sloshing using 

single-phase and two-phase SPH [11]. The results 

revealed that two-phase SPH had a better result than 

single-phase SPH in dynamic pressure and pressure 

evolution. In addition, to reduce pressure oscillation in 

dynamic pressure a low-pass filter technique is used 

[12]. A study was carried out using a large number of 

particles, more than 10 million. Gotoh et al. [13] 

performed a violent sloshing using an enhancement of 

Incompressible SPH in the rectangular tank. The result 

revealed higher order Laplacian SPH has a good 

agreement for pressure field. However, this study is 

presented in 2D with a rectangular tank.  Two-phase 

SPH was carried out to simulate violent sloshing flows 

in a higher density ratio by Yun et al. [14] and it was 

revealed dynamics pressure has good accuracy with 

single-SPH and experiment results although the 

computation domain in 2D with a rectangular tank. 

Hashimoto et al. [15] performed numerical sloshing for 

oil storage using explicit moving particle simulation 

(MPS). This numerical computation was carried out 

using a large number of particles in a single phase. 

Dehghani and Shafiei [16] used SPH for cooling on the 

orthogonal cutting process of Ti-6Al-4V. It showed 

SPH can be used to simulate other fields that are related 

to real-life engineering problems. Simulation of water 

waves was carried out to validate SPH with 

experimental results done by Trimulyono and 

Hashimoto [17, 18].  In this study, SPH was used to 

reproduce of large deformation of water waves using an 

obstacle box. Besides, long-distance propagation is 

validated against experimental data. The results as 

predicted SPH has a good agreement with the 

experiment. Amanifarda et al. [19] used ISPH to 

simulate gravity waves in a short domain to reproduce 

water waves.  Ghalandari et al. [20] did a numerical 

simulation of Squeezed Flow of a Viscoplastic Material. 

It shows SPH has a promising method to apply in 

complex and large deformation problems. Because of 

the merit of the meshless method that particle is 

carrying their own properties and solved using 

Lagrangian approach. 

In the present study, multiphase sloshing simulation 

is carried out using open source SPH solver 

DualSPHysics ver 4.2 [21].  DualSPHysics has 

implemented general computing on graphics processing 

units (GPGPU) technology makes computation faster 

and reliable to simulate a large number of particles. 

Multiphase DualSPHysics has been developed for liquid 

and gases by Mokos et al. [22] with benchmarking cases 

for sloshing flow and dam break. The study itself 

carried out using the 2D domain. The sloshing 

simulation was carried out using the same condition 

with sloshing experiment duration time. The low filling 

ratio was used i.e. 25% filling ratio with one pressure 

sensor is used to validate dynamic pressure. The 

comparison of free surface deformation has made using 

single- and two-phase SPH. In addition, numerical 

computation of 3D two-phase SPH is carried out to take 

into account of air-phase in sloshing. Finally, a 

comparison is made both single- and two-phase with 

experiment results. It was found that SPH has 

acceptable results for both single- and two-phase. Free 

surface deformation is fairly reproduced by SPH both 

single- and two-phase SPH.  
 
 

2. MATERIALS AND METHODS 
 
2. 1. Smoothed Particle Hydrodynamics (SPH)         
Sloshing is one of the challenging events in liquid 

carriers especially for large vehicles such as ships or 

airplanes. Because sloshing is dealing with large 

deformations of fluid inside the tank, meshless CFD has 

merit to apply to this problem. One of the meshless 

CFD is smoothed particle hydrodynamics that was 

developed by Monaghan for free surface flows [8]. SPH 

is a pure Lagrangian method that is based on integral 
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interpolants that describe in detail in references [23]. 

SPH uses an interpolation approach to estimate fluid 

physical properties value and derivatives of a 

continuous field using discrete evaluation point/ 

particle. If there is a function of F(r) in the domain (Ω) 

to evaluate the contribution of the neighbouring particle 

using a kernel function (W) and smoothing length (h). 

Smoothing length is a characteristic length used to 

define the area of influence of the kernel. The integral 

approximation shows by Equation (1) and the particle 

approximation shows in Equation (2) at a particle a 

where is m is a mass, ρ is density and r  is position. 

 
(1) 

 
(2) 

Equation (3) shows a continuity equation with delta-

SPH to suppress density fluctuation. where  is delta-

SPH. Equation (4) is a momentum equation in the 

Lagrangian form in SPH.  is artificial viscosity term 

based on Monaghan's work and v is velocity. r is the 

distance between two particles. Equations (5) and (6) 

are the equation of state in the SPH form for water, and 

air, respectively. γ is polytropic constant and c0 is the 

speed of sound at reference density. where 

 with ρw, ρa, L, and X are initial water 

density, air density, characteristic length of the domain, 

and the constant background pressure. The time step is 

calculated base on the works of Monaghan et al. [24]. 

The experiment condition was based on the work of 

Trimulyono et al. [11]. In this study, only a low filling 

ratio with violent motion was used. The pressure sensor 

was set in the near-free surface for the detailed 

information reported in literature [11]. 

 
(3) 

 
 (4) 

 

 

 
(5) 

 
(6) 

Δtcv = min    
(7) 

Figure 1 depicts the prismatic tank that was used in the 

experiment. It shows pressure sensor location is at a free 

surface in rest condition. The filling ratio is 25 %, where 

this condition is very risky for the filling ratio of the 

tank, especially for a ship in roll motion. 

 

 

3. RESULTS AND DISCUSSION 
 

Sloshing simulation in the prismatic tank has conducted 

in two- and three-dimensional, firstly two-dimension 

numerical simulation conducted. Two-phase SPH is 

more reliable executed in the two-dimensional domain 

because the speed of sound is larger in two-phase SPH 

as a result of the speed of sound in the air. As a 

consequence time-step in two-phase SPH more small as 

defined in Equation (7). This makes computation in 

two-phase SPH very high compare to using single-

phase. However, in the reality almost free surface flow 

is two-phase SPH or multiphase. In this study, 3D 

sloshing of two-phase SPH was carried out to reproduce 

sloshing in a low filling ratio.  

Table 1 shows parameters setup for two-phase SPH 

both for 2D and 3D. Some parameter is changed in 3D 

domain because to compromise computational cost that 

increases caused by two-phase SPH in 3D. It can be 

explained that computation increase drastically by 

interpolation of neighbouring particle and speed of 

sound in the air phase. It can be caused by the speed of 

sound are directly using real numbers but it will 

increase computation time as expressed in Equation (7). 

To get appropriate accuracy and reliable computation 

time, selected speed of sound chosen based on the 2D 

result. Another reason is interpolation for the neighbour 

particle in the 3D domain higher to take into account 

air-phase particle. The total particle for the 2D domain 

is less than 100.000 and more than 1 million for 3D. 

Computation time for two-phase SPH in 3D 

approximately 2 months only for 72 seconds using GPU 

GTX GeForce 1080 ti. On the contrary for single-phase, 

computation time only needs 2 days. It showed 

computation SPH for two-phase flow still high, not 

preferable for a large domain, but this obstacle will 

vanish when a multi-GPU code of DualSPHysics is 

released [25]. Coefh is the coefficient of smoothing 
 

 

 
Figure 1. Prismatic tank with 25% filling ratio [11] 

a 
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length, a different magnitude is used between 2D and 

3D because time computation in 2D is less compare in 

3D. Other parameters such as CFL was used in different 

number because the effect of computation time in 3D is 

very high. Because this reason some parameters are not 

yet optimized for the 3D domain. For the 3D domain, 

the initial particle distance change three times from the 

2D domain, because the total particle will be more than 

10 million using the same particle distance. 

Furthermore, the effect of speed of sound makes 

computation time larger than using single-phase SPH. 

Hydrostatic pressure illustrated in Figure 2 showed 

hydrostatic pressure is well predicted by SPH. The 

accuracy of static pressure depicts from the color 

gradient which is a red color for high pressure located in 

the bottom of the tank both for single-phase and two-

phase SPH. The pressure at the bottom showed 500 Pa, 

moreover, the difference from the analytic solution is 

below 3% compared with the analytical solution. The 

same results reported by Trimulyono et al. [11]. 

Figure 3 shows the comparison of dynamic pressure 

between single-phase SPH with the experiment in the 

two-dimensional domain. In this study, the movement 

of the tank is the same as the experiment condition. 

Simulation time is set for 72 seconds. Three timing time 

of simulation is used to show beginning, mid and edge 

of simulation. Figure 3 shows that there is no phase 

between SPH with experiment. It describes the velocity 

of water as the same both in SPH and experiment. As a 

result, the timing of the pressure sensor in SPH and the 

experiment is the same at time pressure sensor capture 

dynamic pressure. The red line is SPH and the purple 

line is the experiment result. The single-phase SPH 

showed the tendency of dynamic pressure is similar but 

the accuracy is slightly reduced after duration reaches 

55 seconds in the simulation. The toe of dynamics 

pressure is not reproduced by single-phase SPH, the 

graph is flat in SPH but in the experiment, it has a toe. It 

can be explained that air-phase has an effect to dynamic 

pressure after run up and water is moved to the opposite 

wall. This result also consistent to the end of the 

simulation. The pressure fluctuation is very high in time 

simulation 55 to 65 seconds because of density 

fluctuation. this is the nature of weakly compressible 

SPH (WCSPH) because the equation of state is very 

stiff, although delta-SPH has been applied; however, it’s 

only reduced density fluctuation. Incompressible SPH 

(ISPH) is one remedy of this problem that solved the 

equation of state using pressure poission equation 

(PPE), as result computation time increased. 

DualSPHysics was implemented ISPH, but not yet 

released as an open-source package in an online version. 

Figure 4 shows the dynamic pressure between two-

phase SPH with experiment results for the two-

dimensional domain. Two-phase SPH shows a similar 

result with single-phase SPH; however, the accuracy is 

TABEL 1. Parameter setup in numerical simulation 

Parameters 2D 3D 

Kernel function Wendland Wendland 

Time step algorithm Sympletic Sympletic 

Artificial viscosity coeff. α 0.07 0.07 

Speed of sound (water & air) 65 & 478 46 & 200 

Particle spacing (mm) 0.8 2.4 

Coefh 0.95 1.2 

CFL number 0.2 0.3 

Delta-SPH (δφ) 0.1 0.1 

Simulation time (s) 72.0 72.0 

 

 

  

 
Figure 2. Hydrostatic Pressure in 3D domain 
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Figure 3. Comparison of dynamics pressure for single-phase 

SPH in (a) 15-25 s, (b) 35-45 s, (c) 55-65 s 
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much better to compare with single-phase. The toe of 

dynamic pressure in the experiment has successfully 

reproduced using two-phase SPH. It was found that air-

phase has influence on dynamic pressure, as result, the 

toe in dynamic pressure was captured. The accuracy of 

two-phase SPH in the time simulation 55 to 65 seconds 

is better compare to single-phase SPH. The pressure 

noise is less than single-phase SPH. It depicts that air-

phase has a significant effect in the sloshing 

phenomenon, moreover particle resolution is another 

parameter that needs to pay attention to as in the 3D 

domain it will be difficult to use high resolution for two-

phase SPH. 

Figure 5 shows the free surface deformation of water 

inside the tank. One of the merits of using SPH is mesh-

free as a result, large deformation of fluid is easily 

captured by SPH as the nature of SPH does not need a 

special algorithm to capture the free surface position. 

This makes SPH suitable for violent flow such as 

sloshing. Figure 5 reveals two-phase SPH has good 

agreement with the experiment as in the single-phase 

SPH the fluid particle easy to detach from the boundary 

particle. It shows in run-up condition in single-phase 

SPH 

Figure 6 shows a comparison of dynamic pressure 

single-phase SPH in the 3D domain. It shows the 

accuracy slightly decrease in simulation time 55 to 65 
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Figure 4. Comparison of dynamics pressure for two-phase 

SPH in (a) 15-25 s, (b) 35-45 s, (c) 55-65 s 

   

   

   
Figure 5. Comparison of free surface evolution in the 2D 

domain for SPH and experiment. 
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Figure 6. Comparison of dynamics pressure for single-phase 

SPH in 3D at (a) 15-25 s, (b) 35-45 s, (c) 55-65 s 

 

 

second. It can be caused by resolution was changed 

compare to 2D cases. The same phenomena as seen in 

the 2D domain. The toe of dynamic pressure could not 

capture by single-phase SPH, the same results as single-

phase SPH in 2D simulation. Figure 8 depicts two-phase 

SPH in 3D. It showed two-phase SPH in the 3D domain 

is more complicated to handle as the time-step is larger 

and higher computation time. As result, dynamic 

pressure only reliable for short time simulation, after 35 

seconds dynamic pressure showed pressure noise more 

dominant though in this study delta-SPH was used. The 

same result was achieved that is two-phase SPH could 

capture pressure toe as shown in Figure 4. Comparison 
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of free surface deformation of water shown in Figure 8. 

It showed a smooth free surface deformation produced 

by single-phase SPH which is a bit different in 2D 

simulation. It can be caused by the 2D domain particle 

spacing is more dense compare to the 3D domain. Free 

surface deformation of water in two-phase SPH seen as 

there is an air-phase inside the tank cover up water 

particle that is some detail, the run-up in the tank was 

not clearly shown. However, a similar phenomenon was 

captured by SPH. 
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Figure 7. Comparison of dynamics pressure for two-phase 

SPH in 3D at (a) 15-25 s, (b) 35-45 s, (c) 55-65 s 

 

 

 

   

   

   
Figure 8. Comparison of free surface evolution between 

experiment and SPH 

4. CONCLUSION 
 

Single-phase and two-phase SPH of sloshing in the 

prismatic tank was successfully carried out in this study. 

The hydrostatic pressure has a good agreement with the 

analytical solution both for the 2D and 3D computation. 

It was shown that SPH has reasonably reproduced the 

dynamic pressure in the low filling ratio tank. Although 

in single-phase SPH, the toe of dynamic pressure cannot 

capture by SPH; however, multiphase SPH has 

successfully reproduced this phenomenon. It was 

revealed that air-phase has a significant effect on the 

sloshing phenomenon. Furthermore, Three-dimension 

SPH was carried out to reproduce the sloshing 

phenomena. It shows two-phase SPH reasonably 

reproduces dynamics pressure compared to single-phase 

SPH in short duration time simulation, and pressure 

fluctuations become dominant for long-duration 

simulation time. Free surface deformation is well 

captured by SPH, both single-phase or two-phase SPH. 

Moreover, two-phase SPH has a good agreement with 

the experiment result for 2D simulation because of a 

high-resolution particle spacing. The same results are 

shown by multiphase SPH, but accuracy slightly 

decreased for dynamic pressure. It was found to 

reproduce air entrapment in SPH needs a high-

resolution particle spacing. Multiphase SPH in 3D is 

highly computational cost and accuracy tendency 

similar in the 2D domain for regular motion, as results 

for large domain computation multiphase SPH are not 

feasible. Sensitive parameters for sloshing in multiphase 

are needed to carry out future works, especially for the 

3D domain. Future works such as the effect of baffle in 

the prismatic tank can be a candidate to reduce impact 

pressure in this study. 
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Persian Abstract 

 چکیده 
در مخزن منشوری است. اسلشینگ یک جریان شدید است که در اثر تشدید مایع در مخزن   (SPHمقاله حاضر انجام یک برش عددی با استفاده از هیدرودینامیک ذرات صاف )

تفاده از سه سنسور فشار ، یک دوربین با  غشایی استفاده شد. آزمایش برش با اس  LNGدر اثر نوسان خارجی ایجاد می شود. مخزن منشوری برای شبیه سازی یک حامل نوع  

برای تولید مثل شلختگی در نسبت پرکردن کم استفاده شد. فقط حرکت    ٪25وضوح بالا و چهار درجه دستگاه آزادی نوسان مجبور انجام شد. در این مطالعه ، از نسبت پر شدن  

انجام   SPHی آزمایش تحمیل می کند و مقایسه فشار هیدرواستاتیک و دینامیکی برای تأیید نتیجه  رول در شبیه سازی عددی استفاده می شود. حرکت رول مستقیماً از جابجای

  2Dهر دو برای دامنه    Sloshingبرای تولید مثل شل شدن در مخزن منشوری انجام می شود.    SPHشده است. مدت زمان شلیک کردن همان آزمایش است. تک فاز و چند فاز 

توافق خوبی با نتایج تحلیلی و تجربی دارد. فشار دینامیکی مشابه آزمایش از طریق نوسان فشار جعلی است. نتایج فشار دینامیکی    SPHمی دهد که    انجام شد. این نشان   3Dو  

 نسبتاً برای شبیه سازی کوتاه مدت نشان داده می شود و پس از آن اندکی کاهش می یابد. گرایش تغییر شکل سطح آزاد مشابه آزمایش است.
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A B S T R A C T  
 

 

Dissimilar welded joints of AISI 430 and AISI 316L stainless steel were produced by the GMAW process 
using two different shielding gas mixtures composed of 97Ar-3N2 and 80Ar-19He-1O2. The 

microstructure of the heat-affected zone was characterized by optical and scanning electron microscopy, 

and Vickers microhardness measurements were carried out along the cross-section of the specimens. The 
dissimilar welded joints were submitted to immersion corrosion test in a 10%v/v hydrochloric acid 

solution for 24 and 72 hours. Afterward, yields strength, tensile strength, and elongation percentage were 

measured using tensile tests according to ASTM E8 standard. Non-immersed welded joints were used 
for comparison purposes. An analysis of variance was developed to evaluate the influence of immersion 

time and shielding gas mixture on yielding strength and tensile strength. The microstructure 

characterization showed that the heat-affected zone on AISI 430 side was the widest, and it was observed 
a significant presence of acicular ferrite, martensite, and coarsened ferritic grains. In contrast, on the 

heat-affected zone on AISI 316L side was not observed coarsening nor refinement of austenite grains. 

The AISI 430 heat-affected zone showed the maximum hardness values and higher susceptibility to 
corrosion damage. Tensile tests results evidenced that immersion corrosion tests did not change 

significantly ultimate strength in comparison to non-immersed specimens while yielding strength and 

elongation percentage were drastically decreased due to immersion time. According to the p-value, the 
immersion time is the most influencing factor on yielding strength and tensile strength of the dissimilar 

welded joints. 

doi: 10.5829/ije.2021.34.05b.31 

 

 

NOMENCLATURE 

Sy Yield Strength LF-A Fusion line on the austenitic side 

UTS Ultimate Tensile Strength HAZ-F Heat-affected zone on the ferritic side 

ε% Elongation Percentage HAZ-A Heat-affected zone on the austenitic side 

LF-F Fusion line on the ferritic side   
 

1. INTRODUCTION1 
 
Dissimilar welded joints have been extensively employed 

in industrial applications where different combination of 

mechanical, chemical, and physical properties are 

required. Several parts of machinery and devices used in 

pharmaceutical, petrochemical, food processing, and 

mining industries make use of dissimilar welded joints, 

where functional combinations of high tensile strength, 

 

*Corresponding Author Institutional Email: 

jimyunfried@correo.unicordoba.edu.co (J. Unfried-Silgado) 

high corrosion resistance, and cost reductions with 

maximum performance on service are mandatory [1-3].  

Typical metallic dissimilar welded joints in industrial 

applications are composed of carbon steel/stainless steel, 

stainless steel/nickel alloys, cooper alloys/carbon steels, 

aluminum alloys/galvanized steel alloys, among others 

[4-8]. To achieve a balance among chemical 

composition, microstructure, and properties, some 

special welding techniques are used. The most 
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representative techniques for obtaining dissimilar 

welding joints include buttering, using a third metal or a 

filler metal different to base metals, prefilling, among 

others [9-11]. Particularly, dissimilar austenitic/ferritic 

stainless steels welded joints due to the low susceptibility 

of stress corrosion cracking of AISI 430 and the high 

corrosion resistance and weldability of AISI 316L are a 

remarkable choice when these conditions are required 

[12-14]. Rajput el al. [15] indicated that one of the major 

problems ocurring in dissimilar welded joints of 

austenitic/ferritic stainless steels is the hot corrosion 

cracking ocurring on the austenitic side in chloride 

enviroments. Unlike, ferritic stainless steels showed good 

stress corrosion cracking resistance and pitting corrosion 

resistance. Nevertheless, it is widely accepted that ferritic 

stainless steels exhibit less corrosion resistance than 

austenitic stainless steels. Additionally, phase 

transformations of these dissimilar welded joints have 

been extensively investigated. Both ferritic and austenitic 

stainless plates of steels may undergo coarsening and 

refinement of grain at different regions, as well as, 

several phase transformations along the heat-affected 

zone [16-18]. All these metallurgical changes may 

modify the corrosion behavior of welded joints and they 

are functions of several factors, such as the as-received 

condition of base metals, shielding gas mixtures, thermal 

cycling, heat input, temperatures, and cooling rates 

imposed during the welding process. The corrosion 

behavior of stainless steels has been evaluated using 

potentiostatic and potentiodynamic tests [18-20], stress 

corrosion cracking tests (SCC) [21], and in few cases, 

using immersion corrosion tests [22]. Corrosion behavior 

on acid environments of dissimilar welded joints of 

stainless steels [19, 20-22], and tensile and 

microstructural properties of welded joints of different 

grades of austenitic stainless steels [23] have been 

evaluated by several authors. For instance, Maheswara 

and Srinivasa [24] evaluated the pitting corrosion of AISI 

304/AISI 430 dissimilar welded joints exposed to NaOH, 

NaCl, and HCl solutions. It was reported that the fusion 

zone showed higher corrosion damage compared to the 

heat-affected zone due to the higher heat input and the 

chromium depletion at this area during the welding 

process. However, the characterization carried out in 

those works was focused on small regions of the welded 

joints, which makes it difficult to establish correlations 

between corrosion behavior and mechanical properties of 

the entire joint. These relationships are especially 

important to understand the behavior of dissimilar 

welded joints exposed to aggressive acid environments 

during service. These relationships might be achieved 

using design and analysis of experiments such as the 

analysis of variance (ANOVA) [25-26]. In this work, the 

influence of immersion corrosion in hydrochloric acid 

solution on microstructure, corrosion resistance, and 

mechanical properties of AISI 430/AISI 316L dissimilar 

welded joints was assessed, and the effect of process 

parameters and corrosion immersion time on mechanical 

properties was determined using the ANOVA model.  

 

 

2. MATERIALS AND METHODS 
 
2. 1. Materials and welding procedure       
Commercial AISI 430 and AISI 316L stainless steel 

plates were used in this work. Table 1 showed the 

nominal [27] and the measured chemical composition of 

the steels determined by optical emission spectrometry. 

Dissimilar welded joints were fabricated from 

workpieces of 400 x 200 x 3 mm using a square butt joint 

and gas metal arc welding (GMAW) process. Table 2 

shows the process parameters, the shielding gas mixtures, 

and the heat inputs used to obtain two dissimilar welded 

joints referred to from this point on as GA and GB 

specimens.  

The welding processes were carried out in a single 

pass at the flat position with a commercial ER309L rod 

wire as filler metal. Table 3 shows the nominal chemical 

composition of the AWS ER309L electrode [28]. 

 

 

TABLE 1. Nominal [27] and measured chemical composition of the stainless steels. N: Nominal. M: Measured 

Material  Fe C Si Mn Cr Ni Mo S P 

AISI 430 
N Bal. 0.12 max 1.0 max 1.0 max 16.0 – 18.0 0.75 max 0.60 max 0.030 max 0.040 max 

M Bal. 0.019 0.245 0.377 16.07 0.225 0.055 0.03 0.01 

AISI 316L 
N Bal. 0.030 max 0.75 max 2.00 max 16.0 – 18.0 10.0 – 14.0 2.0 – 3.0 0.030 max 0.045 max 

M Bal. 0.027 0.275 1.748 17.08 9.758 1.2 0.01 0.03 

 

 

TABLE 2. Welding process parameters 

Dissimilar welded joints Shielding gases mixture I (A) V (V) Average Heat Input (kJ.cm-1) Welding speed (mm.s-1) 

GA 97Ar - 3N2 130.5 22.5 3.2 5.7 

GB 80Ar - 19He - 1O2 140.5 22.8 2.8 7.3 
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TABLE 3. Nominal chemical composition of the ER309L wire rode electrode [28] 

Element C Cr Ni Mo Mn Si P S Cu 

wt% 0.03 max 23.0 – 25.0 12.0 – 14.0 0.75 max 1.0 – 2.5 0.30 – 0.65 0.03 max 0.03 max 0.75 max 
 
 

2. 2. Microstructure Characterization and 
Hardness Measurements          Cross-section 

specimens with 50 mm length were extracted from the 

steady region of each welded joint and then mounted in 

epoxy resin for microstructure characterization and 

microhardness measurements, as shown in Figure 1. 
Cross-section specimens were ground with emery 

papers and polished with 1 μm alumina particles. The 

microstructure was revealed using aqua regia reagent 

during 15 s according to ASTM E407 standard [29],  and 

subsequently examined by stereoscopic microscopy, 

optical microscopy, and scanning electron microscopy. 

Vickers microhardness measurements before and after 

the corrosion tests were carried out along the cross-

section of specimen length using a 500 g load during 10 

s according to ASTM E384 standard [30], as illustrated 

in Figure 1c. Schaeffler diagram was used to predict 

microstructure of the fusion zone, and subsequently, to 

assess its susceptibility to corrosion damage. Chromium 

and Nickel equivalent was calculated using equations 1 

and 2, employing the chemical composition of the 

electrode, base metals and assuming a 43 % dilution at 

the fusion zone, as suggested in similar works [33-35]. 

 

 

 
Figure 1. (a) Schematic of dissimilar welded joint (b) 

Schematic of cross-section specimen. (c) Microhardness 

measurements profile. (d) Specimen for microhardness 

measurements 

𝐶𝑟𝑒𝑞 =  𝐶𝑟 +  𝑀𝑜 +  1.5𝑆𝑖 +  0.5 𝑁𝑏 (1) 

𝑁𝑖𝑒𝑞 =  𝑁𝑖 +  30𝐶 +  0.5 𝑀𝑛 (2) 

 
2. 3. Tensile and Corrosion Immersion Tests         
Flat tensile specimens according to ASTM E8 standard 

[31] were manufactured from the 3 mm thick dissimilar 

welded joint using a water jet cutter as shown in Figure 

2. The specimens were ground until 600 emery paper and 

the welded joint was perpendicular to the rolling 

direction.  

Corrosion immersion tests were carried out in a 

10%v/v hydrochloric acid solution according to practice 

C of ASTM A262-02 standard [32]. GA and GB 

specimens were completely submerged into the HCl 

solution during 24 and 72 hours at 303 K.The specimens 

were isolated from environmental contaminants, as 

shown in Figure 3. Temperature, humidity, and pH of the 

solution were continuously controlled during the tests. 

Specimens mass was measured before and after the tests 

using a scale with 0.01 mg resolution. 

Tensile tests were carried out in a 300 kN MTS 

Criterion C45.305 universal machine using a testing 

speed of 0.06 mm s-1. Yield Strength (Sy), Ultimate 

Tensile Strength (UTS), and Elongation Percentage (ε%) 

were calculated from stress-strain diagrams. Non 

immersed welded joints, together with AISI 430 and 

AISI 316L stainless steels in the as-received condition 

were used for comparison purposes. The results are the 

average of four random tests performed under the same 

conditions. Furthermore, an analysis of variance 

(ANOVA) was carried out to evaluate the effect of 

immersion time and shielding gas type on Sy and UTS. 

The experiment was conducted at three levels of 

immersion time (0h, 24 h, and 72 h), two levels of 

shielding gas type (97Ar - 3N2 and 80Ar - 19He - 1O2), 

and four replicates for each condition. The effect 

 

 

 
Figure 2. Flat tensile specimens according to ASTM E8 

standard. Dimensions in mm [32] 
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(a) Immersed specimens. 

 
(b) Isolation Chamber 

Figure 3. Immersion corrosion tests setup 

 

 

estimation was carried out using a randomized block 

design, the classical sum of squares - type II, and a 95 % 

confidence interval. 

 

 

3. RESULTS AND DISCUSSION 
 
Figure 4 shows the microstructure of AISI 430 and AISI 

316L stainless steels in the as-received condition.  

Both materials showed ferrite and austenite grains, 

the typical microstructure of ferritic and austenitic 

stainless steels, with an average microhardness of 150 ± 

6 HV1kgf and 158 ± 6 HV1kgf, respectively. 

Considering the hardness, size, and shape of the grains, 

and the twins in AISI 316L microstructure, it is assumed 

that the stainless steels were annealed after cold rolling.  

Figures 5, 6, and 7 show the appearance and 

microstructure characteristics of GA and GB specimens 

in the non-immersed condition and after corrosion 

immersion tests. The welded joints were free of weld 

defects such as cracking and porosity. 

Length and microstructure on HAZ of GA and GB 

specimens were strongly influenced by welding 

 

 
(a)  

 
(b)  

Figure 4. The microstructure of the stainless steels in the as-

received condition, a) AISI 430 and b) AISI 316L. White 

arrows indicate rolling direction. OM 500x 

 
(a)  

 
(b)  

Figure 5. The appearance of GA and GB specimens in the 

(a) non-immersed condition and (b) after corrosion 

immersion tests. The welded joints were free of weld defects 

such as cracking and porosity 

 

 

processes. HAZ-F length on GA specimens was from 3.5 

to 4.5 mm, while on GB specimens were from 2.2 to 2.5 

mm. Likewise, HAZ-A length was in the range from 3.0 

to 3.2 mm, and 2.0 to 2.5 mm on GA and GB specimens, 

respectively. These length differences on HAZ of GA 

and GB specimens are the consequence of welding 

process parameters and thermal conductivity of the 

stainless steels. Heat input was higher in GA specimens, 

therefore, a longer HAZ is expected. Moreover, thermal 

conductivity in ferritic stainless steels is ~ 40 % higher in 

comparison to austenitic stainless steels [36]. Regarding 

microstructure, on HAZ- F was observed coarsening of 

ferrite grains and presence of acicular ferrite and 

Martensite near to LF-F, as shown in Figure 8a. Towards 

to base metal, the HAZ-F microstructure showed a 

gradual grain refinement.  On HAZ – A was not observed 

grain coarsening nor refinement; in fact, elongated grains 

structure produced by cold rolling remained unchanged. 

However, near to LF-A, due to the temperature and 

cooling rates achieved at this region during the welding 

process, the microstructure showed a slightly 

homogeneous austenitic grain size and presence of M23C6 

carbides [16], as can be seen in Figure 8b.  

On the other hand, HAZ of GA and GB specimens 

suffered higher corrosion damage. It was observed pitting 

and intergranular corrosion, mainly at HAZ-F, as shown 

in Figures 6c and 6d, and Figures 7c and 7d (highlighted 

with yellow arrows). Additionally, corrosion damage 

increased with immersion time. It has been reported that 

ferritic stainless steels exhibit lower corrosion resistance 

than austenitic stainless steels under similar conditions, 

[12, 16]. Furthermore, dissolution behavior is fastest on 

AISI 430 than AISI 316 stainless steel in acidic chloride 

solutions with ions dissolution of Fe and Cr in each 

stainless steel, respectively [21]. Due to heterogeneity of 

located corrosion, mass losses after the immersion 

corrosion tests were disregarded in this work. 
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Figure 6. a) Welded joint of GA specimens, b) Non-immersed GA specimen, c) 24 hours immersed GA specimen, and d) 72 hours 

immersed GA specimen. HAZ-F: heat-affected zone on the ferritic side, LF-F: fusion line on the ferritic side, LF-A: fusion line on 

the austenitic side, HAZ-A: heat-affected zone on the austenitic side 
 
 

 
Figure 7. a) Welded joint of GB specimens, b) Non-immersed GB specimen, c) 24 hours immersed GB specimen, and d) 72 hours 

immersed GB specimen. HAZ-F heat-affected zone on the ferritic side, LF-F: fusion line on the ferritic side, LF-A: fusion line on 

the austenitic side, HAZ-A: heat-affected zone on the austenitic side 
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(a) 

 
(b) 

Figure 8. a) Coarsened ferrite grains and presence of acicular ferrite and Martensite on HAZ- F near to LF-F, b) Homogeneous 

austenitic grain size and presence of M23C6 carbides on HAZ- A near to LF-A 

 

 

Figure 9 shows the Vickers microhardness profile 

along the cross-section of GA and GB specimens before 

and after immersion tests. Higher microhardness values 

were registered at the HAZ-F near to LF-F due to 

Martensite formation and the highest microhardness 

values were on GA specimen, as a result of the bigger 

heat input during the welding process. Microhardness 

profiles of GA and GB specimens are quite similar, 

regardless of welding process parameters, moreover, 

after immersion corrosion tests, the microhardness 

profiles showed a slight variation of ~1 % at HAZ in both 

specimens, a fact attributed to microstructure damage 

caused by pitting and intergranular corrosion. Similar 

results have been reported by other researchers [16, 37]. 

Figure 10 illustrates the predicted microstructure of 

the fusion zone corresponding to 43 % of dilution and 

Chromium and nickel equivalent of 22, 3 and 11,8 

respectively. The microstructure of the fusion zone is 

composed of 84 % of austenite and 16 % of ferrite and its 

Creq/Nieq ratio is 1.9, a low and common ratio on 

austenitic stainless steels.  Low Creq/Nieq ratios mean 

low susceptibility to develop welding metallurgical 

defects. Also, the low content of ferrite decreases hot and 

cold cracking, embrittlement, grain growth, and sigma 

phase formation [12,18, 38], consequently, it is expected 

a high corrosion resistance in the fusion zone. It is worth 

mentioning that mechanisms and mode of solidification 

were not considered in this analysis. 

Figure 11 shows Sy, UTS, and ε% of AISI 316L, AISI 

430, and GA and GB specimens before (non-immersed 

condition - NI) and after corrosion immersion. 

Mechanical properties of AISI 316L and AISI 430 

correspond to the annealed condition of these steels, as 

reported in other works [39, 40]. 

UTS of GA and GB specimens in all conditions 

exhibited statistically similar results to those of AISI 430 

in as-received condition despite corrosion damage, 

moreover, the failure of all specimens was in AISI 430 

side, suggesting that the welding process did not modify 

significantly UTS of metal bases, and interesting fact to 

 

 

 
(a) 

 
(b) 

Figure 9. Vickers microhardness profile along the cross-section of welded joints specimens before and after immersion tests. (a) 

GA specimen, and (b) GB specimen 
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Figure 10. Schaeffler diagram illustrating the predicted microstructure of fusion zone corresponding to 43 % of dilution and 

Chromium and nickel equivalent of 22.3 and 11.8 respectively. 309L, 316L, and 430 are corresponding to AISI 309L, AISI 

316L and AISI 430 stainless steels. 

 

 

 
Figure 11. Yield Strength (Sy), Ultimate Tensile Strength (UTS), and Elongation Percentage (ε%) calculated from stress-strain 

diagrams 
 
 

consider for mechanical design. In contrast, Sy and ε% 

decreased with immersion time, particularly the latter at 

72 hours of immersion time. ε% reduction is a 

consequence of Martensite formation and coarsening of 

ferrite grains at HAZ-F, features that deteriorate ductility 

of welded joints [41, 42]. Furthermore, Sy and ε% were 

lower on GB specimens compared to GA specimens, 

which is attributed to heat input differences. Lower heat 

input on GB specimen was accomplished by a 

combination of welding parameters and shielding gas 

mixtures, including oxygen with lower ionization energy 

compared to argon and helium. Consequently, on HAZ-

F of GB specimen, a narrower region containing 

coarsened ferrite grains and Martensite was formed.  As 

shown before, HAZ-F suffered higher corrosion damage. 

Pitting and intergranular corrosion were nucleation sites 

for tensile failure and decreased the effective area of 

specimens, therefore, a reduction in mechanical 

properties is expected. 

ANOVA results for Sy and UTS as a function of 

immersion time and shielding gas type are shown in 

Tables 4 and 5. Independence of variables and 

homoscedasticity were satisfactorily fulfilled. 
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TABLE 4. ANOVA results for Sy - Classical sum of squares – type II 

Source Sum of squares Degree of freedom Mean square F- Values p-value (Prob. > F) 

Model 5738.37 5 1147.67 4.18 0.0155 

X – immersion time 3440.42 2 1720.21 6.27 0.0114 

Y – Shielding gas type 7.20 1 7.20 0.026 0.8736 

XY 2290.75 2 1145.38 4.18 0.0378 

Pure error 3839.66 14 274.26   

Cor. Total 9578.03 19    

 

 

TABLE 5. ANOVA results for UTS - Classical sum of squares – type II 

Source Sum of squares Degree of freedom Mean square F- Values p-value (Prob. > F) 

Model 12145.35 5 2429.07 5.12 0.0071 

X – immersion time 6448.48 2 3224.24 6.79 0.0087 

Y – Shielding gas type 1454.86 1 1454.86 3.07 0.1018 

XY 4242.02 2 2121.01 4.47 0.0315 

Pure error 6643.94 14 474.57   

Cor. Total 18789.30 19    

 

 

According to the ANOVA results, the immersion 

time (X source) and the combination of immersion time 

and shielding gas type (XY source) are the most 

influencing factors on Sy and UTS due to their p-values 

are lower than the probability of error. These results are 

coherent with the Sy reduction of the specimens with the 

augment of immersion time which is shown in Figure 11. 
 

 

4. CONCLUSIONS 
 
Dissimilar welded joints of AISI 430 and AISI 316L 

stainless steels free of weld defects were produced by the 

GMAW process using two different shielding gas 

mixtures. The comclusions can be summarized as 

follows: 

1. Coarsening of ferrite grains and the presence of 

acicular ferrite and martensite were observed on the heat-

affected zone on AISI 430 stainless steel side. In contrast, 

neither refinement nor coarsening of grains were evident 

on the heat-affected zone on AISI 316L stainless steel 

side. 

2. The heat-affected zone on AISI 430 stainless steel side 

suffered higher corrosion damage. It was observed pitting 

and intergranular corrosion and the damage increased 

with immersion time.  

3. UTS of dissimilar welded joint specimens in all 

conditions exhibited statistically similar results to those 

of AISI 430 in the as-received condition, despite 

corrosion damage. However, Sy and ε% decreased with 

immersion time, particularly the latter at 72 h of 

immersion time, due to coarsened ferrite grains, acicular 

ferrite, martensite, and corrosion damage on the heat-

affected zone on AISI 430 stainless steel side.  

4. According to the p-value, the immersion time is the 

most influencing factor on Sy and UTS of the dissimilar 

welded joints. 
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Persian Abstract 

 چکیده

-97Arبا استفاده از دو مخلوط مختلف گاز محافظ متشکل از    GMAWتوسط فرآیند    AISI 316Lو    AISI 430اتصالات جوش داده شده غیر مشابه فولاد ضد زنگ  

3N2    80وAr-19He-1O2  یری های سختی ویکرز  تولید شده است. ریزساختار منطقه تحت تأثیر گرما توسط میکروسکوپ الکترونی نوری و روبشی مشخص شد و اندازه گ

ارسال    (v/v)  ٪10ساعت به آزمایش خوردگی غوطه وری در محلول اسید کلریدریک   72و    24در سطح مقطع نمونه ها انجام شد. اتصالات جوش داده شده غیرمشابه به مدت  

اندازه گیری شد. برای مقایسه از اتصالات    ASTM E8با استاندارد    شد. پس از آن ، استحکام بازده ، مقاومت کششی و درصد کشیدگی با استفاده از آزمون های کششی مطابق

مقاومت و مقاومت در برابر کشش جوشکاری نشده غوطه ور استفاده شد. تجزیه و تحلیل واریانس برای ارزیابی تأثیر زمان غوطه وری و مخلوط گاز محافظ بر مقاومت در برابر  

وسیع ترین بوده و وجود چشمگیر دانه های فریتی ، مارتنزیت و دانه درشت    AISI 430نطقه تحت تأثیر گرما در سمت  ایجاد شد. خصوصیات ریزساختار نشان داد که م

حداکثر   AISI 430درشت و تصفیه دانه های آستنیت مشاهده نشد. منطقه تحت تأثیر گرما  AISI 316Lمشاهده شده است. در مقابل ، در منطقه تحت تأثیر گرما در سمت 

های غیر غوطه وری    سختی و حساسیت بیشتر به آسیب خوردگی را نشان داد. نتایج آزمون های کششی نشان داد که آزمون های خوردگی غوطه وری در مقایسه با نمونهمقادیر  

، زمان غوطه    pی یابد. با توجه به مقدار  مقاومت نهایی به طور قابل توجهی تغییر نمی کند در حالی که به دلیل زمان غوطه وری مقاومت و بازده عملکرد به شدت کاهش م 

 رد.ادوری بیشترین عامل تأثیر در مقاومت در برابر بازده و مقاومت کششی اتصالات جوش داده شده غیر مشابه 
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A B S T R A C T  
 

 

Calorific value, as a key component for fuel quality assessment, directly affects the thermal power plants' 
efficiency. While high-quality coal is consumed as metallurgical coal, low-rank coals are used by coal-

fired power plants. The high moisture content of the thermal coals significantly influences their heating 

values. In this study, the drying performances of the fixed bed and air dense medium fluidized bed 
(ADMFB) dryers were investigated under the superficial air velocity of 15-18 cm/s, inlet air temperature 

of 55-75 ºC, and up to 80 minutes of operation. Low air consumption is an intrinsic characteristic for 
ADMFB, while a low-temperature range for drying air was selected to address the coal-fired power 

plants' waste heat. It was found that an increase in air velocity and temperature favored the drying 

efficiency of both systems (i.e., 18 cm/s and 75 ºC), with the temperature being more effective than the 
air velocity. The ADMFB dryer removed comparatively more moisture than the fixed bed for the shorter 

drying durations. For example, for 10% moisture reduction at 75 °C, the ADMFB dryer needed 5 minutes 

less time than the fixed bed. The fitting quality and goodness of serval well-known thin-layer models for 
describing fluidized bed and ADMFB coal drying kinetics were assessed by several models and 

statistical evaluators, respectively. It was found that the Middilli & Kucuk model best describes the fixed 

bed coal drying (i.e., R2=0.999, RSE=0.001, RMSE=0.008), while the Page model much properly 

simulates the ADMFB coal drying (i.e., R2=0.998, RSE=0.002, RMSE=0.009). 

doi: 10.5829/ije.2021.34.05b.32 
 

 
1. INTRODUCTION1 
 

According to IEA (International Energy Agency), coal is 

the second primary energy source of the world after oil 

and the primary energy source for electricity generation. 

IEA estimated approximately 60% growth for world 

energy demand over the next 30 years, which necessitates 

low-rank coal (LRC) utilization for supporting low-cost 

energy production [1]. Different coal classification 

systems are developed and implemented, according to 

downstream utilization purposes. Four classes of coal 

could be considered according to the ASTM 

classification system, which has been developed based on 

the fixed carbon and gross calorific value on a moist 

basis, i.e., lignite, sub-bituminous, bituminous, and 

anthracite. Lignite coal attributes with the lowest 

calorific heat value (<4600 cal/g) and highest moisture 

 

*Corresponding Author Institutional Email: eazimi@iut.ac.ir (E. 
Azimi) 

content (up to 70%), while anthracite coal has the highest 

calorific heat value (>8300 cal/g) and lowest moisture 

content (<5%) [2, 3].  

However, higher ash and moisture contents and 

comparatively lower heating values are the limiting 

factors for LRCs, despite their lower mining costs, 

abundance, and usually lower sulfur content [4]. 

Therefore, any reduction in moisture and ash content of 

the LRCs could improve their application as the thermal 

coal in coal-fired power plants.  

The lower heating value of the coal, due to high 

moisture content, reduces coal-fired power plant thermal 

efficiency. Such efficiency reduction is a consequence of 

using high-temperature heat (high quality) in the 

boiler/furnace for moisture evaporation before ignition. 

For solid fuels such as thermal coal, it is well proven that 

high moisture content delays coal ignition, creates 
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additional exhaust discharge, causes inappropriate 

combustion, and delays the start of emission of the 

combustible volatile matter [5-9]. The 3-5% increase in 

boiler efficiency due to the elimination of moisture 

before feeding it to the furnace has been reported by 

several researchers [10-13]. Bullinger et al. [10] reported 

even more energy-saving opportunities (up to 50% less 

energy requirement in milling), once 20% or more 

moisture reduction has been achieved. Hu et al. [13] did 

simulate the effect of moisture content on the efficiency 

of the boiler and overall power plant. They showed that, 

in a 1000MW conventional coal-fired power plant, a 20% 

reduction in coal moisture by a fluidized bed dryer would 

result in a 1.43% increase in overall plant efficiency. In 

another study, Liu et al. [12] discussed the effect of pre-

drying on the performance of a hypothetical lignite-based 

coal-fired power plant. They showed that a 10% 

reduction in moisture content due to pre-drying, could 

increase plant efficiency by 1.78%. It is necessary that 

the consumed energy for moisture removal imposes 

minimum costs, therefore, employing waste heat from a 

coal-fired power plant for excess moisture removal could 

be a suitable solution. 

Several drying systems are prevalent in the industry 

for LRC drying. Drying arrangements such as, 

packed/fixed bed dryer, moving bed dryer, fluidized bed 

dryer, assisted fluidized bed dryer (microwave, vibration, 

pulsed, immersed heater), flash dryer, rotary tube/drum 

dryer, microwave dryer …, or the non-evaporative 

methods such as, mechanical, thermal, hydrothermal, and 

solvent dewatering are well discussed in details in 

literature [4, 8, 14-19], with each method merits and 

issues [4, 20-22], such as energy consumption, 

efficiency, heat and mass transfer rates, and 

capital/process expenses. But regardless of the 

implemented method type, improvements in mass and 

heat transfer rates play a significant role in the success of 

the process. It should be addressed that, in evaporative 

methods, the provided heat can just remove freezable 

moisture from the surfaces and pores of particles while 

the carrying phase transfers it out . 

Some inherent properties of the fluidized beds, i.e., 

solid mixing and relatively high heat and mass transfer 

rates between gas and solid phase, are relevant to the fluid 

dynamics of the system [23]. These unique properties 

have made fluidized bed dryers a right choice for LRC 

drying such as Illinois coals [11], Turkish coals [16, 19, 

24], polish coal [25], Indonesian coal [26], Chinese coals 

[5, 27], Victorian brown coal [28-30]. The high capacity, 

maximum gas-solid contact surface, low maintenance 

costs, and rapid moisture transfer between phases 

(shorter drying time), could be entitled as the advantages 

of the fluidized bed coal drying. In contrast, the 

possibility of self-ignition during the drying process, 

higher superficial air velocity requirements, unsuitability 

for irregularly shaped particles, agglomeration of wide 

particle size range feeds in high moisture coals, attrition 

of particles while drying, and channeling could be 

addressed as this methods’ disadvantages [5, 13, 20, 24, 

30]. Jangam et al. [21] have summarized the advantages 

and limitations of different coal drying methods 

thoroughly. According to available references [4, 5, 15, 

20, 30], the effective parameters in favor of performance 

improvement of the fluidized bed coal dryers are air 

temperature, air  velocity and residence time, where bed 

thickness, particle size, and initial moisture content of 

both phases (coal and hot air), have some adverse effect 

on the operation output . 

The air dense medium fluidized bed (ADMFB) idea 

was introduced after the development of the fluidization 

concept. In an ADMFB the upward airflow fluidizes very 

fine particles (i.e., fluidization medium), and 

consequently, the generated suspension creates a pseudo 

fluid with an average density between air and solid 

particles. Any external particle with higher densities than 

the pseudo fluid density sinks in the bed while lighter 

ones remain suspended on the top.  

The ADMFB system has several advantages over the 

conventional packed/fluidized bed coal drying systems 

and highly benefits the overall economy/efficiency of the 

coal-fired power plants. The necessary airflow and 

drying heat could be supplied via the final exhaust flue 

gas from the furnace (waste heat) with no limitations. The 

major difference between an ADMFB and a conventional 

fluidized beds the lower superficial air velocity 

requirements for floating the coarse coal particles (e.g., 

on average, 8 times less for the coal particles studied 

here) due to the much higher average density of the 

created pseudo fluid than the regular hot air. In an 

ADMFB, the coal particles float in a pseudo-fluid instead 

of entirely or partially being lifted by air as it occurs in 

conventional fluidized beds. Therefore, the subsequent 

exhaust gas handling or dust collecting system would be 

even smaller than conventional fluidized beds, which 

would need less energy for gas de-moisturizing and 

particulate matter emission control . 

The heat and mass transfer are high in a fluidized bed, 

where feeding a pre-heated fluidization medium would 

decrease the drying time as the hot medium particles act 

as high energy packs floating in the hot gas. In fact, the 

hotter fluidization medium results in faster and more 

efficient drying with lower residual moisture on the final 

product  . 

Not much of a proper beneficiation or efficient pre-

drying systems are practiced by the power industry yet, 

but it is receiving more and more recognition. 

Elimination of moisture, ash, and harmful components 

from thermal coals (non-metallurgical) even though 

imposes some extra costs, but reduces overall electricity 

generation expenses, energy production carbon footprint, 

as well as expanding mining opportunities for some low-

rank thermal coal deposits (e.g., lignite coals) [31-34]. 
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In this study, the effectiveness of the critical 

parameters on the fixed bed and ADMFB low-

temperature coal drying was studied and compared using 

a thermal coal sample (could be classified as lignite coal). 

The hot air temperature was limited to 75 °C to support 

the idea of the coal-fired power plant waste heat 

utilization for LRC heat value improvement. The drying 

air superficial velocity was selected to be suitable for 

ADMFB operations (enough to fluidize medium 

particles, but not coal particles), therefore for mono-coal 

particles, fixed bed status occurred. It was intended to 

examine if lower air consumption in ADMFB system 

could benefit the drying process or not. Also, the hotness 

of air was limited to lower temperatures (in the range of 

waste heat of power plants), which facilitates faster 

medium heat up and recovery. The kinetics of drying 

phenomena is a key component once conducting process 

performance evaluation, as well as, industrial application 

considerations. Therefore, both systems drying 

capabilities and kinetics were studied and evaluated 

using well-known thin layer kinetics models and were 

compared respectively. 

 

 

2. MATERIALS AND METHODS 
 
2. 1. Coal Sample and Fluidization Medium              
The prepared coal sample was crushed to finer than 13.2 

mm, and after mixing, sub-samples were prepared by 

Jones riffle. The 2 to 4.6 mm size fraction was sieved and 

used in the experiments.  
The proximate analysis of the coal was performed 

following the ASTM D3174, D3175, and D3302 

procedures using a muffle furnace. Samples were dried 

in a vacuum oven for 8 h considering ASTM D-7582 

method, before the proximate analysis. The amount of the 

removed moisture in the vacuum oven was also taken into 

consideration once the total moisture contents for the 

samples were reported. The average moisture content, 

volatile matter, and ash content of the 2-4.6 mm samples 

were determined to be 21.5, 34.5, and 29.6 %, 

respectively. 

Different solids were used as a fluidization medium 

and are reported in literature [35-37]. In this study, the 

silica sand with a density of 2.6 g/cm3 and average 

particle size of 327 µm (the -354, +300 µm particles were 

separated by dry sieving) was used as the fluidization 

medium. The selected fluidization medium (silica sand) 

is classified as Geldart group B [38] particles and has low 

acquisition and preparation costs. In this case, the 

abondance and chemical inertness are the other 

advantages of the silica sand over the other medium types 

employed in ADMFB systems. 

 

2. 2. Experimental Setup And Procedure             The 

inlet airflow rate, and consequently, the superficial air 

velocity, was adjusted by a mass flow controller (with 

Accuracy: ±1%) and the air temperature was adjusted to 

the desired temperature by an inline 2500 Watt electric 

heater. A 150 µm steel screen was used at the bottom of 

the bed to support solid materials as well as to distribute 

airflow uniformly into the bed-chamber. Plexiglas pieces 

(ID of 8 cm) with a maximum height of 60 cm were used 

to form the bed body. Layers of glass wool were used to 

cover pipes, connections, and the bed body to minimize 

heat loss between the air heater and the ADMFB. The 

employed setup is presented in Figure 1 (not including 

the heating system, since it was fully covered in glass 

wool). 
In general, two different types of experiments were 

conducted: packed bed or ADMFB drying experiments. 

During the drying procedure, hot air passed through the 

system to heat up components and apparatus prior to 

adding coal samples and initiating the test. The 

determined hot air temperature was achieved and steady-

state status inside the bed was insured by minimizing the 

temperature difference of thermocouples installed at the 

bottom of the bed, and the second one, 20 cm above it. 

Once a steady-state was reached, an empty bed weight 

(or bed filled with the determined fluidization medium) 

was obtained by a balance (accuracy of ±0.1 g). 

Following the same procedure, the aggregate weight of 

the bed, fluidization medium, and added coal sample 

were measured in the determined time intervals, and then 

moisture loss was calculated considering the fixed and 

variable mass components. For ADMFB coal drying, the 

fluidization medium was also heated up with the bed 

body until reaching a stable temperature, and its weight 

was considered as a part of the bed body during the 

periodic weight measurements as they were dried entirely 

before introducing to the bed.  

Three different drying temperatures, 55, 65, and 75 

°C, were used, and weight loss was tracked for up to 80 
 

 

 
Figure 1. ADMFB filled with silica sand and connected to 

the  mass flow controller (not covered in the wool glass yet) 
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minutes, from the moment a coal sample was added to 

the bed, either fixed or fluidized system. At the end of 

any drying experiment, coal particles were collected or 

separated from the fluidization medium, weighted, and 

sealed to avoid moisture loss/gain. Later ash and 

moisture content of the dried coal samples were 

determined. The weight loss during the drying period was 

calculated considering the initial sample weight, net 

sample weights in time intervals, and final moisture 

content of the dried particles.  

 

2. 3. Kinetics Modelling              The most commonly 

used empirical thin-layer models (examined successfully 

for coal drying) were selected (Table 2) and employed to 

determine the drying kinetics of the moisture removal. 

M0, Mt, MR, Wt, and Wc are the samples’ initial 

moisture content, residual moisture content at time t, 

relative moisture content at relevant time t, wet coal 

sample weight at time t, and dry coal (just solid material) 

weight, respectively. The Mt and MR are obtainable 

through Equations (1) and (2). 

𝑀𝑡 =
𝑊𝑡 −𝑊𝑐

𝑊𝑐

× 100 (1) 

𝑀𝑅 =
𝑀𝑡

𝑀0

 (2) 

The fitting qualities of the selected models were 

evaluated by the standard statistical evaluators such as 

coefficient of determination (R2), residual sum of square 

(RSE, i.e., Equation (3)), and root mean square error 

(RMSE, i.e., Equation (4)) once parameters were 

determined by non-linear regression analysis. The higher 

values of R2, lower values of RSE, and RMSE indicate 

better and consistent model fitting. 
 

 

TABLE 1. Packed bed and ADMFB drying parameters 

Experiment 
Superficial air 

vleocity (cm/s) 

Solid height 

 in bed (cm) 

Set temp. 

(ºC) 

Duration  

(min) 

Fixed bed  15-18 >5 55, 65, 74 Up to 80 

ADMFB  15-18 ~23 55, 65, 74 Up to 80 

 
 

TABLE 2. Thin-layer drying models [39-44]  

Model name Mathematical presentation* 

Newton 𝑀𝑅 = exp(−𝑘𝑡)  

Page 𝑀𝑅 = exp(−𝑘𝑡𝑛)  

Modified Page 𝑀𝑅 = exp(−(𝑘𝑡)𝑛)  

Henderson & Pabis 𝑀𝑅 = 𝑎exp(−𝑘𝑡)  

Wang & Singh 𝑀𝑅 = 1 + 𝑎𝑡 + 𝑏𝑡2  

Logarithmic 𝑀𝑅 = 𝑎 + 𝑏exp(−𝑘𝑡)  

Middilli & Kucuk 𝑀𝑅 = 𝑎 exp(−𝑘𝑡𝑛) + 𝑏𝑡  

* a, b, n, and k are constants 

𝑅𝑆𝐸 = ∑ (𝑀𝑅𝑒𝑥𝑝,𝑖 −𝑀𝑅𝑝𝑟𝑑,𝑖)
2𝑛

𝑖=1   (3) 

𝑅𝑀𝑆𝐸 = √∑ (𝑀𝑅𝑒𝑥𝑝,𝑖 −𝑀𝑅𝑝𝑟𝑑,𝑖)
2𝑛

𝑖=1
𝑛⁄   (4) 

The MRexp,i, MRpre,i, and n are the experimental 

moisture ratio, predicted moisture ratio, and the number 

of the data points used for modelling, respectively.  

 

 

3. RESULTS AND DISCUSSIONS 
 
3. 1. The Effect Of Air Velocity And Temperature           
The effect of an increase in superficial air velocity (at 65 

°C as representative) for fixed and ADMFB coal drying 

is presented in Figures 2a and b, respectively. At first 

glance and as expected, coal drying improves for both 

systems by the increase of air velocity from 15 to 18 

cm/s, since both heat and moisture transfer (from coal 

surface to gaseous phase) rates improve with it. A similar 

increasing trend has been observed for two other 

temperatures and both systems. Also, the gap between 

corresponding points for similar drying times increased 

by increasing air temperature from 55 °C to 75 °C. Once 

drying continues for over 40 to 50 minutes, an increase 

in moisture loss becomes almost negligible (<1%) for the 

fixed bed system, while moisture loss continues to 

increase for ADMFB rather than staying constant. It  

 

 

 

 
Figure 2. The effect of superficial air velocity on coal drying 

at 65 °C, (a) fixed bed, (b) ADMFB 



1366                                     A. Chelongar et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 05, (May 2021)   1362-1370                                            

should be noted that the superficial air velocity at which 

sand particles are fluidized is almost 8 times less than the 

examined coal particles. At the employed air velocities, 

there was almost no bubbling while fluidization status 

was maintained satisfactorily. 

Comparison between the corresponding fixed bed and 

ADMFB drying experiment showed that, for drying 

times lower 20 minutes and at any of the air velocities, 

the moisture reduction happens with faster rates for 

ADMFB drying than fixed bed, and then it gets reverse 

once drying continues for longer times. That was because 

of the heat energy saved in sand particles, enhancing 

faster evaporation of the moister. The final moisture 

reduction after 80 minutes is slightly higher for fixed bed 

than ADMFB . 

As addressed in the literature [5, 20], improvements 

in fluidized bed coal drying would continue up to 2-2.2 

of the coal particles’ Umf (i.e., 2.2-3.65 m/s for the tested 

coal particles [23, 45]). Kim et al. [28] suggested that the 

optimum drying gas velocity is around the Umf of 

particles, and higher velocities would only raise energy 

consumption and elutriation phenomenon. But in this 

study, the air velocity was limited to 0.18 m/s, which is 

almost 30% more than the sand particles’ Umf and far 

less than coal particles’ Umf . 

Figures 3a and 3b show the effect of drying air 

temperature for fixed and ADMFB coal drying, 

respectively, at 15 cm/s air velocity. Generally, the 

drying rate increases in both Figures 3a and 3b, while 

drier coal is obtainable with an increase in air 

temperature, as data have been reported in literature [17, 

46]. Unlike Figure 2a, drying curves do not reach a 

steady-state for fixed-bed once drying prolongs, 

indicating a higher significance of the temperature 

compared to the air velocity  . 

The comparison between Figure 1a and 3b indicate 

that ADMFB reduces moisture faster than the fixed bed 

for shorter drying durations at any hot air temperature. 

For 10% moisture reduction at 55 or 75 °C, drying should 

be continued 25 or 13 minutes within the fixed bed, while 

it takes 22 or 8 minutes once ADMFB has been used. 

Similar to Figure 2b, fixed bed and ADMFB drying 

curves for the corresponding set temperatures, cross each 

other, but at higher drying times. As discussed, drying for 

shorter times yields more moisture removal by the 

ADMFB system (Figure 3b), and an ADMFB is more 

preferred. In the fixed bed, the heat exchange capacity of 

the system is limited and could just be partially used for 

evaporating the moisture off from the coal particles. 

Initially, when coal enters the ADMFB, due to higher 

heat energy saved in the sand particles, heat and 

consequently moisture transfer rates increase 

significantly. After almost 20 minutes and once sand 

particles lost some heat, some of the energy entering the 

bed by hot air would be consumed by sand particles for 

maintaining higher temperatures, rather than moisture 
 

 

at 15 cm/s, (a) fixed bed, (b) ADMFB 

 

 

on the coal particles. That is when drying by ADMFB 

becomes less effective than the fixed bed (almost after 20 

minutes). Such an issue could be solved easily, once 

ADMFB operates continuously, and reheating of the 

fluidization medium occurs while recirculating it back to 

the ADMFB (after separation of the dry coal somewhere 

out of the fluidization chamber) . 

Based on the obtained results, the performance of the 

batch ADMFB drying system is superior to the fixed bed 

system for drying times less than 20-25minutes, but if a 

significant reduction in product moisture is needed, 

employment of a continuous ADMFB dryer would be 

beneficial. In a batch ADMFB system, due to the nature 

of the operation, continuous support of the hot sand to the 

system during the operation is not possible. In a 

continuous operation, it is feasible to inject pre-heated 

sand with the same or even higher temperatures of the 

drying air to the system, while drying carries on in the 

bed-chamber. Fresh hotter sand has higher trapped heat 

energy in it and can improve drying efficiency in shorter 

process times. Auxiliary hot sand can get its energy from 

un-used hot flue gas (waste heat) once a coal-fired plant 

is in the vicinity or even a small preparation furnace. 

 

3. 3. Coal Drying Kinetics               The collected time 

versus moisture loss (in terms of MR) data from both 

ADMFB and the fixed bed was used to study the coal 

drying kinetics and modelling based on the selected thin 

layer models in Table 2. However, modelling efforts 

 
Figure 3. The effect of drying air temperature on coal drying
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showed that the coal drying in fixed bed and ADMFB 

could not be represented by Wang & Singh model [44]. 

Also, the constant value of the Logarithmic model for the 

fixed bed was calculated to be zero. Therefore, the 

Henderson & Pabis model was considered here for coal 

drying modelling. Similarly, Middilli & Kucuk models’ 

constant was also calculated to be zero for all nine 

ADMFB drying experiments and consequently was taken 

out from the comparison list. The average and standard 

deviations (nine experiments for each system) of R2, 

RSE, and RMSE of the models for both fix and ADMFB 

systems, regardless of operating parameter variations, are 

presented in Table 3. 
Based on the goodness, the statistical evaluators, and 

their standard deviations are given in Table 3, the 

Middilli & Kucukand, and then equally, both Page and 

Modified Page models do best represent fixed bed coal 

drying phenomena. For all mentioned models, the 

standard deviations of R2s’ were less than 1% of the 

corresponding R2. The results of the model fitting on any 

individual fixed bed drying data set for the Middilli & 

Kucukand model, as well as model constants (a, b, n, and 

k), are presented in Table 4. 

Figure 4a-b compares the experimental MR vs. 

predicted MR by Middilli & Kucuk model, for different 

air velocities at 65 and 75 °C. In both graphs, excellent 

fitness between experimental and simulated moisture 

ratio is presented. Generally, higher superficial air 

velocity and temperature increase moisture ratio, which 

is clearly presented in Figure 4a as moisture ratio (loss) 

for 18 cm/s is descending more sharply. The 

experimental and simulated moisture ratio curves are 

closer to each other at 75 °C dryings (Figure 4b). 

 

 
TABLE 3. Average (Ave.) and standard deviation (St.D.) of the 

statistical evaluators for ADMFB and fixed bed systems coal 

drying 

Model name  
Fix bed drying ADMFB drying 

R2 RSE RMSE R2 RSE RMSE 

Newton 
Ave. 0.994 0.015 0.030 0.994 0.016 0.031 

St.D. 0.002 0.007 0.008 0.004 0.007 0.007 

Page 
Ave. 0.997 0.005 0.016 0.998 0.002 0.009 

St.D. 0.001 0.002 0.005 0.001 0.002 0.005 

Modified Page 
Ave. 0.997 0.005 0.016 0.998 0.0025 0.009 

St.D. 0.001 0.003 0.005 0.001 0.002 0.005 

Henderson & Pabis 
Ave. 0.994 0.01 0.024 0.991 0.009 0.024 

St.D. 0.002 0.004 0.006 0.005 0.005 0.000 

Middilli & Kucuk 
Ave. 0.999 0.001 0.008 -- -- -- 

St.D. 0.001 0.001 0.002 -- -- -- 

Logarithmic 
Ave. -- -- -- 0.997 0.003 0.014 

St.D. -- -- -- 0.001 0.001 0.003 

TABLE 4. Results of statistical parameters for Middilli & 

Kucuk model fitting and model coefficients 

V (cm/s) T (°C) R2 RSE RMSE a b n k 

15 55 0.998 0.001 0.006 0.993 0.001 1.214 0.008 

16.5 55 0.999 0.001 0.006 0.996 0.001 1.246 0.010 

18 55 0.999 0.000 0.005 0.995 0.001 1.220 0.011 

15 65 0.998 0.002 0.010 0.994 0.001 1.304 0.008 

16.5 65 0.999 0.002 0.010 0.974 0.001 1.352 0.007 

18 65 0.998 0.001 0.007 0.993 0.001 1.323 0.011 

15 75 0.998 0.001 0.008 0.997 0.001 1.351 0.012 

16.5 75 0.998 0.002 0.012 0.990 0.001 1.286 0.015 

18 75 0.999 0.001 0.010 1.009 0.001 1.337 0.014 

 

 

 

Middilli & Kucuk model for fixed bed drying, (a) 65 °C, (b) 

75 °C 

 

 

Reaching almost the highest mass and heat transfer 

capacity could be an interpretation. 

For ADMFB, model, fitting and statistical evaluator’s 

analysis showed that both Page and Modified Page 

models equally describe coal drying precisely, where, 

Logarithmic model stands after them. The standard 

deviations of the modes were calculated and resulted in 

being less than 1%. The results of the model fitting on 

any individual ADMFB drying experiment for the Page 

 
Figure 4. The experimental vs. fitted moisture ratio by 
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model and model constants (n and k) are presented in 

TABLE . For any air temperature setting, k increases by 

the increase of air velocity, and for any certain air 

velocity, k increases with the increase of air temperature. 

In fact, stronger drying condition results in higher k 

values, indicating a direct relationship between k and 

drying force intensity. 

Figures 5a and 5b show the capability of the Page 

model in representing ADMFB coal drying at 65 and 75 

°C and different air velocities. Same as Figure 4 a-c, the 

simulated and experimental results are matching 

acceptably well. At lower drying times, the slopes of the 

curves are higher than the corresponding fixed bed 

curves. Drying was intense for 75 °C compared to the 65 

°C, where curves are closer at a higher temperature than 

two other lower ones (55 °C curves are not included here) 

 
3. 4. Benefits of Drying                The main goal of this 

study was to upgrade LRC for thermal applications. 

Therefore, the higher heating value (HHV) of the head 

coal sample was determined using available correlations 

in the literature [5, 86]. Based on the ultimate analysis 

results, the HHV of the head sample was determined to 

be 19.32 MJ/kg. 

Elimination of moisture (e.g., 10%) due to ADMFB 

drying (8 minutes of drying 75 °C), could increase HHV 

up to 21.45 MJ/kg. Several experimental/simulation 

studies have been conducted on the effect of ash or 

moisture reduction on the performance of coal-based 

power generation plants [14-17]. All emphasized the 

unit/plant efficiency improvements. A 10% reduction in 

moisture content (using ADMFB dryer) could promise 

around a 1.5 % increase in plant efficiency, as discussed 

in literature [16, 17]. 

In a conventional coal-fired power plant, the 

substitution of a 19.32 MJ/kg, feed stream with its 

upgraded product with 21.45 MJ/kg (upgraded using 

furnace waste heat) could increase the available energy 

for the furnace, at least 11%. A lower amount of flue gas  
 

 

TABLE 5. Results of statistical parameters for Page model 

fitting and model coefficients 

V (cm/s) T (°C) R2 RSE RMSE n k 

15 55 0.997 0.001 0.007 0.836 0.032 

16.5 55 0.999 0.000 0.005 0.795 0.037 

18 55 0.998 0.000 0.005 0.842 0.039 

15 65 0.999 0.000 0.005 0.852 0.034 

16.5 65 0.999 0.000 0.004 0.835 0.040 

18 65 0.999 0.001 0.008 0.855 0.041 

15 75 0.999 0.001 0.008 0.863 0.051 

16.5 75 0.996 0.005 0.018 0.816 0.055 

18 75 0.999 0.002 0.010 0.774 0.068 

 

model for ADMFB drying, (a) 65 °C, (b) 75 °C 

 
 

to be dealt with would reduce the size of the flue gas 

treatment operation as well as a possible increase in its 

efficiency. 

 

 

4. CONCLUSION 
 

In this study, the effects of drying air temperature and its 

superficial velocity on a fixed bed and ADMFB coal 

drying were assessed. As LRCs are usually used as 

thermal coal in coal-fired power plants, a low-

temperature range (<75 °C) was selected for drying air. 

Also, the superficial air velocity was selected to be 

suitable for dense medium fluidization (<18 cm/s), thus 

was not enough to fluidize coal particles (at least 8 times 

less than the required velocity to fluidize coal particles). 

After determination of the effects of parameters on both 

systems, simulation of coal drying for fixed ben and 

ADMFB systems were conducted using seven thin-layer 

kinetics models. Valid statistical evaluators were 

determined for model significance assessment. The 

following major conclusions were drawn. 

For both fixed bed and ADMFB systems, moisture 

removal improved by increasing superficial air velocity 

and air temperature. Maximum moister removal was 

achieved at a superficial air velocity of 18 cm/s and 75 

°C (i.e., 25% moisture removal). It should be addressed 

 
Figure 5. Experimental vs. fitted moisture ratio by Page 
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that the temperature was found to be more influential than 

the air velocity.  

ADMFB drying is preferred if a shorter process time 

is favorable. For 10 % moisture reduction, increasing air 

temperature from 55 °C to 75 °C decreases drying time 

by 50 and 62% for fixed bed and ADMFB systems, 

respectively. 

Kinetics studies using thin-layer models showed that 

fixed bed and ADMFB coal drying could be best 

presented by Middilli & Kucuk and Page models, 

respectively. Different statistical evaluators such as R2, 

RSE, and RMSE were employed to determine the models 

fitting goodness. The model coefficients were 

determined for any set of conditions.  
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Persian Abstract 

 چکیده
عموما بعنوان  گ کیفیت بالا  ارزش حرارتی، بعنوان یک مولفه کلیدی در ارزیابی کیفیت سوخت، بطور مستقیم بر روی کارائی نیروگاه های حرارتی تاثیر می گذارد. زغالسن

زغالی می باشد. رطوبت بالای  زغالسنگ متالورژیکی )کک شو( مورد استفاده قرار می گیرد، در حالی که کاربرد عمده زغالسنگ های کیفیت پایین در نیروگاههای تولید برق  

( و بستر سیال  Fixed bedطالعه، عملکرد خشک کننده های بستر ثابت )زغال های حرارتی به شدت بر روی میزان انرژی قابل دستیابی از این مواد تاثیر می گذارد. در این م

درجه سانتیگراد    75- 55سانتی متر بر ثانیه، دمای هوای ورودی    18-15( برای حذف رطوبت زغالسنگ در محدوده پارامتر های عملیاتی، سرعت ظاهری هوا  ADMFBکاذب )

کم هوا از خصوصیات ذاتی بسترهای سیال کاذب می باشد، درحالی که محدوده دمایی پایین برای هوای گرم، با   دقیقه ای مورد بررسی قرار گرفت. مصرف  80در یک بازه  

سانتی متر بر ثانیه، دمای   18توجه به دمای هوای باطله نهایی نیروگاههای حرارتی با سوخت زغال انتخاب شد. نتایج نشان داد که افزایش هر دو عامل )سرعت ظاهری هوا  

شده در زمان    درجه سانتیگراد( منجر به افزایش میزان رطوبت حذف شده گشت، البته تاثیر افزایش دما بارز تر از افزایش دبی هوا بود. میزان رطوبت حذف  75رودی  هوای و

درجه سانتیگراد، خشک کننده بستر سیال کاذب    75ی  رطوبت در دما  10های عملیاتی کوتاه تر برای سیستم بستر سیال کاذب بیشتر از بستر ثابت بود. بعنوان مثال برای کاهش %  

اهش رطوبت به کمک سیستم  دقیقه زمان کمتری نسبت به بستر ثابت نیاز داشت. کیفیت مدلسازی و میزان تطابق مدل های لایه نازک پرکاربرد در توصیف سینتیک فرآیند ک  5

تبر آماری متعددی مورد بررسی و ارزیابی قرار گرفت. دیده شد که فرآیند خشک کردن در بستر ثابت به خوبی های بستر سیال کاذب و بستر ثابت، با استفاده از پارامتر های مع 

(=0.999, RSE=0.001, RMSE=0.0082Rبا استفاده از مدل )Middilli & Kucuk   ( 2 ,0.998=و فرآیند خشک کنی با استفاده از بستر سیال کاذب به خوبیR

RSE=0.002, RMSE=0.009استفاده از مدل  ( باPage .قابل تصیف می باشد 
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A B S T R A C T  
 

 

Kudryavy volcano is the world's only deposit of rare elements in the form of pure rhenium 
mineralization. The development of the field is hampered by numerous factors: high temperatures of 

geothermal fields, strong winds, fumarolic activity, where the use of a drilling and blasting method to 

destroy rocks in a crater can lead to the closure of all fumarole channels, which will lead to the 
accumulation of enormous energy and further eruption. The article describes the existing electrical 

methods for the rock destruction, it was found that the current-voltage characteristic of volcanogenic 

breccia with an increase in the distance between the electrodes more than 50 cm turns into a C-shaped 
dependence, reducing the current strength from 0.85 A to 0.2 A, forming a full breakdown channel. In 

this case, the minimum breakdown strength of the electric field is 0.3±0.1 kV/cm, with an increase in 
this indicator to 3.7 kV/cm, the efficiency of channeling increases to 2%. Around the breakdown 

channel, a new substance is formed with new conductive properties, different from volcanic breccia, 

which prevents the formation of the channel along the old trajectory. 

doi: 10.5829/ije.2021.34.05b.33 
 

 
1. INTRODUCTION1 
 
When evaluating various ways of rocks destruction, it 

can be stated that the development of a volcanogenic 

rhenium deposit in the crater of Kudryavy volcano 

showed the impossibility of using the traditional method 

of drilling and blasting to destroy rocks. This is caused 

by a number of factors, such as high temperature of the 

geothermal fields 300°С, as well as non-interrupting 

fumarolic emissions. 

The use of the electric method allows to destroy 

rocks safely without the risk of overlapping fumarole 

channels in the volcano depth. 

The advantage of electrical approachs is a simple 

working medium supplying electrical energy to the 

rock. The development of these methods began in the 

60s by number of scientists. In this research, the 

development trend analysis of this method was carried 

out, as well as the theories of dielectric breakdown of 
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solids, in particular, the theory of thermal breakdown, 

were worked out, but the behavior of rocks with initial 

thermal stresses was not studied [1-6]. 

Many techniques of crushing rocks electrically 

developed up today [5-10] have not gone beyond 

laboratories; others have successfully passed industrial 

tests and can be recommended for commercial use. 

Destroying rocks by electrical method was 

developed in various directions such as an 

electrothermal approach, an electrodynamic way, and a 

combined technology [1-4]. 

The electrothermal approach was used in the Iron 

Age, as oversized pieces of iron ore were splitted using 

the energy of fire. Currently, the source of such a way 

can be microwave radiation, high frequency current, 

industrial frequency current, or infrared radiation. 

The electrothermal method of rock destruction is 

based on creation of an uneven distribution of 

temperature in the volume of the rock, as a result of 

which a solid working medium is formed that destroys 

the rock. The force generated by the working medium 
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must exceed the force of the disruptive strength of the 

rock. 

PFrt  , (1) 

where 
rtF  is the force generated by the working medium 

measured in N , and P  is the force needed to destroy 

the rock measured in N  

,SF trt 0=  (2) 

where 





−
=

1

TE
t

 is the thermal stress created by the 

working medium at the average temperature of T  

measured in 2/ mN ; 
0S  is the area, to which the force 

from the working medium is applied (the area of the 

loaded surface of the working medium) measured in 
2m ;   is the coefficient of volumetric expansion of the 

rock measured in 1/deg, and E  is Young’s modulus of 

the rock, 2/ mN ; and   is Poisson’s ratio of the rock. 

T  is the average temperature of the working medium 

measured in С0 , and k  is the coefficient that takes into 

account   decrease at working medium expansion in 

response to reaction from the rock surrounding the 

working medium ( 1k ). 

Since the working medium is located inside a piece 

of rock, it destroys the rock with tensile stresses. In this 

regard, using the theory of maximum stresses, we 

obtain: 

,S][P rr=  (3) 

where ][ r  is the breakdown point of the tensile 

strength of the rock measured in
2/ mN , and 

rS  is the 

area of the newly formed surface measured in 
2m . 

The temperature of the working medium is 

determined by the amount of energy supplied to it 

0VС
T




= , 

(4) 

where   is the energy supplied from the source to the 

working medium, J;   is the efficiency of the input into 

the working medium; 
С  is the volumetric heat capacity 

of the rock, deg,/ 3mJ ; and 
0V  is the working medium 

volume, 3m . 

Consequently, we get: 

,][
)1( 0

0 rr S
VC

Ek
S 








−

 
(5) 

That is the efficiency of electrothermal destruction is 

determined by the properties of the rock, the size of the 

destroyed piece, and the power of the current source [3, 

7-10]. 

Energy   can be imparted to the working medium 

by either electric current or electromagnetic radiation. 

In contrast to the electrothermal method with a solid 

substance as a working medium and a low intensity of 

the energy input process, the electrodynamic method is 

a way with a gaseous working medium, and it is 

characterized by a high intensity of energy release, 

which gives a complete separation of the destroyed rock 

into several single pieces. The essence of this method is 

the use of an electrical impulse from a capacitor bank to 

destroy the rock [7-11]. 

Depending on the nature of preparing a piece for the 

supply of an energy pulse, there are two main versions 

of this method: with the preliminary formation of a 

breakdown path in the rock (high-frequency voltage or 

power-frequency voltage), and with the use of the 

electrohydraulic effect (with or without an exploding 

wire) [10, 11]. This method has not been widely applied 

in the mining industry. Installations for crushing 

oversized rocks have been manufactured and tested only 

based on the electrohydraulic effect [11-13]. 

In order to destroy a rock electrohydraulically, it is 

necessary to drill a hole, fill it with water, put into it a 

wire connected by a spark gap to the capacitor bank, or 

place in the water electrodes applying a high voltage to 

them to form a breakdown path and the subsequent 

discharge of the capacitor bank [10, 12, 13, 14]. 

To maximize the destruction effect, it is proposed to 

use the phenomenon of mechanical resonance, for 

which such parameters of the discharge circuit or such a 

medium are selected, in which the maximum energy of 

vibrations excited by each electrohydraulic shock falls 

on the spectrum that coincides with the natural vibration 

frequency of the rock particles. 
The combined technique is a combination of the 

electrothermal way with either the mechanical or the 

electrodynamic one [6, 14-33]. 
The destruction of rocks with the lowest energy was 

carried out better in heated rocks [13-24]. Taking into 

account this fact, the use of the combined (electrical and 

mechanical) method for destroying a rock having an 

initial thermal stress is promising for use on a 

volcanogenic deposit of rare elements [14, 15]. 
In this regard, the Kudryavy volcano crater thick 

rocks electrical breakdown study in 50 Hz 

electromagnetic field remains relevant, since the 

development of the volcanogenic deposit of rare 

elements with high temperatures of geothermal fields is 

associated with the solution of this issue. 

Thus, the aim of the study is to explore the current-

voltage characteristic of the rock subjected to an initial 

thermo-stressed state under the temperature 300°C and 

to study the thick rocks electrical breakdown in order to 
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increase the efficiency of its destruction by an electrical 

way. 

The innovation of this research are studied the 

dependences of rock current-voltage characteristics on 

the electrode spacing and the electric field breakdown 

intensity as well as the dispersion of the resistance 

depending on the spacing. 

Electric field breakdown intensity as a function of 

the rock resistance was examined as well as the path 

forming efficiency depending on the spacing and on the 

electric field intensity. 

Interrelationship between temporal variation of 

current and that of voltage at breakdown path 

crystallization at t moment was traced. 

The practical significance of this study lies in the 

fact that the object under study will make it possible to 

destroy the rocks of the geothermal fields of Kudryavy 

volcano safely without closing the fumarolic emission 

paths in the depth of the crater, which can provoke an 

eruption. 

 

 

 

2. MATERIALS AND METHODS 
 

The object of present study is to investigate the rock 

selected at the geothermal field of the volcanogenic 

deposit in the crater of Kudryavy volcano on the Kuril 

Islands (Russia).  

The rocks have the following strength properties, 

determined by the method of coaxial counter-directed 

spherical indeters: the ultimate strength in uniaxial 

tension is 32 MPa, the ultimate strength of uniaxial 

compression is 133 MPa, and shear without normal 

stresses is 43 MPa [34-36]. 

Volcanic breccia are the complex multicomponent 

media, for which it is possible to determine the nature of 

the interaction with the electric field and reveal the type 

of the required dependencies in the laboratory 

conditions only [15-22]. For this purpose, an 

experimental plant was created, on which the whole 

complex of studies on rock breakdown in an electric 

field of industrial frequency was performed (Figure 1). 
The electrodes were made of aluminum and in the 

experiments they were placed on the surface of the piece of 

rock ( gapelectrodel  =length of the breakdown path surfaceL ) 

(Figure 1b). 

Two types of the single-phased oil-cooled (IOM) 

transformers were used to supply power: IOM 100/25 with 

the rated power of 25 kVА and the other, more powerful, 

IOM 100/100, with the rated power of 100 kVA. 

The studies were carried out on the volcanic breccia 

heated up to 300°C. The rocks of the geothermal fields 

represented by porous slag and tuff that could be 

destroyed mechanically did not study for the thick rock 

breakdown. 
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Figure 1. The diagram of the experimental plant for studying 

the breakdown of rocks in geothermal fields of Kudryavy 

volcano, heated to 300°C 
R

rT  is the regulating transformer; O

rT  is the main transformer; 

a – is the power supply schematic drawing (split-winding 

transformer) is shown; b – is the  arrangement schema of 

electrodes (
surfacegapelectrode Ll = ); c – presents the I-V 

characteristics of the studying plant  appearance; d – is the  

breakdown channels 
 

 

The phenomenon of the thermal breakdown is 

described by the following differential equation system 

[1-4, 22]: 





=

=+

0

02

)grad(div

)grad()gradT(div




 (6) 

where   is the potential; T  is the temperature;   

is the specific electrical conductivity; and   is the 

coefficient of the thermal conductivity of the dielectric. 

The first equation shows that the amount of Joule 

heat released per unit time in the unit volume of the 

dielectric is equal to the of heat released amount by this 

volume per unit of time into its environment. 

The second equation expresses the continuity of the 

streamlines in the dielectric.  

This equation system solution is rather difficult 

mathematically. In addition, it is known that this system 

does not fully reflect the processes occurring in the rock 

when exposed to a strong field. In particular, this 

concerns the anomalous conductivity preceding the 

breakdown, which significantly changes the nature of 

the process [2, 6]. 
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Equation (6) establishes the nature of the various 

rock properties influence on the breakdown process. It 

is impossible to obtain the quantitative values of electric 

field breakdown intensity and breakdown time for the 

rocks at different electrode spacings from the 

dependences; therefore, they have to be determined 

experimentally. 

In practice, it is very difficult to determine the exact 

value of the breakdown voltage due to the imperfection 

of their structures. Therefore, some average value is 

determined according to the appropriate methodologies. 

[1-4, 13, 23-33] For rocks, which are complex 

heterogeneous multicomponent media, breakdown 

voltages depend on composition, rock structure, the 

occurrence conditions, the shape of the piece being 

destroyed, and the thermal stresses, etc. [2-5]. 

The methodology for determining the dependence of 

the electric field breakdown intensity on the electrode 

spacing included: 

1) the current-voltage characteristics of volcanic 

breccia heated to 300°C in the non-uniform field for 

different electrode spacings were obtained; 

2) the electric field breakdown intensity based on the 

current-voltage characteristics are determined at the 

following condition  

,tg
dE

dt
=  at 

2


 →  (7) 

3) the breakdown intensity dependence on the 

electrode spacing from the obtained data were 

determined. 

The experimental method for studying thick rocks 

electrical breakdown provides for gradually raising the 

voltage applied to the breakdown path, as well as 

lowering it gradually by fixing the current-voltage 

characteristics of the breakdown path. 

 

 

3. RESULTS AND DISCUSSION 
 
3. 1. Rocks Current-Voltage Characteristics Study 
The nature of the heated volcanic breccia electrical 

conductivity can be determined only by the detailed 

study of the current-voltage characteristics. 
Figure 2 shows the volcanogenic breccia current-

voltage characteristics for the various electrode spacing 

gapelectrodel .  

The transition of the current-voltage characteristic to 

an C-shaped one corresponds to the rock breakdown 

with formatting the complete breakdown path closing 

the electrodes. 

To achieve it, it is necessary to ensure the minimum 

pre-breakdown current density, since for large 

thicknesses this factor determines the breakdown. It was 
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Figure 2. Current-voltage characteristic of the volcanic 

breccia heated up to 300°С depending on the electrode spacing 

at 
surfacegapelectrode Ll =  

 

 

calculated from the experimental data that the current 

density in the rock required for the breakdown is 

constant and equal to 31030 − ,j A/cm2.  

The decrease in j at 50gapelectrodel cm is associated 

with lack of power of the source, and not with the 

breakdown process. 

If the power of the source is low, then there is a 

sharp drop in voltage at the output of the high-voltage 

transformer connected to the load, in comparison with 

its open circuit voltage 

222 ZIU −=  , (8) 

where 
2U  is the voltage applied to the rock and   is 

the transformer e.m.f., V ; 
2Z  is the transformer 

secondary winding resistance, Ω; 
2I  is the secondary 

winding current (through the rock), A. 

From expressions (8) and 
.С.ТjSI = we get 

22 ZjBU .С.Т−=   (9) 

where 
.С.ТS  is the conducting section, m2, i.e. the 

preservation of the required current density with an 

increase in the conducting section 
.С.ТS  is ensured only 

by the   (e.m.f.) of the transformer. 

It was found that, at a large electrode spacing, the 

current-voltage characteristics of the rock were stable. 

Therefore, there is a slight dispersion of the resistance. 

The resistance dispersion studied as a function of the 

electrode spacing and that of the electric field intensity 

showed that the resistance dispersion decreases with 

increasing in both the spacing and intensity (Figure 3). 

The small dispersion of the rock resistance for large 

distances between the electrodes and the uniformity of 

the current-voltage characteristics show that when the 

rock is destroyed, the operating parameters of the 

electrical installation will be quite stable. 
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Figure 3. 300°С volcanic breccia resistance dispersion 

dependence on electric field intensity at 

surfacegapelectrode Ll =  

 

 

When placing the electrodes along the horizontal 

surface of the rock (half-space) (Figure 1b), the electric 

field intensity, E, which leads to anomalous 

conductivity and, as a consequence, to an electrical 

breakdown, decreases with increasing the spacing, 

tending to a certain constant at a larger spacing, 

gapelectrodel  (Figure 4). 

Averaging the electric field breakdown intensity, 

br elE , one can say that for a breakdown with the buried 

path, an electric field intensity not less than 1.03.0   

kV/cm is sufficient at an electrode spacing < 1 m. 

The considered rock makes up the absolute majority 

among the rocky non-destructible rocks of the 

Kudryavy volcanic deposit, the rest of the rocks are the 

rocks that are amenable to mechanical destruction. 

Having determined the average values, the electric 

field breakdown intensity of the rock under study, let us 

consider their relationship with the duration of staying 

of the sample under voltage before the breakdown. This 

is one of the most difficult questions, and it is possible 

to calculate an electrical breakdown time of a dielectric 

using a complex mathematical apparatus and for a one-

dimensional case only [12-16, 25, 26]. Therefore, in 

each specific case, it is advisable to carry out 

experimental studies. 
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Figure 4. Electric field breakdown intensity dependence on 

the electrode spacing in volcanic breccia 

The time to dielectric breakdown is determined by 

an intensity of the electric field in that it is located. The 

found values of the electric field breakdown intensity 

for the considered rock (Figures 4) are not limitation, 

that is, the values whose outreaching may lead to a 

surface breakdown. 

As mentioned above, the more the exposure time, 

the less the electric field breakdown intensity. However, 

when a rock is destroyed, it is necessary, on the 

contrary, to minimize the exposure time before 

breakdown. This is achieved by increasing the electric 

field intensity to its limiting value, i.e., almost to the 

surface overlap intensity. 

The more the field intensity, the less both the time to 

the dielectric breakdown and the dispersion of this time, 

which ultimately will make it possible to determine the 

performance of the plant or unit more accurately. 

To estimate the breakdown time, we use the 

equation of the energy balance of the process. 

The energy supplied to the rock is spent on heating 

the rock to the melting point, on the phase transition of 

matter in the volume of the path from the solid state to 

the liquid state, and on losses due to thermal 

conductivity. 

The energy balance equation is as follows: 

  ++=
t T t

.Surf_PathPath

.melt

gradTdtSqdTcmPdt
0 0 0

 , (10) 

where P  is the incoming power; 
2

2 klrm PathPath =  is 

the breakdown path mass; 
22 lkrS Path.Surf_Path = is the 

breakdown path lateral surface area; 
.meltT  is the rock 

melting temperature; ,c  are rock thermal properties; 

2k is the heat transfer coefficient; and q is the 

elektrische ladung. 

The Equation (10) integration is as follows: 

gradTlkrP

qTlkrC
t

Path

.meltPath

2

2

2

2

 

−

+
=  (11) 

The power incoming to a rock 

UIP =  (12) 

can be expressed through the transformer e.m.f. from 

Equation (9) as follows: 

)ZI(IP 222 −=   (13) 

By substituting Equation (13) into Equation (11), we 

have: 

gradTlkr)ZI(I

qTlkrC
t

Path

.meltPath

2222

2

2

2

 

−−

+
=  (14) 

Figure 5 shows the results of a study of the average 

number of breakdowns N dependence on the time t of 
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volcanic breccia being under stress at various electric 

field intensities. 

The functions presented in the form of graphs in 

Figure 5, they have the properties of a gamma 

distribution, the density of which has presented in the 

following form [9-10]: 

xr ex
)(G

)x(f 



 −−= 1 , 
(15) 

where dxxe)(G x




−−=
0

1  is the gamma function; 

0r  is a scale parameter; and   is a form parameter. 

With an increase in 
r  parameter, which, in our 

case, is the increase in electric field intensity, the 

distribution shape remains constant, and the time to the 

breakdown decreases and is determined with a smaller 

scatters. 

The t  oscillations are associated with the dispersion 

of the resistance of the rock, which was indicated above, 

since the resistance of the dielectric determines the 

electric field breakdown intensity. 

For volcanic breccia, this dependence is linear (Figure 

6). 

Due to the fact that when a rock is destroyed, 

breakdown path formation is a technological operation, 

it is necessary to determine the efficiency of energy use 

in this process. This is done by calculating the ratio of 
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Figure 5. Specimen time to dielectric breakdown 

distribution at various electric field intensities (for volcanic 

breccia) at lelectrode gap=0.5m 
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Figure 6. Electric field breakdown intensity dependence 

on rock resistance 

the energy required to form a breakdown path of a given 

diameter to the energy actually expended. When 

calculating the energy spent on the formation of the 

breakdown path itself, the diameter of the breakdown 

path was taken to be constant and equal to 3 mm, and 

the path length was 1.25 times larger than the electrode 

spacing. Thus, the energy during formation of the 

breakdown path 3 mm in diameter is spent on heating its 

volume to the melting temperature and on the phase 

transition from the solid to the liquid state. The actually 

expended energy was determined by device readings. 

The study results are shown in Figures 7 and 8. 

As one can see, the breakdown path formation is an 

inefficient process. Its efficiency can be increased by 

using a high-intensive electric field. 

However, it should be taken into account that while 

forming a breakdown path due to the high temperature 

gradient, a solid working medium is formed, which 

deforms the rock. Solid working medium formation in 

parallel with breakdown path formation significantly 

increases the efficiency of energy use. 

 

3. 2. Thick Rocks Electrical Breakdown Study 
Results           When the stationary mode of electrical 

conductivity is violated, thermal destruction of the 

dielectric occurs, which entails breakdown path 

 

 

 

0 10 20 40 60 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

lelectrode gap., cm 

n
, 
%

 

 
Figure 7. Path forming efficiency dependence on electrode 

spacing (IOM 100/100 single-phased oil-cooled transformer)  
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Figure 8. Path forming efficiency dependence on electric field 

intensity (IOM 100/100 single-phased oil-cooled transformer, 

lelectrode gap=50 cm, specific electrical resistance 

Rspecific=1kΩ/cm (volcanic breccia)  
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formation. Such a path passes through the volume of the 

dielectric from one electrode to another. While the 

breakdown path is forming, the object destruction 

preparation is coming to its end, since the breakdown 

path is a circuit element in which the electrical energy is 

converted into mechanical work, accompanied by the 

destruction of the rock. 
The supply of energy to the breakdown path, as is 

known, can be produced from a power transformer or a 

capacitor bank. In both cases, the efficiency of energy 

input is determined by resistance of the breakdown path 

formation, which depends on its length, electric field 

intensity, and mineral composition of the rock. The 

breakdown path resistance and its change in time 

determine the design parameters of the rock-cutting 

installation: the response time of the switching devices, 

the power, and operating voltage of the power current 

sources. 

The thermal breakdown path in the rock consists of 

two phases: liquid (melt of mineral matter) and gaseous 

(vapor of mineral matter and air), which are in the 

condition of intense turbulent motion. The process of 

rock heating, formation, and growth of the path is 

accompanied by the ejection of the components that 

make up the path through its mouth. The intensity of 

their release is determined by the electric field intensity 

and the energy source power. 

When the molten substance is released from the 

path, the resistance of the path increases, the energy is 

lost, and the efficiency of the process decreases. 

Breakdown path resistance as a function of the 

effective voltage and the released power was studied 

with the experimental setup shown in Figure 1. 

The voltage was reduced until the moment of 

regeneration of the dielectric properties of the sample 

caused by the melting crystallization. The change in 

current in the path with time at a constant voltage value 

was studied, as well as intensity of regeneration of 

dielectric properties in the sample. It was found that, for 

each voltage step, the value of the current passing by the 

path is stationary with respect to time (Figure 9). 

The volcanic breccia breakdown path resistance 

established experimentally is 5.0 kΩ/cm. In the 

experiments, a high-voltage transformer of IOM 100/25 

type with a rated power of 25 kVA was used. When 

operating the more powerful source, the transformer of 

IOM 100/100 type, the breakdown path resistance was 1 

kΩ/cm. 

The subsequent action of the current on the rock 

does not cause any breakdown path formation along the 

same trajectory, and its formation occurs in a new 

region of the dielectric. This is due to the fact that as a 

result of melting and subsequent crystallization, a new 

substance is formed, which has more ordered structure 

and, consequently, lower conductivity. 
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Figure 9. Current and voltage use in breakdown path diagram  

 

 

The regenerating is a very intensive process 

determined by the amount of power released in the path. 

It was found that when it decreases to 0.4-0.6 kW, a 

phase transition occurs (Figure 10, point 1) and 

regeneration of the dielectric properties of the rock, and 

it can be seen that the resistance of the former path 

increases by 50% (which was obtained by comparing 

PathR  path resistance at points 1 and 2). Such an increase 

in the resistance of the circuit leads to a sharp decrease 

in the current in the rock and to an even greater cooling 

of the path. (Figure 10, from point 2 to point 3). 

It should be noted here that when the closed 

breakdown path is formed, the reverse process with the 

same transition between phases occurs. This explains 

the fact that today it has not been possible to obtain a 

smooth current-voltage characteristic of the dielectric 

from its pre-breakdown state to its breakdown. The 
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transition from solid phase into liquid one reduces the 

resistance, which leads to a sharp increase in the 

current, the rate of which is determined by the dynamics 

of the phase transition, which gives a special point on 

the current-voltage characteristic of the dielectric, which 

undergoes breakdown (Figure 10). 

Breakdown path temporal behavior study makes it 

possible to determine very important design parameter 

of the plant for an electrical destruction of rocks — the 

response time of switching devices, which switch power 

sources of current that load the path. 

Crystallization of the breakdown path, the current-

voltage characteristics of which are given in Figure 10, 

lasted for 1 second. With a higher released power, 

before removing the voltage, the crystallization process 

takes more time (Figure 11). 

The trend of time of the path being in the melt state 

until the moment of its crystallization depending on the 

power released before removing the voltage is shown in 

Figure 12. 

Thus, when using the high-voltage transformer of 

the greater power, the switches can operate in a 

relatively unstressed time mode, which allows the use of 

electromechanical drive. 
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Figure 11. Temporal variation of voltage (а) and current (b) 

in crystalizing the breakdown path 
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Figure 12. Time of the path being in the melt state until the 

moment of its crystallization, depending on the power 

released in the path at the moment of removing the voltage 

4. CONCLUSIONS 
 

Summing up, we can conclude that the study of thick 

rocks electrical breakdown in a 50 Hz electromagnetic 

field makes it possible to establish that the current-

voltage characteristics of volcanogenic breccia, with an 

increase in the distance between the electrodes from lэл 

= 50 cm, transforms into a C-shaped curve, which 

corresponds to the breakdown of the rock with the 

formation of a complete breakdown channel closing the 

electrodes. 

It was calculated that the current density required for 

breakdown in the rock is constant and equal to 
31030 − ,j A/cm2. The decrease j  at 50элl  cm is 

associated with a lack of source power and not with the 

breakdown process. Given this feature, the studies were 

carried out with the distance between the electrodes up 

to 50 cm. 

The study of the dispersion of resistance as a 

function of the distance between the electrodes and the 

electric field strength showed that it decreases with an 

increase in the distance between the electrodes and an 

increase in the electric field strength. A decrease in the 

dispersion of resistance in large gaps between the 

electrodes is associated with averaging the composition, 

and hence the properties of the rock. 

Averaging the values of the breakdown strength 

br elE  for volcanogenic breccias, one can conclude that 

the field strength of 1.03.0   kV/cm is sufficient for the 

breakdown with the deepening of the channel at the 

distance between the electrodes <1 m. 

The resistivity of the breakdown channel in 

volcanogenic breccia is 5.0 kOhm/cm when using the 

high-voltage transformer of the IOM 100/25 type with a 

rated power of 25 kVA, increasing the power of the 

transformer to 100 kVa (transformer of the IOM 

100/100 type), the resistivity of the breakdown channel 

is 1 kΩ/cm. 

In this case, the process of complete registration of 

the dielectric properties of the rock occurs after the 

stress is removed. The repeated action of the electric 

current on the rock forms the breakdown channel along 

the new trajectory. This is due to the formation of the 

new substance around the breakdown  channel, which 

has new conductive properties. 

The results obtained are of great importance in rocks 

electrothermal destruction theory development; namely, 

they show the behavior of current-voltage 

characteristics of the rock when electrode spacing is 

being increased. Besides, they can prove that rocks with 

initial thermal stress can be destroyed more easily and 

with minimal energy costs if the electrothermal method 

is used. The practical significance of the study is due to 

the way of destruction being applicable at the 

volcanogenic rhenium deposit of the Kudryavy active 

volcano crater. 
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Persian Abstract 

 چکیده 
  یها  نه یبالا در زم  یشوند: دما  یم  دانیم  ن یمانع توسعه ا  یاست. عوامل مختلف   ومیخالص رن  یساز  یدر جهان به صورت کان  اب یتنها رسوب عناصر کم  یاویآتشفشان کودر

تواند منجر به بسته شدن تمام    یدهانه م  کیسنگ ها در    بردن  نیاز ب  یو انفجار برا  یکه استفاده از روش حفار  یی، جا  کیفومارول  تی، فعال  دی، وزش باد شد  ییگرما  نیزم

کند ، مشخص  ی م فیسنگ را توص بیتخر یموجود برا یک یالکتر یمقاله روش ها  نیشود. ا یم شتر یو فوران ب میعظ یشود ، که منجر به تجمع انرژ fumarole یکانال ها

  ان یشود ، باعث کاهش قدرت جر  یم  لیشکل تبد  C  ی وابستگ  کیمتر به    یسانت  50از    شیب  دهاالکترو  نیفاصله ب  شیبا افزا  یآتشفشان  یمشخصه برش ها  انیشد که ولتاژ جر

  ش یمتر است ، با افزا  یولت بر سانت  لوکی  0.1  ±  0.3  یکیالکتر  دانیحالت ، حداقل مقاومت در برابر شکست م  نیکانال شکست کامل. در ا  کی  لی، تشک  A  0.2تا    A  0.85از  

، متفاوت از برش   دیجد  ییرسانا  ات یبا خصوص  یدی ، ماده جد  هی. در اطراف کانال تجزابدی  یم  شافزای  ٪2تا    یمتر ، بازده کانال ساز  یسانت  برولت    لویک  3.7شاخص به    نیا

 کند.  یم یریجلوگ یمیقد ریکانال در امتداد مس لیشود که از تشک  یم جادی، ا یآتشفشان
 

https://www.scopus.com/sourceid/19712?origin=recordpage
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A B S T R A C T  
 

Suitable pattern design of drilling and blasting is very important in open pit mines. Using of explosive 

energy for rock fragmentation with minimum cost of production is one of the blasting purposes in open 
pit mines. The most important parameters of blasting are including diameter of hole, specific charge, 

burden thickness and suitable dimensions of rock fragmentation. In this paper, specific charge is 

calculated based on quality of rock mass and then based on definition of specific charge, maximum and 
minimum thickness of burden in open pit mines is calculated. In this paper, a new models of burden 

estimation based on quadratic equations is presented. Therefore, based on this new equations, other 

parameters of blasting are corrected. Also, the validation results of the new equations in this article show 
the new burden thicknesses have slightly differences with the experimental results. The maximum error 

of calculated burden is equal 3% based on obtained data. Therefore, the output results of these new 

equations can be reliable and accurate for calculations of the burden thickness. 

doi: 10.5829/ije.2021.34.05b.34 
 

 
1. INTRODUCTION1 
 
Over the past three decades, significant progress has been 

made in the development of new technology in an attempt 

to reduce costs and increase efficiencies and 

productivities of blasting activities [1]. 

Drilling and blasting process is not used for the 

production of rigid materials that is not economically and 

technically possible to excavate in open quarry industry. 

The production of aggregate starts with drilling and 

blasting and ends with loading, transportation, and size 

reduction. In quarry blasting, it is very important to 

estimate the average heap size distribution beforehand 

for creating blast designs resulting quarry operations with 

the least cost [2–8]. 

Drilling and blasting costs constitute up to 30% of the 

total operational costs in open pit mines, which will be 

increased up to 50% by adding more oversize parts and 

the requirement of secondary blasting. Hence, the 

specification of rock fragmentation after blasting such as 

shape and size is by far one of the most important 

parameters in product optimization in mineral industry 

[9].  

Overall, mining production cycle could be divided 

into two groups main and auxiliary. The main production 
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cycle is including drilling, blasting, loading and haulage. 

Accordingly, it is necessary to have a suitable pattern for 

drilling and blasting of mining, especially for open pit 

mines. Using of explosive energy for rock fragmentation 

with minimum cost of production is one of the blasting 

purposes in open pit mines. The other aims of blasting are 

reduction of resultant damages of ground vibration and 

air blast. 

In blasting pattern of mines exist various parameters. 

The most important parameters are included specific 

charge and burden thickness. Therefore, the purpose of 

this paper is presentation new equations of burden 

thickness based on defining of specific charge. 

Various theories were presented for designing of 

blasting pattern in open pit mines by many researchers. 

Some of the researchers are such as Anderson [10], 

Jimeno et al. [11], Ouchterlony [12], Ash [13], Rustan 

[14], Langfors and Kihlstrom [15], Sendlein et al. [16], 

Berta [17], Lilly [18], and Moomivand and Vandyousefi 

[19]. The most researchers believe that blasting pattern is 

calculated based on burden thickness because burden 

thickness is one of the most important parameters of 

blasting pattern in open pit mines. Burden thickness 

depends on various parameters. The most important 

parameters include characteristics of rock mass, diameter 
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of hole, diameter of charge, rock density, charge density, 

bench height, specific charge, spacing, hole length, 

charge length, stemming length, under drilling. 

Some of researchers such Berta [17], Lilly [18], and 

Moomivand and Vandyousefi [19] believed that burden 

thickness depends on the specific charge. Specific charge 

is determined based on characteristics of the rock mass. 

Experimental results of blasting in open pit mines 

confirm the above information. Accordingly, this paper 

is presented quadratic equations for determining of 

burden thickness based on the specific charge. Then the 

final results of these new equations are controlled by the 

experimental results of blasting in open pit mines. 
 
 

2. MATERIALS AND METHODS 
 
2. 1. Hypotheses            The most important of hypothesis 

for estimation of burden thickness of blasting in this 

paper is the concept of specific charge. The specific 

charge is one of the most important parameters in blasting 

mines. Accordingly, the amount of specific charge is 

better to calculate based on rock quality. For calculation 

of specific charge exists various methods. Three methods 

of energy transfer rule, blastability index and rock 

fragmentation index are more valuable of other methods 

because these three methods have been designed based 

on quality of rock mass. 

 

2. 1. 1. Energy Transfer Rule            Berta [17] presented 

his famous equation based on the energy transfer rule 

between explosive and rock. Berta [17] calculated 

specific charge of blasting based on Equation (1). This 

equation was defined based on requirement energy for 

rock fragmentation and released energy of the explosive. 

Berta [17] suggests that blasting burden thickness is 

calculated based on Equation (2). This equation has 

determined based on a full charge per hole for a square 

pattern. 
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(6) ee1 VDI =  

(7) rr2 VDI =  

where, 

:q  Specific charge (kg/m3) 

:s  Desired degree of fragmentation (m2/m3) 

:Es  Rock specific surface energy (MJ/m2) 

:1  Impedance efficiency 

:2  Coupling efficiency 

:3  Energetic fragmentation transfer efficiency (15%) 

:Ee  Explosive specific energy (MJ/kg) 

:B  Burden thickness (m) 

:e  Charge diameter (m) 

:De  Explosive density (kg/m3) 

:DMax Maximum fragmentation dimension (m) 

:I1  Explosive impedance 

:I2  Rock impedance 

:Dr  Rock density (kg/m3) 

:Vr  Voice velocity in rock (m/s) 

:Ve  Explosive velocity (m/s) 

:h  Hole diameter (m) 

 

2. 1. 2. Blastability Index              Lilly [18] presented 

his famous equation based on the blastability index. Lilly 

[18] calculated blastability index based on characteristics 

of the rock mass. The blastability index is calculated 

based on Equation (8) and so is specific charge based on 

Equation (9). The details of these parameters in 

blastability index have defined in Tables 1 to 5.  

(8) )HDSGIJPOJPSRMD(
2
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ton

kg
(q

3
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TABLE 1. Rock Mass Description (RMD) [18] 

Powdery/Friable RMD = 10 

Blocky RMD = 20 

Totally Massive RMD = 50 

 

 
TABLE 2. Joint Plane Space (JPS) [18] 

Close (<0.1 m) JPS = 10 

Intermediate (0.1 to 1 m) JPS = 20 

Wide (>1 m) JPS = 50 

 

 

TABLE 3. Joint Plane Orientation (JPO) [18] 

Horizontal JPO = 10 

Dip out of face JPO = 20 

Strike normal to face JPO = 30 

Dip into face JPO = 40 
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TABLE 4. Specific Gravity Influence (SGI) [18] 

SGI=25SG-50 

SG is the density in (ton/m3) 

 

 

TABLE 5. Hardness Description (HD) [18] 

50E   E
3

1
HD =  

50E   
0C

5

1
HD =  

GPa:modulus sYoung':E  MPa:UCS:0C  

 
 

2. 1. 3. Rock Fragmentation Index             Moomivand 

and Vandyousefi [19] presented his famous equation 

based on rock fragmentation index. They calculated rock 

fragmentation index based on characteristics of the rock 

mass [19]. The rock fragmentation index is calculated 

based on Equation (10) and so specific charge based on 

Equation (11) and so burden thickness on Equation (12). 

The details of these parameters in rock fragmentation 

index have defined in Tables 6 to 10.  

(10) UCSRMDDPODPSDPARFI ++++=  

(11) 
082.2

3
RFISG12.312)

m

kg
(q −=  

(12) hRFIB =  

 
2. 2. The Proposed Method              In this paper using 

of specific charge concept, useful tables of mines blasting 

and experimental valuable equations of blasting are used 
 
 

TABLE 6. Discontinuity Plane Aperture (DPA) [19] 

Close(<1 mm) DPA = 8 

Intermediate (1 to 5 mm) DPA = 7 

Intermediate ((5 to 50 mm)/full) DPA = 6 

Intermediate ((5 to 50 mm)/empty) DPA = 5 

Wide ((>50 mm)/full) DPA = 4 

Wide ((>50 mm)/empty) DPA = 3 

 

 

TABLE 7. Discontinuity Plane Spacing (DPS) [19] 

Close (<0.1 m) DPS = 12 

Intermediate (0.1 to 1 m) DPS = 7 

Wide (>1 m) DPS = 4 

 

 

TABLE 8. Discontinuity Plane Orientation (DPO) [19] 

Horizontal DPO = 6 

Dip out of face DPO = 5 

Strike normal to face DPO = 4 

Dip into face DPO = 3 

TABLE 9. Rock Mass Description (RMD) [19] 

Powdery/Friable RMD = 10 

Blocky RMD = 6 

Totally Massive RMD = 4 

 

 

TABLE 10. Unconfined Compressive Strength (UCS) [19] 

Close (<25 MPa) UCS = 6 

Intermediate (25 to 50 MPa) UCS = 5 

Intermediate (50 to 100 MPa) UCS = 4 

Intermediate (100 to 200 MPa) UCS = 3 

Wide (>200 MPa) UCS = 2 

 

 

for mathematical analysis of burden thickness. Therefore, 

the proposed method for calculation of maximum and 

minimum burden thickness is a mathematical analytical 

method. In this method various models of blasting 

equations is investigated and then based on mathematical 

analysis method, optimum equation from among other 

equations is selected. This optimum equation is named as 

maximum and minimum burden thickness.  

 

 
3. RESULTS 
 
3. 1. The Maximum and Minimum Thickness of 
Burden             Mining experiences in last decade showed 

that it is better to use characteristics of rock mass for 

estimating the amount of the specific charge. Therefore, 

the new thickness of burden according to specific charge 

based on Equations (13) to (21) is calculated. These 

equations are stated as follows: 
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where, 

:q Specific charge (kg/m3) 

:Q  Explosive weight (kg) 

:V  Blasting volume (m3) 

:c Charge diameter (m) 

:Dc Charge density (kg/m3) 

:Lc Charge length (m) 

:S Spacing (m) 

:B Burden (m) 

:K Bench heights (m) 

: Hole slope in vertical direction (degree) 

:U Under drilling (m) 

:St Stemming (m) 

:H Hole length (m) 

Based on Equations (19) to (21) four various models for 

burden equations are obtained. These equations are stated 

as follows: 

a. the first model 

(22) )B5.0
Sin

K
(a2Bk

B7.0
t

S

B2.0U
−


=→







=

=

 

b. the second model 

(23) )B1.1
Sin

K
(a2Bk

B3.1
t

S

B2.0U
−


=→







=

=

 

c. the third model 

(24) )B2.0
Sin

K
(a2Bk

B7.0
t

S

B5.0U
−


=→







=

=

 

d. the fourth model 

(25) )B8.0
Sin

K
(a2Bk

B3.1
t

S

B5.0U
−


=→







=

=

 

Based on Equations (22) to (25), two different models for 

burden equations are obtained. These equations are stated 

as follows: 

a. the maximum thickness of burden  

(26) 

0
Sin

Ka
Ba2.02Bk

)B2.0
Sin

K
(a2Bk

=


−+

→−


=
 

b. the minimum thickness of burden  

(27) 

0
Sin

Ka
Ba1.12Bk

)B1.1
Sin

K
(a2Bk

=


−+

→−


=
 

The maximum and minimum thicknesses of burden 

based on Equations (26) and (27) are calculated. These 

equations are quadratic equations. Accordingly, the 

average thickness of burden based on Equation (28) can 

be calculated.  

(28) 
2

Min
B

Max
B

ave
B

+
=

 

Researchers believe to achieve optimum blasting pattern 

is necessary to the amount of K/B became between 3 till 

4. Accordingly, the thicknesses of burden based on 

Equations (29) to (32) could be calculated.  
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Coefficient k' in Equations (26) and (27) is one of the 

important parameters in drilling pattern because this 

coefficient shows the angle amount of free face with 

spacing and burden. Usually the drilling pattern is 

displaying in various models such a square, rectangular 

or triangular. Accordingly, this factor is estimated as 

follows: 

a. Square and Rectangular pattern 

In this model, k' factor is estimated based on Figure 1 and 

Equation (33) as follows: 

(33) =→










=

=

Cotk

)
B

S
Cot

B

S
k

 

b. Triangular pattern 

In this model, this factor is estimated based on Figure 1 

and Equation (34) as follows: 

(34) =→













=

=
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)
B

2
S
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:  The angle is between free face with spacing and 

burden 
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Other parameters of blasting in open pit mines are 

estimated based on Equations (35) to (42). These 

equations are stated as follows: 

(35) ave
B3.0U =

 

(36) U
Sin

K
H +


=

 

(37) 
c

2
c

c
D

Q4
L


=

 

(38) ct LHS −=
 

(39) KBSqQ =  

(40) KBS
E

Es
Q

e321

s


=

 

(41) KBSBISG004.0Q =
 

(42) KBSRFISG12.312Q 082.2−=
 

 

 

 
Figure 1. Various models of drilling pattern 

3. 2. The Validation of the New Burden Thickness      
For validation of the new burden thickness in Equations 

(26) to (28) is used optimum experimental data of 

blasting pattern in various open pit mines. Accordingly, 

this validation is performed in two different models such 

as the data of useful tables and optimum experimental 

data of blasting pattern in some open pit mines of Iran. 

They are discussed as follows: 

 
3. 2. 1. The Data of Useful Tables              This validation 

is performed based on the data of useful tables which 

published in the textbook of the blasting in mines by 

Hossaini and Poursaeed [20]. Accordingly, the summary 

of useful tables’ data are presented in Table 11 and the 

results of new burden thickness and other blasting 

parameters have been presented in Table 12. Also, the 

comparison of these results has been presented in Table 

13. Based on Table 13, difference of results are slight. 

 
3. 2. 2. The Data of Some Open Pit Mines of Iran          
This validation is performed based on optimum 

experimental data of blasting pattern in some open pit 

mines of Iran. Based on this, the summary of data of 

blasting in some open pit mines of Iran are presented in 

Table 14. The results of the new thickness of burden and 

other blasting parameters are summarized in Table 15. 

Based on Table 15, difference of results are slight. 

 

 
TABLE 11. The pattern blasting of useful tables [20] 

Num φh (mm) α (degree) Dc (kg/m3) q (kg/m3) K (m) B (m) S (m) H (m) U (m) St (m) 

1 45 72 850 0.27 4 1.70 2.15 4.75 0.5 1.70 

2 45 72 850 0.32 5 1.65 2.05 5.75 0.5 1.65 

3 51 72 850 0.27 5 2.00 2.50 5.85 0.6 2.00 

4 51 72 850 0.37 6 1.80 2.25 6.85 0.55 1.80 

5 64 72 850 0.30 7 2.45 3.05 8.10 0.75 2.45 

6 64 72 850 0.44 8 2.10 2.60 9.10 0.65 2.10 

7 76 72 850 0.32 8 2.80 3.50 9.25 0.85 2.80 

8 76 72 850 0.47 9 2.40 3.00 10.20 0.70 2.40 

9 89 72 850 0.35 9 3.15 3.95 10.45 0.95 3.15 

10 89 72 850 0.47 10 2.80 3.50 11.40 0.85 2.80 

11 102 72 850 0.35 11 3.60 4.50 12.65 1.10 3.60 

12 102 72 850 0.51 12 3.10 3.85 13.60 0.95 3.10 

13 115 72 850 0.56 14 3.35 4.20 15.75 1.00 3.35 

14 127 72 850 0.40 14 4.20 5.25 16.00 1.25 4.20 

15 127 72 850 0.61 16 3.55 4.45 17.90 1.05 3.55 

16 152 72 850 0.50 16 4.60 5.75 18.25 1.40 4.60 

17 152 72 850 0.56 20 4.45 5.55 22.45 1.35 4.45 
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18 200 72 850 0.69 20 5.20 6.50 22.65 1.55 5.20 

19 200 72 850 0.74 24 5.10 6.40 26.85 1.55 5.10 

 
TABLE 12. The results of the new burden thickness in the first model 

Num φh (mm) α (degree) q (kg/m3) K (m) BMin (m) BMax (m) 𝐁𝐚𝐯𝐞 (m) 
𝐒

𝐁𝐚𝐯𝐞

 
𝐔

𝐁𝐚𝐯𝐞

 
𝐒𝐭

𝐁𝐚𝐯𝐞

 

1 45 72 0.27 4 1.567 1.943 1.755 1.265 0.30 0.92 

2 45 72 0.32 5 1.524 1.783 1.654 1.242 0.30 0.93 

3 51 72 0.27 5 1.828 2.225 2.027 1.250 0.30 0.92 

4 51 72 0.37 6 1.672 1.925 1.799 1.250 0.30 0.93 

5 64 72 0.30 7 2.258 2.672 2.465 1.245 0.30 0.93 

6 64 72 0.44 8 1.978 2.235 2.107 1.238 0.30 0.93 

7 76 72 0.32 8 2.589 3.065 2.827 1.250 0.30 0.93 

8 76 72 0.47 9 2.256 2.555 2.406 1.250 0.30 0.93 

9 89 72 0.35 9 2.898 3.428 3.163 1.254 0.30 0.93 

10 89 72 0.47 10 2.621 2.988 2.805 1.250 0.30 0.93 

11 102 72 0.35 11 3.368 3.944 3.656 1.250 0.30 0.93 

12 102 72 0.51 12 2.930 3.305 3.120 1.242 0.30 0.93 

13 115 72 0.56 14 3.175 3.547 3.361 1.254 0.30 0.94 

14 127 72 0.40 14 3.987 4.607 4.290 1.250 0.30 0.93 

15 127 72 0.61 16 3.394 3.760 3.577 1.254 0.30 0.94 

16 152 72 0.50 16 4.316 4.942 4.629 1.250 0.30 0.93 

17 152 72 0.56 20 4.250 4.710 4.480 1.247 0.30 0.94 

18 200 72 0.69 20 4.917 5.553 5.235 1.274 0.30 0.94 

19 200 72 0.74 24 4.879 5.380 5.130 1.255 0.30 0.94 

 

 
TABLE 13. The comparison of results in the first model 

Num φh (mm) ∆𝐁 (m) ∆𝐁 (%) 
𝐒

𝐁
 

∆𝐒

𝑩
 

𝐔

𝐁
 

∆𝐔

𝐁
 

𝐒𝐭

𝐁
 

∆𝐒𝐭

𝐁
 

1 45 -0.055 3.24 1.265 0 0.294 -0.006 1 0.080 

2 45 -0.004 0.24 1.242 0 0.303 0.003 1 0.070 

3 51 -0.027 1.35 1.250 0 0.300 0.000 1 0.080 

4 51 0.001 0.06 1.250 0 0.306 0.006 1 0.070 

5 64 -0.015 0.61 1.245 0 0.306 0.006 1 0.070 

6 64 -0.007 0.33 1.238 0 0.310 0.010 1 0.070 

7 76 -0.027 0.96 1.250 0 0.304 0.004 1 0.070 

8 76 -0.006 0.25 1.250 0 0.292 -0.008 1 0.070 

9 89 -0.013 0.41 1.254 0 0.302 0.002 1 0.070 

10 89 -0.005 0.18 1.250 0 0.304 0.004 1 0.070 

11 102 -0.056 1.56 1.250 0 0.306 0.006 1 0.070 

12 102 -0.02 0.65 1.242 0 0.306 0.006 1 0.070 

13 115 -0.011 0.33 1.254 0 0.299 -0.001 1 0.060 

14 127 -0.09 2.14 1.250 0 0.298 -0.002 1 0.070 

15 127 -0.027 0.76 1.254 0 0.296 -0.004 1 0.060 
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16 152 -0.029 0.63 1.250 0 0.304 0.004 1 0.070 

17 152 -0.03 0.67 1.247 0 0.303 0.003 1 0.060 

18 200 -0.035 0.67 1.250 0 0.298 -0.002 1 0.060 

19 200 -0.03 0.59 1.255 0 0.304 0.004 1 0.060 

 
TABLE 14. The blasting pattern in some open pit mines of Iran [19] 

Num Mine name φh (mm) α (degree) q (kg/m3) K (m) B (m) S (m) 

1 Iron stone of Jalalabad 165 90 0.600 12 4.20 5.30 

2 Iron stone of Choghart 165 90 1.300 12.5 3.00 4.00 

3 Limestone of pirbakran 105 90 0.35 8 3.50 4.50 

4 Limestone of Abelu 89 90 0.408 10 3.00 3.43 

5 Limestone of Asgarabad 101.6 80 0.778 10 2.74 2.74 

6 Limestone of Korehblagh 63.5 90 0.487 10 2.20 2.20 

7 Chalk stone of Shireki 76.2 90 0.620 10 2.32 2.32 

8 Chalk stone of Eivavgholi 64 90 1.030 10 1.50 1.50 

 

 
TABLE 15. The results of the new burden thickness in the second model 

Num Mine name q (kg/m3) K (m) BMin (m) BMax (m) 𝐁𝐚𝐯𝐞 (m) 
𝐒

𝐁𝐚𝐯𝐞

 
𝐔

𝐁𝐚𝐯𝐞

 
𝐒𝐭

𝐁𝐚𝐯𝐞

 

1 Iron stone of Jalalabad 0.600 12 3.921 4.703 4.312 1.262 0.30 0.93 

2 Iron stone of Choghart 1.300 12.5 2.810 3.156 2.983 1.333 0.30 0.94 

3 Limestone of pirbakran 0.35 8 3.073 3.845 3.459 1.286 0.30 0.92 

4 Limestone of Abelu 0.408 10 2.282 3.282 3.054 1.143 0.30 0.93 

5 Limestone of Asgarabad 0.778 10 2.529 2.889 2.709 1 0.30 0.93 

6 Limestone of Korehblagh 0.487 10 2.067 2.296 2.182 1 0.30 0.94 

7 Chalk stone of Shireki 0.620 10 2.180 2.439 2.310 1 0.30 0.93 

8 Chalk stone of Eivavgholi 1.030 10 1.490 1.603 1.547 1 0.30 0.94 

 
 

TABLE 16. The comparison of results in the second model 

Num Mine name ∆𝐁 (m) ∆𝐁 (%) 
𝐒

𝐁
 

∆𝐒

𝑩
 

1 Iron stone of Jalalabad -0.112 2.67 1.262 0 

2 Iron stone of Choghart 0.017 0.57 1.333 0 

3 Limestone of pirbakran 0.041 1.14 1.286 0 

4 Limestone of Abelu -0.054 1.41 1.143 0 

5 Limestone of Asgarabad 0.031 0.66 1 0 

6 Limestone of Korehblagh 0.018 0.60 1 0 

7 Chalk stone of Shireki 0.01 0.36 1 0 

8 Chalk stone of Eivavgholi -0.047 1.25 1 0 

 

 
4. DISCUSSION 
 
The amount of specific charge is one of the main 

parameters for determining the burden thickness in 

blasting of open pit mines. The estimation of specific 

charge is better to do base on characteristics of the rock 

mass. Therefore, using of energy transfer rule, 

blastability index and rock fragmentation index are 
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suggested for estimating the amount of the specific 

charge. The experimental results of blasting in open pit 

mines are confirmed the above subject.  

Various equations have been presented based on 

blasting experiences that some of they are valuable. 

These equations have been shown in Equations (13) to 

(21). Using of mathematical science and conflation of 

Equations (13) to (21) with together are obtained very 

useful of results. Mathematical analysis of these 

equations causes to presentation of Equations (22) to (32) 

for burden thickness. Accordingly, in this paper has been 

presented new equations for estimation the maximum 

and minimum thickness of burden. These equations have 

designed based on the amount of specific charge 

according to Equations (26) to (28). The arrangement of 

the drilling holes in most of the previous methods is not 

clear perfectly. Therefore, in this paper for more clarity 

of above subject was presented k' factor in Equations (26) 

to (28). 

 

 

5. CONCLUSION 
 

Tables 13 and 16 show the validation results of the new 

equations in this article. The results of the new equations 

of burden thickness have slight differences with the 

experimental results. Based on Tables 13 and 16, the 

maximum error of burden is calculated to be 3%. 

In some previous methods for estimation of burden 

thickness requires solving nonlinear equations but 

solving of quadratic equations is easier. Also these new 

equations depend on rock quality that is the advantages 

the projected model. Accordingly in this paper quadratic 

equations are presented. 

Blasting pattern in open pit mines can display in 

various models such a square, rectangular and triangular. 

Based on this, arrangement of drilling pattern is very 

important for estimation of burden thickness. Therefore, 

in this article the coefficient k' was defined. This 

coefficient considers effects of arrangement of drilling 

pattern in estimation of burden thickness. Therefore, 

using the definition of k' coefficient in these new 

equations, it can be claimed that these new equations are 

considered as the most reliable mathematical equation for 

the accurate calculation of the burden thickness. 
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Persian Abstract 

 چکیده 
اهداف آتشکاري در معادن روباز به خدمت گرفتن انرژي حاصل  کاري و بالاخص معادن روباز است. يکي از  داشتن الگوي مناسب براي چالزني و انفجار از ضروريات علم معدن

رسنگ و ابعاد خردشدگي مناسب  از انفجار مواد منفجره براي خرد کردن سنگ با حداقل هزينه توليد است. مهمترين پارامترهاي آتشکاري شامل قطر چال، خرج ويژه، ضخامت با

نگ بستگي دارد. در اين مقاله بر اساس امتياز حاصل از کيفيت توده سنگ و مقدار خرج ويژه در آتشکاري، مقادير  سنگ است. مقادير پارامترهاي آتشکاري به کيفيت توده س
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بيانگر قابليت اطمينان بالاي اين ضخامت    درصد است که  3دارد. حداکثر خطاي محاسبه شده در اين اعتبارسنجي معادله جديد برابر    16و    13مختلف ارائه شده در جداول  

 بارسنگ جديد است. 
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