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A B S T R A C T  
 

 

Alkanolamines are used to remove acidic gases such as CO2 and H2S from natural gas. In this study, 

thermodynamic modeling of the binary component CO2+MDEA, three component MDEA+H2O+CO2 

and the quaternary MDEA+AEEA+H2O+CO2 systems were developed using an additional Gibbs argillic 
model for the first time in the modeling of CO2 solubility in different solutions. The appropriate model 

was considered using the assumption of an entirely molecular system without any occurrence of chemical 

reactions and saturated gas phase from the CO2 gas. The nonelectrolyte Wilson nonrandom factor (N-
Wilson-NRF) model and the activity coefficient method (γ_φ Aproach) were used to calculate solubility 

of CO2. The two-component water- CO2 model was modeled and the results were obtained by the 

accuracy of 1.38 of experimental results. In a three-component, water-CO2-MDEA system with the 
amount of 6.913, the optimization was developed. The quaternary water-CO2-MDEA-AEEA system was 

optimized with an overall approximation of 19.537 for all experiment data. 

doi: 10.5829/ije.2020.33.12c.01 
 

 
1. INTRODUCTION1 
 
The removal of CO2 and H2S from the flue gas is essential 

in the process of natural gas purification. In addition, for 

the design and construction of gas transport equipment, 

experimental data on the solubility of CO2 and H2S in 

aquatic alkanolamines are required [1]. Due to the 

weakness or power of various alkanolamines in 

absorption of various acid gases, the choice of a suitable 

combination of these materials in the process of natural 

gas purification has been studied [2-4]. Also, at wide 

range of temperatures and pressures, various experiments 

are carried out to obtain a suitable thermodynamic model 

for desired estimation of experimental data [5-7]. It 

became clear that, because of the ionization of these 
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mixtures, the models that utilize the activity coefficient 

have been used extensively in research projects [8-10]. 

Typically, in these models, various equations have been 

used to predict wide-range of interactions using the 

Pitzer-Debye-Huckel method and narrow-range of 

interactions using other types of methods [11-13]. 
Separation factor is an important feature in the choice 

of alkanolamine solution to eliminate acidic gas or to 

interpret the kinetic mechanism of acidic absorption in 

alkanolamine solution. Recently, Barzagli et al. [14] have 

studied CO2 absorption and desorption experiments with 

alkanolamine mixtures in non-aqueous solvents 

(ethylene glycol mixtures and 2,1 propanediol with 

methanol or ethanol) [13]. They reported relatively low 

separation temperature (about 80°C) and less 
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evaporation. They have shown that amine recovery in 

non-aqueous solvents can be easily done [6]. The results 

of their study are given with the average and maximum 

relative deviation between experimental data and linear 

matching values. These numbers provide information 

about the linear extrapolation. Also, the decrease in the 

strength of the protonated alkanolamines was observed 

with an increase in fractions of organic composition and 

temperature. The greatest effect is observed for butanol-

water mixtures as solvent. This result was expected since 

the butanol-water solvents had the lowest dielectric 

values compared to sulfolane-water and methanol-water 

solvents. 

In the case of acid gases, thermodynamic modeling of 

the equilibrium solubility is also an important topic for 

the design of gas purification and CO2 capture processes. 

Zoghi and Feizi [15] calculated the solubility of CO2 in 

aqueous solutions of 2, 2-aminoethyl amino ethanol 

(AEEA) and compare the results with the Deshmuch-

Mather model. Finally, for the quaternary system water-

CO2-N-methyldiethanolamine (MDEA)-AEEA, the 

modified Peng-Robinson cube parameters which were 

modified by the electrolyte are correlated with the emPR-

CPA equation of state (EoS) and finally, the solubility of 

CO2 is calculated. They studied equilibrium solubility of 

CO2 in the mentioned solution in the range of 308.2 to 

368.2 K and the 101 to 4448 kPa [9].  

 

 

2. THERMODYNAMIC MODELING 
 

In this work, we have used gamma-phi (γ-φ) method for 

modeling the behavior of under investigation systems. 

Specifically, to calculate the activity coefficients of the 

components in the gas phase, the N-Wilson-NRF state 

equation and to calculate the fugacity coefficients in the 

liquid phase, the Peng Robinson equation has been used 

[16]. Using the qualitative properties (PVT), we can 

calculate all thermodynamic properties and 

thermodynamic potential energies. Here, we will 

investigate the behavior of PVT of a pure substance in 

gas and liquid states.  

Parameters (a and b) which are called gravity and 

repulsion parameters, respectively. Here, k1 and k2 are 

numerical constants that obtained by the critical 

properties for each pure substance. 

Peng-Robinson presented his equation as follows 

Equation (2) where k1= 2 and k2=-1 [17]: 

( , )

( ) ( )

RT a T
P

v b v v b b v b


= −

− + + −
 (1) 

In this equation, a, b are: 

2 2

0.457235 , 0.077796c c

c c

R T RT
a b

P P
= =  

The k equation is obtained by fitting steam pressure data 

from boiling point to critical point in Equation (2): 

20.37464 1.54226 0.26993k  = + −  (2) 

The cubic equations of state for the blends are written as 

follows in Equation (3): 

2 2

1 2

( , )RT a T
P

v b v k bv k b


= −

− + +
 (3) 

Also, v is the molar volume of the mixture. In this case, 

using the mixing rule, the values of a and b can be set 

according to the ai and bi parameters for the pure 

substance. 

 
2. 1. Mixture Fugacity Coefficient Using Peng-
Robinson Equation              The Peng- Robinson 

equation of state can be divided as follows in Equation 

(4) [8-9]: 

( , )

( (1 2) )( (1 2) )

RT a T
P

v b v b v b

 
= −

− + + + −

 
(4) 

By proper derivation from Equation (2), the fugacity 

coefficient of component i is obtained as follows in 

Equation (5): 

1

2
(1 2)

ln ( 1) ln( ) [ ]ln
2 2 (1 2)

c

i ij

ji i
i

y a
b bA Z B

Z Z B
b a bB Z B




= + +
= − − − − −

+ −

  (5) 

 
2. 2. An Integral Method for the Calculations of 
Vapor-liquid Equilibrium              In the integral 

method, the equation of fugacity is used directly for 

equilibrium calculations. Therefore, for the equilibrium 

of two phases of vapor and liquid, the equation of 

fugacity is used based on the following Equation (6) [18, 

19]: 

v l

i if f=   (6) 

In this case, the following two methods are proposed for 

the calculations of vapor-liquid equilibrium, each method 

depending on the nature of the components: 

I. The equation of state approach (φ_φ Approach) 

II. The activity coefficient approach (γ_φ 

Approach) 

In the equation of state approach, the fugacity of each 

component in the vapor and liquid phases is written as 

follows: 
v v

i i if y P=  for vapor and l l

i i if x P=  for liquid and xi, yi 

are the molar fractions of component I in liquid and vapor 

phases, respectively. Hence Equation  )7(: 

l

i i
i v

i i

y
K

x




= =  (7) 
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where Ki is the ratio of components (K-value) for 

component i. Therefore, with the proper equation of state, 

the coefficients of fugacity can be calculated. 

The activity coefficient is the quantity that represents 

the deviation of the non-ideal behavior of liquid mixtures 

from the ideal behavior of Lewis-Randal. When we have 

an ideal solution, the activity coefficient is 1 and the 

fugacity of component i is ideally written as follows in 

Equation (8): 

,

id

i i i puref x f=  (8) 

In other words, liquid solutions can be divided into (ideal 

dilution solution) and (non-ideal solution). Therefore, in 

order to calculate the activity coefficients, it is necessary 

to calculate the first fugacity from the pure material. 

Therefore, fugacity can be achieved by using a dense 

phase fugacity in Equation (9): 

0

,

( )
exp[ ]

sat
sat sat i i

i pure i i

v P P
f P

RT


−
=  (9) 

The saturation fugacity coefficient ( sat

i ) is obtained at a 

saturation point at temperature T, which can be calculated 

using the ratio of the fugacity coefficient for the pure 

component. 

 

2. 3. Activity Coefficient in Liquid Solutions        For 

liquid solutions, the activity coefficient is used as the 

standard deviation from the ideal state, so for the 

component in liquid solution and constant temperature it 

can be written as Equation (10) [20-22]: 

0 0,

( , , ) ( , , )

( , )

i i i i

LR

i i i

i

f T P x f T P x

f x f T P
 = =  (10) 

The Lewis-Randal activity coefficient is used for the 

solutions in which the components are either dissolved or 

convergent, in any ratio from dilute to concentrated. On 

the other hand, some solutions have a positive deviation 

( 1)i from the Lewis-Randal law, and others have 

negative deviations ( 1)i . For some solutions, you 

cannot use the Lewis-Randal activity factor. In this kind 

of systems, components are not resolved in each other 

with any ratio. In this case, it is not possible to use the 

Lewis-Randal activity factor for vapor in the solution. In 

this case, pure vapor may not be available as a standard 

solution at system temperature and pressure. Another 

example is the solubility of electrolytes and polymers in 

solvents. In this case, the activity coefficient for 

component i is defined as Equation (11): 

* ( , , )

( , )

i i
i

i ij

f T P x

x H T P
 =  

(11) 

Thus, for equilibrium calculations in liquid and solid 

phases, using the gamma-phi method, we need to have a 

proper function for calculating the activity coefficient of 

the components in the solution. On the other hand, we 

know that in order to obtain an appropriate model of the 

activity coefficient, the Gibbs energy function ( EG ) is 

necessary for the solution which is shown in Equation 

(12). 

, , , ,

( ) ( )
)n ( (l )

j i j i

E E

i T P N T P N

i i

G RT Ng RT

N N


 

 
= =

 

 
(12) 

 

2. 4. Local Composition Models         The local 

composition model is a semi-experimental method that 

derives from the concept of the local composition of 

molecules in a network. The local composition concept 

was first introduced by Wilson in 1964 [23]. 

In 2009, the Haghtalab and Mazloumi present new N-

Wilson-NRF model which provided a random mode for 

each cell based on the literature stated [24]. Local 

molecular fractions are defined using non-random 
ij  

coefficients Equation (13): 

1

,
ij

ij ijij

k

i N

kj

k

x

x x



=

=   =



, 

,

exp( ) exp( )

ii ij ji

ij jj ij

ij

h h

ZRT Z






 = 

−
= − = −

 

 (13) 

While , 1ij ji ii jj    = =    and N is the number of 

components in the system and Z is the coordination 

number. Using Equation (13), we can obtain the 

hypertension enthalpy formula for a two-component 

mixture. Assuming that the temperature is independent of 

enthalpy Equation (14): 

11 22 21 2 1 2 12 1ln ln[ ]ln( )
Eg

Z
T

x x x
R

x  =  +  +  (14) 

by deriving the Equation (14), the activity coefficient for 

a component in a two-component mixture is obtained as 

Equation (15): 

2

11 212 12 2 12 211ln [ ) ]ln ( ln( )Z xx   =  +  − +  (15) 

The general format of the equations for a multi-

component mixture is obtained as Equations (16) and 

(17): 

[ ( ln )n ]l
E

i ii j ij

i j

g
Z x x

RT
=  + 

 
(16) 

ln [1 ( ln l )ln n ]ii j ij ij ji k kj

j k

i Z x x   = +  −  − + 
 

( ) , 0, 1.0ij ij jj ii jj ii jjh h RT    = − = = = =  
(17) 

 
2. 5. The Process Flowchart of Calculating co2 Gas 
Solubility            The general method for calculating the 
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vapor pressure of each of the various system components 

using the bubble-pressure calculations flowchart is 

shown in Figure 1. For higher order systems, these 

equations for the mixtures can be used [17]. As shown in 

Figure 1 by the help of laboratory pressure, temperature 

and composition of the components percentage in the 

liquid phase, by the initial guess for the system pressure, 

the simulations can be done, and also the composition of 

the components in the gas phase and the calculated 

pressure can be gained using this system. It should be 

noted that for the two-component and multi-component 

systems the overall process is the same and for the higher 

order systems, the classic rules of the hybrid can be used. 

 
 
3. RESULT AND DISCUSSION 
 
3. 1. Quaternary Water-CO2-MDEA-2, 2-
aminoethyl (amino) ethanol System           One of the 

most important factors in the design of absorption unit is 

the solvent material. The most important features of a 

solvent for absorption are higher absorption speed, better 

function in absorption process, high net recycling 

capacity and better chemical stability. In the previous 

 

 

 
Figure 1. The Process Flowchart of Calculating CO2 Gas 

Solubility in Amine Solutions 

studies [25], researchers measured the rate of CO2 

absorption among various amines, which showed that 2-

2-Aminoethyl(Amino)Ethanol (AEEA) and (2-

Aminoethyl) 1,3-Propandiamine solvents can absorb 

CO2 more quickly. Ma’mum et al. [26] used a screening 

test and found that the aqueous solution of AEEA could 

be used as an absorbent in the process of absorbing CO2 

from combustion gases. AEEA has a high absorption rate 

and net recycling capacity, which is clearly higher than 

monoethanolamine indexes. Also, this material has also 

shown its high absorption capacity at higher CO2 loads. 

Recently, Zoghi et al. [27] investigated the effect of 

various activators in methyl diethanolamine on the CO2 

capture process. They showed that AEEA can greatly 

increase the rate of CO2 absorption compared with other 

activators such as Piperazine. The amount of waste lost 

in the recovery process is another important factor that 

should be considered in choosing the appropriate solvent. 

Wilson [28] measured the vapor pressure of AEEA under 

the temperature of the recovery process (395 K) and 

showed that AEEA had much lower vapor pressure (959 

Pa) than monoethanolamine (15900 Pa). Also, 

thermodynamic modeling of the equilibrium solubility of 

acid gases in the process of sweetening and absorbing 

CO2 gas is another vital point. When acid gases are 

absorbed in an aqueous solution of alkanolamine, 

different ionic species are produced by chemical 

reactions. It makes it difficult to calculate the liquid-

vapor balance for aqueous solutions of alkanolamine. In 

this section, we used the gamma-phi(γ-φ) method and the 

experimental data of Zoghi experiment [15], to develop a 

thermodynamically model of the quaternary water-CO2-

MDEA-AEEA system. It is important to assume the 

system physically, in order to reduce the volume of the 

calculations and to simplify the process of chemical 

reactions. Based on the results of the above four-

component system, the target function was equal to 

19.537.  
 
 

TABLE 1. Optimized Values of the N-Wilson-NRF Equation 

for the Quaternary Water-CO2-MDEA-AEEA System 

i-j ij * 
ija  

ijb  

CO2-AEEA 
14  -27/8734 -48669/667 

AEEA-CO2 41  -8/3472 -7713/6611 

H2O-AEEA 24
 

278/2278 -941/2250 

AEEA-H2O 42
 

8/4826 1323/4516 

MDEA_AEEA 
34

 
5/8430 -62/8829 

AEEA_MDEA 43
 

2/3283 -221/7266 

ij

ij ij

b
a

T
 = +     
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3. 2. Interaction Parameter         In the previous 

sections and in the equation of activity coefficients, we 

used equation 17 to calculate the interaction parameters, 

where two parameters a and b were obtained and 

optimized simultaneously. In this section, by developing 

the interaction parameter equation, we examined the 

effect of this change on the accuracy of the calculations. 

The equation of interaction parameter with the three sub-

parameters a, b and c is defined in Equation (18): 

0

0
[ ln ]

ij

ij ij ij

b T T T
a c

T T T


−
= + + +

 
(18) 

For the quaternary water-CO2-MDEA-AEEA system, the 

target function was equal to 19.084 and the values of 

interaction parameters are shown in Table 3.  
 

 

TABLE 2. Experimental and Calculated Pressure in the Quaternary Water-CO2-MDEA-AEEA System 

Loading Pexp (kPa) P cal(kPa) Loading Pexp(kPa) P cal(kPa) 

308.2(K) 328.2(K) 

0.735 103.3 130.66 0.516 100.7 90.96 

0.753 111.6 140.02 0.544 114.5 114.5 

0.807 146.7 171.0261 0.56 128.3 129.3136 

0.832 187.4 187.4 0.62 133.5 197.655 

0.862 232.9 207.4161 0.652 163.9 242.6039 

0.89 350.6 227.9479 0.704 249.7 329.7518 

0.906 483.8 240.3064 0.765 373.8 456.6946 

0.934 746.8 263.113 0.805 531.8 556.0085 

0.944 908.8 271.57 0.846 793.2 672.2862 

0.954 1082 280.1942 0.868 963.6 741.1162 

0.966 1254.7 290.766 0.885 1165.9 797.5861 

0.974 1438.8 298.3437 0.895 1335.3 832.1222 

0.988 1652.1 311.3575 0.917 1574.4 911.7242 

1.002 1952.7 324.6064 0.934 1798.8 976.6611 

343.2(K) 368.2(K) 

0.489 170.9 158.3485 0.406 281 177.09 

0.514 189.4 194.8241 0.429 322 224.31 

0.556 230.9 267.88.907 0.47 405.5 327.27 

0.626 349.6 426.1947 0.527 585.6 514.45 

0.688 468.8 609.5557 0.543 649.5 577 

0.73 593.3 759.5985 0.589 821 783.34 

0.759 724.3 876.4672 0.626 1010 979.8 

0.81 968.3 1110.433 0.67 1241.7 1251.96 

0.822 1172.2 1172.2 0.708 1490.3 1523.53 

0.835 1316.5 1239.3 0.742 1656.7 1796.68 

0.896 2128.4 1596.662 0.852 2758.1 2917.502 

0.913 2373.6 1707.78 0.867 3002.9 3101.764 

0.916 2898.6 1728.127 0.883 3266.8 3305.867 

0.929 3082.6 1817.519 0.899 3502.9 3524.257 

0.942 3253.2 1910.189 0.916 3869.6 3766.08 
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TABLE 3. Optimized Values of the N-Wilson-NRF Equation 

in the Quaternary Water-CO2-MDEA-AEEA System 

i-j ij  
ija  

ijb 
ijc  

CO2-AEEA 14  -27/8734 -48669/667 -0/01153 

AEEA-CO2 41  -8/3472 -7713/6611 -0/01552 

H2O-AEEA 24
 

287/2285 -941/2250 -0/07370 

AEEA-H2O 42
 

8/4826 1323/4516 -0/01154 

MDEA_AEEA 34
 

5/8430 -62/8829 0/01758 

AEEA_MDEA 43
 

2/3283 -221/7266 0/01680 

 
 

 
Figure 2. Molecular Concentration of CO2 in Aqueous 

Solution of MDEA+AEEA 
 
 

4. CONCLUSION AND FUTURE PERSPECTIVE 
 
In this project, the solubility of CO2 gas was investigated 

in alkanolamine solutions. The N-Wilson-NRF model 

and the activity coefficient method (γ_φ Approach) were 

used to calculate solubility of CO2. The two-component 

water- CO2 model was modeled and the results were 

obtained by the accuracy of 1.38 of experimental results. 

In a three-component, water-CO2-MDEA system with 

the amount of 6.913, the optimization was developed.  

The quaternary water-CO2-MDEA-AEEA system 

was optimized with an overall approximation of 19.537 

for all experiment data. By changing the interaction 

parameter equation of 
ij  to the three-parametric 

equation in the two-component system, the 

approximation of 6.581 and in the three-component 

system, 19.084 were obtained. The systems used in this 

study have made a completely reasonable approximation 

considering that the solubility modeling of gas in 

solutions is based on the physical interaction. To make 

the calculation and mentioned systems more accurate, 

some suggestions are presented which are: 

1. considering chemical reactions in the liquid phase to 

improve the accuracy of the model, 

2. performing more experiments at higher temperatures 

and pressures to obtain more operational data,  

3. using mixing rules in multi-component system 

computing procedure,  
4. using the equations of electrolyte activation to improve 

the accuracy of the model. 
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Persian Abstract 

 چکیده 

ای طراحی و ساخت تجهیزات زدودن هیدروژن سولفید و دی اکسید کربن از گاز دودکش در فرایند تصفیه گاز طبیعی و گیرانداختن گازهای اسیدی اهمیت دارد به علاوه، بر

رت آلکانول آمین های مختلف در جذب گازهای  ستند. به دلیل ضعف یا قدمین های آبی مورد نیاز هآ  در آلکانول  2COو    S2Hاتصال گاز، داده های تجربی انحلال پذیری  

ایش های گوناگونی برای بدست  اسیدی گوناگون انتخاب یک ترکیب مناسب از این مواد در فرایند تصفیه گاز طبیعی مورد مطالعه قرار گرفته و در دما و فشارهای مختلف آزم

جام شده است که به خاطر تجزیه یونی این مخلوط ها  مدل هایی که از روش ضریب اکتیویته  آوردن مدل ترمودینامیکی مناسب جهت تخمین بهتر دادهای آزمایشگاهی ان

هوکل  و برای نیروهای _دبای_زراستفاده کرده اند جواب دقیق تری را پیش بینی کرده اند. به طور معمول در این مدل ها برای پیش بینی برهمکنش های برد بلند از روش پیت

نامیکی متناظر  مختلفی استفاده شده است. در این  مقاله با مطالعه  دادهای آزمایشگاهی و  محاسباتی مقایسه ای بین حلال های مختلف و  مدل های ترمودیبرد کوتاه از معادلات  

 بر آنها  در جهت انتخاب حلال و  مدل مناسب انجام شده است.
 
 

https://doi.org/10.1016/j.ijggc.2017.05.014
https://doi.org/10.1016/j.ijggc.2012.07.005
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A B S T R A C T  
 

 

In textile and garment industry, the physiological comfort of fabric as one of the important parameters, 

can be improved by the fabric finishing treatment. Nevertheless, the toxic chemicals produced in this 
process leads to the pollution of the environment. Therefore, this study aims to improve the physiological 

comfort of the cotton fabric without applying the finishing process as green technology. Accordingly, 

air permeability and moisture transfer as two important parameters of the fabric physiological comfort 
are evaluated with the structural parameters of the cotton yarn using experimental and theoretical 

procedures. For theoretical evaluations, a novel neuro-fuzzy network (ANFIS) is proposed and used for 

modelling and estimation. The structural parameters of yarn are the yarn linear density, yarn twist and 

fineness of fibers, which are defined as inputs and air permeability and moisture transfer of the cotton 

samples are considered as the outputs of developed ANFIS model. According to the experimental and 

modeling results, the fiber fineness, yarn linear density (Ne) and yarn twist have the same effect on the 
output parameters. It is also found that both parameters of the physiological comfort sensory can be 

improved effectively without finishing process. Simulation results show the novel proposed ANFIS that 

has high learning capability, fast convergence and accuracy greater than 99% and negligible error value 
smaller than of 1% can be reasonably used in textile industry. In addition, for the winter garments, the 

optimum points of turns per meter (T.P.M) coefficient, English count of yarn, and fibers fineness are 4.5, 

25 and 3, respectively. 

doi: 10.5829/ije.2020.33.12c.02 
 

 
1. INTRODUCTION1 
 
Nowadays, the environmental pollution concerns are 

important topics for academic studies and there are many 

researches in the open literature, accordingly [1-3]. In 

textile industry, the toxic materials have been used in 

different processes such as bleaching, sizing, de-sizing, 

scouring, dying, printing, finishing, anti-static, and anti- 

wrinkling. Recently, the famous brands of clothing 

industry have attempted to develop their products based 

on “Green Technology Methods”. In the textile and 

clothing industry, the green technologies can be applied 

with the fiber preparation, yarn production, fabric 

production, dyeing and printing and finishing processes 

[4]. In garment industry, the clothing comfort as an 
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important parameter is improved by finishing process. 

The effect of weaving pattern and number of the picking 

sequences on the wetting, wicking and air permeability 

(AP) properties of the samples were analyzed.  

The effect of moisture finisher on the comfort sensory 

of woven fabrics was also studied by the researchers [5]. 

The moisture finishing parameters were analyzed to 

optimize the sportswear’ comfort. The results revealed 

that when the ethylated alcohol was synthesized as 

wetting agent with the recipe containing amino silicone 

polyether copolymer and hydrophilic polymer in the ratio 

of 1:2 with pH of 5.5 at 600-700 ℃ temperature, better 

comfort properties for sportswear is obtained. 

Hermophysiological comfort and mechanical properties 

of cotton fabrics for lady’s summer apparel were 
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evaluated by fabric weight characteristic (number of the 

warp / weft yarns per inch and yarn count) [6]. The 

weight of the cotton samples studied in that research was 

50 to 80 g/m2. The main target of that work was to make 

a balance between two parameters of the yarn count and 

number of ends and picks per inch in fabric to achieve the 

appreciate fabric comfort and strength. The results 

showed that the fabric samples with 60 Ne warp count, 

50 Ne weft count, 90 ends/in as warp density and 50 

pick/in as weft density have suitable air permeability and 

mechanical properties [6]. Water vapor resistance and 

thermal resistance of commercial apparel as comfort 

parameters were studied based on the fabric structural 

parameters and fiber type by regression analysis [7-8].  

Adaptive neuro-fuzzy inference system (ANFIS) and 

image processing method as the well-known soft 

computing techniques have been used in various 

applications of the function approximation and control in 

different scopes for the last two decades. [9-11]. There 

are many published works in the literature about applying 

ANFIS in the different areas of on-line approximation 

applications in the textile industry [12-13]. For example, 

ANFIS was used to predict the bending rigidity of woven 

fabrics [14]. For this purpose, a set of cotton fabrics used 

in the clothing industry was de-sized, scoured and 

relaxed. The weight and thickness and cover factor of 

fabric were selected as input parameters and the bending 

rigidity of fabric was considered as the model output.  

In the present study physiological comfort is 

developed based on the new yarn parameters without 

environmental pollution as a result of finishing treatment 

elimination. In addition, the improvement of 

physiological comfort by the yarn parameters is studied 

here for the first time. the linear density, twist yarn and 

fineness of fiber are the parameters used in this study as 

structural parameters of cotton yarn for experimental 

evaluation of the air permeability and moisture transfer 

as physiological comfort properties. 

Finally, the theoretically analysis was done by an 

improved ANFIS technique. In this model the linear 

density, twist yarn and fineness of fibre are input 

parameters and moisture transfer and air permeability are 

model outputs  .A brief review on the novelties of 

methodology and ANFIS modeling performed in the 

present research can be listed as follows: 

- A novel ANFIS with fuzzy coefficient in consequent 

part 

- A new parameter learning method with fast 

convergence 

- The new parameters concerning the yarn structure 

used to evaluate the physiological comfort of fabric. 
 
 

2. METHODOLOGY 
 

In this research we developed the cotton fabrics with the 

plain weave structures and different thicknesses by using 

the cotton yarns with the characteristics presented in 

Table 1. The characteristics of yarn are measured by an 

experimental instrument that its name is electronic twist 

tester (Figure 1). Twist in yarn is essential to hold the 

fibers together and is added to the spinning and plying 

processes. In this study, the yarn twist is determined by 

T.P.M coefficient. In the textile industry the English 

count of yarn is an indirect method of expressing the size 

of a cotton yarn. In this system by increasing the yarn 

number or count, the weight of yarn length decreases. 

Another parameter is thickness of fabric (mm). This 

parameter is measured by the thickness gauge presented 

in Figure 2.  
 

 

TABLE 1. Characteristics of the cotton yarns used in fabrics  
Moisture 

transfer 

rate 

(g/cm2.h) 

Air 

permeability 

(ml/cm2) 

Linear 

density 

(Ne) 

T.P.M 

coefficient 

Fineness 

(micron) 
sample 

2.00 26.0 20 4.5 3.2 1 

2.10 27.0 20 4.7 3.2 2 

2.15 27.0 20 4.8 3.2 3 

2.01 26.5 20 4.5 4.2 4 

2.20 26.0 20 4.7 4.2 5 

2.25 27.7 20 4.8 4.2 6 

2.30 27.0 20 4.5 5.3 7 

2.20 27.1 20 4.7 5.3 8 

2.25 26.9 20 4.8 5.3 9 

2.15 27.0 30 4.5 3.2 10 

2.17 30.0 30 4.7 3.2 11 

2.20 32.0 30 4.8 3.2 12 

2.22 31.0 30 4.5 4.2 13 

2.19 31.5 30 4.7 4.2 14 

2.20 35.0 30 4.8 4.2 15 

2.25 35.5 30 4.5 5.3 16 

2.22 36.0 30 4.7 5.3 17 

2.28 37.0 30 4.8 5.3 18 

2.29 37.0 40 4.5 3.2 19 

2.30 38.0 40 4.7 3.2 20 

2.20 45.0 40 4.8 3.2 21 

2.31 33.0 40 4.5 4.2 22 

2.30 35.0 40 4.7 4.2 23 

2.33 38.0 40 4.8 4.2 24 

2.30 37.0 40 4.5 5.3 25 

2.37 38.0 40 4.7 5.3 26 

2.39 45.0 40 4.8 5.3 27 

2.40 37.0 50 4.5 3.2 28 

2.39 40.0 50 4.7 3.2 29 

2.45 43.0 50 4.8 3.2 30 



M. S. Hesarian et al. / IJE TRANSACTIONS C: Aspetcs  Vol. 33, No. 12, (December 2020)   2443-2449                                2445 

 

2.42 43.0 50 4.5 4.2 31 

2.41 45.0 50 4.7 4.2 32 

2.42 44.0 50 4.8 4.2 33 

2.44 46.0 50 4.5 5.3 34 

2.46 48.0 50 4.7 5.3 35 

2.49 50.0 50 4.8 5.3 36 

2.50 65.0 70 4.5 3.2 37 

2.49 70.0 70 4.7 3.2 38 

2.51 69.0 70 4.8 3.2 39 

2.60 70.0 70 4.5 4.2 40 

2.58 71.0 70 4.7 4.2 41 

2.55 69.0 70 4.8 4.2 42 

2.61 73.0 70 4.5 5.3 43 

2.62 75.0 70 4.7 5.3 44 

2.62 74.0 70 4.8 5.3 45 

 

 

 
Figure1. Electronic twist tester 

 

 

 
Figure 2. Thickness gauge 

 
 

The final parameter is Fiber fineness which this 

parameter is determined by measuring the diameter of a 

single fiber of yarn using microscope in micron. The two 

main parameters are used for expressing the physiology 

comfort of garment. First parameter is “air permeability”. 

This parameter expresses air transferring through the 

fabric. Second parameter is “moisture transition” that 

indicates the transfer of moisture through the fabric. It 

should be noted that the air permeability and moisture 

transition parameters have a great importance for the 

summer clothes. Figure 3 shows the method applied for 

measuring the moisture transfer of fabric. In this method 

the sample of fabrics were cut as the specific dimensions 

of the circular metal containers, then put the fabric firmly 

on the dish containing 50 ml distilled water, and tighten 

the container thoroughly with adhesive to allow water 

vapor to pass through the surface of the fabric, and 

reweight the set. Then weight the set for every two hours 

during 6 hours for measuring the amount of discharged 

steam. The measuring results are presented in Table1. 

During the movement due to the rise in metabolic 

heat, the body begins to sweat; therefore, the quick 

transferring the steam of the water through the fabric. 

This property greatly affects the ability of fabric breath 

and exhausts the excess heat by the fabric. It should be 

noted that the environment and water temperature is hold 

at 23ºC and the relative humidity is about 35%. The 

instrument for measuring the air permeability is 

presented in Figure 4. 

This device is based on the air vacuuming through the 

sample of the fabric by a vacuum pump. The flow rate of 

the air passed through the sample is in 20 cm2 of the 

surface area of sample, in which the volume of air passed 

through the sample is determined at a certain pressure. 

The result of air permeability measuring of samples are 

showed in Table 1. 

In summer, the high metabolic heat is produced in the 

body and the considerable air permeability in the fabric 
 

 

 
Figure 3. Test method for the moisture transfer measuring 

of fabric 
 

 

 

Figure 4. Air permeability tester: (a) Main body of tester, 

(b) fabric specimen, (c) interchangeable test head 
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is required in order to allow air flow in clothing for 

providing the respiratory function in the fabric and keep 

the person cool. However, in the winter clothes this 

parameter should be restricted. Due to the high diffusion 

of the air into the cloth causes a drop of air temperature 

inside the garment that results the person feels cold in the 

cloths, which it is a negative factor in the winter for the 

body comfort. 

 

2. 1. Adaptive Neuro-Fuzzy Inference System            
In this section, we introduce our new Adaptive Neuro-

Fuzzy Inference System (ANFIS). The fuzzy rules of the 

proposed ANFIS are as follows: 
𝑅1: 𝑖𝑓 𝑢1 𝑖𝑠 𝐴̃1 𝑎𝑛𝑑 𝑢2 𝑖𝑠 𝐵̃1 𝑡ℎ𝑒𝑛 𝑦̃1 = 𝑟̃1 + 𝑝1𝑢1 + 𝑞̃1𝑢2  
𝑅2: 𝑖𝑓 𝑢1 𝑖𝑠 𝐴̃2 𝑎𝑛𝑑 𝑢2 𝑖𝑠 𝐵̃2 𝑡ℎ𝑒𝑛 𝑦̃2 = 𝑟̃2 + 𝑝2𝑢1 + 𝑞̃2𝑢2  

where 𝒖𝟏 and 𝒖𝟐 are network inputs, 𝑨̃𝟏, 𝑨̃𝟐, 𝑩̃𝟏 and 𝑩̃𝟐 

are type-1 fuzzy sets. 𝒚̃𝟏 and 𝒚̃𝟐 are the network output. 

𝒓̃𝟏, 𝒑̃𝟏 and 𝒒̃𝟏 are the coefficient of the consequent part, 

that all of them are type-1 fuzzy sets. Figure 5 shows the 

proposed ANFIS. 

All parameters and layers of the proposed ANFIS are 

the same as traditional ANFIS except the consequent 

layer. The calculation of the consequent layer in this 

paper is as follows (General form): 

𝑦̂1 =
∑ 𝑊̅𝑘(𝑚𝑟𝑘

𝜎𝑟𝑘
+𝑚𝑝𝑘

𝜎𝑝𝑘
𝑢1+𝑚𝑞𝑘

𝜎𝑞𝑘
𝑢2)𝑛

𝑘=1

∑ 𝑊̅𝑘𝑛
𝑘=1 (𝜎𝑟𝑘

+𝜎𝑝𝑘
+𝜎𝑞𝑘

)
                       (1) 

where 𝒎𝒓𝒌
, 𝒎𝒑𝒌

 and 𝒎𝒒𝒌
 are the means of Gaussian 

type-1 fuzzy sets 𝒓̃𝟏, 𝒑̃𝟏 and 𝒒̃𝟏, respectively. Also, 𝝈𝒓𝒌
, 

𝝈𝒑𝒌
 and 𝝈𝒒𝒌

 are the variances of Gaussian type-1 fuzzy 

sets 𝒓̃𝟏, 𝒑̃𝟏 and 𝒒̃𝟏, respectively. The output of one layer 

before consequent layer from k-th fuzzy rule is shown by 

𝑾̅̅̅𝒌. More details of feedforward and learning phase of 

the proposed ANFIS can be found elsewhere [15]. 

 

2. 2.  Applying ANFIS for Fabric Physiological and 
Comfort Sensory Modelling          A mathematical 

relationship between two (or more) variables or 

parameters can be obtained by neuro fuzzy networks. For 

example, if the parameter x affects the y parameter, the 

mathematical relationship between x and y by applying x 

as input to the neural network and also y as the desired 

output can be found. In addition, if the system is dynamic 

from x to y, we can use the past moments y as 

 

 

 
Figure 5. The proposed ANFIS 

input and next to x. In this study, the experimental data 

extracted from the test results have been used for the 

proposed ANFIS training and testing. For ANFIS 

training, there are some steps that have been fully 

followed, such as data pre-processing, deletion of 

discarded data, deletion of unimportant fuzzy 

membership functions, unimportant fuzzy rules and so 

on. 

 

 

3. RESULTS AND DISCUSSION    
 
Fabrics woven by fine fibers are softer than those with 

coarseness fibers and have a relatively smooth surface. In 

fabrics where the fineness of the fiber is lower in the yarn, 

the stiffness of the fabric is higher. Therefore, handmade 

of fabric is not appropriate. Figures 6 and 7 show that 

there is a relationship between the fineness of fibers 

produced the fabric and the parameter of air permeability 

and humidity transfer of the sample. Based on the results, 

with increasing the fiber diameter, the air permeability 

and humidity transfer of the fabric are increased. In other 

words, there are reverse relation between fineness of the 

fiber and air permeability and humidity transfer of the 

fabric woven by these fibers. 

Fabrics woven from the yarn with linear density of 

40 and 50 Ne mainly are used in women’s garments. This 

type of fabric has a high softness. This fabric gets better 

 

 

 
Figure 6. The relation between fiber fineness and air 

permeability of fabric 

 

 

 
Figure 7. The relation between fiber fineness and humidity 

transfer rate of fabric 
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hand value when it is used from finer fibres to reach a 

higher English count yarn (Ne) and use a number of twist 

in a suitable way for the yarn. By increasing the English 

count of yarn, the empty space within the yarn structure 

are increased and the empty spaces between yarns in 

fabric structure are increased. As a result, air diffusion is 

low in the case of fabrics woven from coarse yarn (Figure 

8). 

According to Figure 9, by increase of the yarn linear 

density (Ne) or yarn English count, the rate of humidity 

transfer increases. by increasing the linear yarn density 

(yarn english count) the rate of humidity transfer 

increases. Yarn count expresses the coarseness or 

fineness of a yarn.There are two systems of expressing 

yarn number or yarn count: 1) Direct yarn numbering 

system that is defined by weight per unit length of yarn 

and 2) Indirect yarn numbering system which is defined 

by length per unit weight. English yarn count refers to the 

indirect system. In this system by increasing the yarn 

number or count, the weight of yarn in length decreases. 

By decreasing of the linear weight of the yarn, the empty 

spaces between yarns in fabric structure increase 

Therefore, based on the mentioned increasing behavior, 

the humidity transfers through the fabric increases. 

The stiffness of the fabric increases when the yarn 

with high twist in fabric has been used. As a result, in this 

type of fabric the hand value is not suitable. In the yarn 

with high value of twist the empty space in yarn structure 

is decreased. According to this fact, the empty space in 

the fabric structure is increased. Figures 10 and 11 show 

that by increasing the empty space in the fabric structure, 

both the air permeability and transfer humidity rate 

increase. Figures 6 to 11 show that the proposed neuro 

fuzzy network (ANFIS) is capable of estimating textile’ 

parameters, reasonably. The simulation results show that 

the system theory analysis is completely correct and can 

be inferred in the future. 

 

3. 1. Evaluation of Optimum Point or Pointing 
Stability of Parameters                 Physiological comfort 

of fabric depends on the end using. For the summer 

garments, the high values of air permeability and 

 

 

 
Figure 8. The relation between the yarn English count and the 

air permeability of fabric 

 
Figure 9. The relation between the yarn English count and the 

humidity transfer rate of fabric 

 

 

 
Figure 10. The relation between the yarn twist and the air 

permeability of fabric 

 

 

 
Figure 11. The relation between the yarn twist and the humidity 

transfer rate of fabric 

 

 

humidity transfer are appreciated, while, for the winter 

garments both mentioned parameters should be 

decreased to achieve the physiological comfort. 

Therefore, the pointing stability or the optimum points of 

yarn structural parameters (yarn twist, yarn English count 

and fiber fineness) depend on the end use of the fabric. 

From Figures 6-12, for the winter garment the optimum 

values of T.P.M coefficient and English count of yarn and 

fineness of fibers are 4.5, 25 and 3, respectively. Because 

in these points the air permeability and moisture transfer 

of fabric have their minimum values. 
 

 

4. CONCLUSION   
 
In this article the effects of structural parameters of the 

cotton yarn on the physiological comfort of fabric were 
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studied by experiments and intelligent method of neuro-

fuzzy network (ANFIS). The fabric comfort was 

improved according to the structural parameters of yarn 

instead of using finishing treatment. The result of this 

study is useful for green textile industries. 

The physiological comfort parameters such as air 

permeability and moisture transfer of the garment were 

strongly affected by the characteristics of the yarn and 

fibers such as fiber fineness, yarn twist and English count 

of yarn. The modeling and experimental results showed 

that by increasing the diameter of fibers and English 

count of the yarn and yarn twist both comfort parameters 

increase. The theoretical analysis was performed by the 

new smart model, i.e. improved ANFIS, developed in this 

work. In the model the linear density, twist yarn and 

fineness of fibre were input parameters and moisture 

transfer and air permeability were outputs.   Simulation 

results show the novel proposed ANFIS has high learning 

capability, fast convergence and accuracy greater than 

99% and negligible error value smaller than of 1%. It was 

also found that both parameters of the physiological 

comfort sensory, namely, the air permeability and 

humidity transfer can be improved effectively without 

finishing process. Finally, the physiological comfort for 

the winter garment can be achieved at optimum values of 

4.5, 25 and 3 for T.P.M coefficient, English count, and 

fineness of yarn, respectively. 
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Persian Abstract 

 چکیده 
 یافتهتوسعه    یبه طور جد  یلتکم  یندو پوشاک همانند فرآ  ینساج  یعمختلف صنا  ی ها  ینهسبز در زم  یها  ی، استفاده از فناور  یطی مح  یستز  یها  یآلودگ  یشبا افزا  یراًاخ

. اما  باشد¬یپارچه م یزیولوژیکیف ید راحتیاببود پارچه به یلتکم یات تحت عمل تواند¬یموجود در صنعت پوشاک که م یپارامترها یناز مهمتر یکیخصوص  یناست. در ا

بدون    ای¬پارچه پنبه  یزیولوژیکیف  ی، بهبود راحت  یق تحق  ین در ا  ین. بنابراشود¬یم   یطیمح  یستز  یمنجر به آلودگ  یندفرآ  ینشده در ا  یدتول  یسم  یمیاییمتاسفانه مواد ش

  یهوا و انتقال رطوبت که به عنوان دو پارامتر مهم راحت  یریمنظور ، خواص نفوذپذ  ینا  ی. براگردد¬یمقاله محسوب م  ینا  یبه عنوان هدف اصل  یلتکم  یات استفاده از عمل

 یک   ی،تئور  یبمنظور بررس  ین،. علاوه بر اگیرد¬یقرار م  یابیمورد ارز  یا¬نخ پنبه  یساختار  یو بر اساس پارامترها  یو نظر  یبه صورت تجرب  باشد¬یپارچه م  یزیولوژیکیف

نخ، تاب نخ و ظرافت    ی خط  ی نخ که عبارتند از چگال  ی ساختار  یشده است. در مقاله حال حاضر ، پارامترها  یشنهادپ   ی( جهت مدل سازANFIS)  یدجد  یزفا  - یشبکه عصب

و مدل    یتجرب  یجبه نتا  جه. با توگیرند¬یمدل مورد استفاده قرار م  یهوا و انتقال رطوبت پارچه بعنوان خروج  یریمدل و عوامل نفوذپذ  یورود  ینخ به عنوان پارامترها  یافال

انجام   یهایبررس  یجآنها دارد. نتا  یثر معکوس بر روتاب نخ ا  یمدل داشته و از طرف  یدو پارامتر خروج  یبر رو  یکسانی  یرنخ تأث  یخط  یو چگال  یافدو عامل ظرافت ال  یساز

  یه شب   یج. نتا یابدبهبود    یل تکم  یات نخ و بدون انجام عمل  ی ساختار  ی بر اساس پارامترها  یلوببطور مط  تواند¬یپارچه م  یزیولوژیکیف  یکه راحت  دهد¬ی مقاله نشان م  ین شده در ا

  3و  25  ،4.5  نقاط.  است  برخوردار  ٪1قابل اغماض کوچکتر از    یو خطا  %99  یدقت بالا  یع،سر  ییبالا ، همگرا  یادگیری   ییاز توانا  یشنهادیدهد که مدل پ  ینشان م  یساز

 باشند. یم  یزمستان یلباسها ینخ برا  یپارامترها یممنخ بعنوان نقاط اپت یافنخ و ظرافت ال  یسیو نمره انگل اب ت  یبضر یپارامترها مقادیر بعنوان
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A B S T R A C T  
 

 

In the process of extracting oil and gas from hydrocarbon reservoirs, the formation of depositions inside 
pipes, fittings, and storage tanks, not only accelerates corrosion but also reduces a significant volume of 

operating capacities. The most critical step in solving the problem of deposition formation is their early 

and timely detection. In industries, internal surfaces of the pipeline are usually inspected by 
nondestructive testing (NDT) methods. The detection of depositions should operationally be difficult if 

there were special conditions for accessing the back of pipelines. Therefore, a suitable method is 

encouraged to detect deposition in the pipes and tubes when one side or a small part of them is accessible. 
In this paper, the Monte Carlo simulation tool was applied to use backscatter radiography (as an NDT 

inspection technique) for in-situ detection of depositions inside the metallic pipelines. In fact, the 
simulation process shows the correctness and efficiency of the backscatter radiography technique. It 

would determine some significant factors such as photon energy, angle of irradiation, or location of 

detectors which affect the design before experiment. The results showed that backscatter radiography as 
a viable technique could properly detect the location of depositions inside the pipes.  

doi: 10.5829/ije.2020.33.12c.03 
 

 
1. INTRODUCTION1 
 
In the field of oil and gas industries, monitoring of 

depositions is a significant subject for preventing harmful 

consequences and costly damages due to flow restriction 

through transmission pipelines [1]. Some changes in 

pressure and temperature cause some physical and 

chemical phenomena for deposition formation when the 

fluids approach the earth’s surface from underground in 

the extraction process of hydrocarbon reservoirs [2]. 

Organic and inorganic (such as asphaltene, wax, hydrate, 

and mineral compounds) depositions commonly formed 

in the pipelines and equipment [3]. Asphaltene has a 

complex molecular structure and is the most polar 

composition in oil [4]. Waxes are high molecular weight 

and complex compounds which generally are in the solid 

phase at ambient temperature. Wax depositions (with 

normal chains of alkanes) stick on the internal pipes at 

low temperatures and make longer chains [5, 6]. Hydrate 

depositions are typically formed in gas transmission 
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pipelines, as well. In the cold seasons, gas molecules in 

pipes are imprisoned and frozen in cages made from 

water. Plugs will block the flow path and stop gas 

processing during hydrate crystals formation [7]. 

Petroleum industries often suffer from inorganic 

depositions, including carbonates and sulfates [8]. These 

deposits are generally associated with water formed in 

calcium carbonate, calcium sulfate, and barium sulfate. 

Some deposits, such as iron sulfide and iron carbonate, 

may also be produced as corrosion agents [9].  

Caliper Pipeline Inspection Gauge (Caliper PIG) with 

mechanical arms is a device that is used in fluids (such as 

water, oil, and gas) transfer pipes for measuring holes 

geometry [10].  

Some methods for monitoring deposition formation 

or narrowing in the pipelines and equipment are 

radiography, ultrasonic, determination of fluid pressure 

in various points, thermal imaging, and the other 

inspection techniques [11-14]. However, there is some 

information about the strengths and weaknesses of 
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various inspection methods [15, 16] but, a predictable 

technique based on the Monte Carlo simulation tool is 

widely encouraged for the depositions formation location 

detection and their contents determination. In this 

research, the mentioned technique was carefully studied 

in detail and validated.     
 
 

2. METHODOLOGY 
 

According to the radiography applications, X and γ-rays 

penetrate through materials structure to find their quality 

[17]. The radiography tool advantage compared with the 

other methods (such as Caliper PIG) is the observation of 

the visual image of pipe cross-section without demanding 

mechanical arms and sticking on the internal surface of 

the tube [10]. The conventional radiography is feasible 

for pipes and tubes, which both sides of them are 

available. The positions of radiation source on one side 

and detector or film on the other side are important. 

Compton scattering shows good potential for use in the 

field of NDT monitoring. The backscatter radiography 

based on Compton scattering has been proposed for 

single-sided radiography under inspection. This type of 

radiography can be applied for in-situ detection of faults 

inside pipelines without demanding the back of them [15, 

18]. Figure 1 illustrates the principle of the backscatter 

radiography method for the detection of depositions 

inside a pipeline [19]. 

Figure 2 shows the simulated geometry used in the 

Monte Carlo N-Particle (MCNP) code. Specifications of 

materials used in the simulation were extracted from 

literature [5, 8, 20-25]. A mono-energetic source of 

photon produced a ring-shaped sharp beam and irradiated 

the inner side of the pipeline. Deposition in one area of 

the pipe was defined as the thickness of wax, asphaltene, 

salt, or hydrate over the internal surface of it. Simulations 

were carried out several times by different photon 

energies and depositions with various thicknesses, 

lengths, and materials. The best results were obtained in 

the counter cell with about 11 cm far from the radiation 

source for the design investigated in this research . 
 

 

 
Figure 1. Principle of photon backscatter radiography for 

detection of deposition on a pipe wall 

 
Figure 2. The geometry used for input of MCNP code 

 

 

As shown in Figure 3, the depositions can be 

monitored by moving the inspection device through the 

pipeline. Some scattered photons entered the detector 

were counted after photons emission from source and 

their interactions consideration with fluid, pipe, 

deposition, and concrete behind the tube. Then, the 

results were drawn as a graph versus the traveled 

distance. A change in the number of photons in the log 

can indicate the deposition occurrence along the pipeline . 

 

 

 
Figure 3. Moving the inspection device in front of the 

deposition through the pipe (dots show traced photons) 
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The speed of inspection by backscatter radiography in 

the experiment depends on several factors. The most 

important parameter is the source strength or exposure 

rate of photon sources. The efficiency of the detectors 

and electronics used in the setup can have an essential 

role in the inspection speed, as well. 

 

 
3. RESULTS AND DISCUSSION 
 

Since there only are theoretical data on this type of 

research and still, no practical setup is tested, the 

necessary data (such as the energy of photons, angle of 

irradiation, and kind of photon beam) were obtained from 

the literature considering ALARA principle [15, 26]. The 

deposition should be significant when it occupies at least 

20% of the pipe diameter. Figure 4 shows the results of 

this method for detection of CaCO3 deposition inside a 

pipe with 1 cm length and 2.2 cm thickness of internal 

pipe diameter using 75, 200, and 660 keV photon 

sources. The results showed that low-energy photons 

could not produce good results due to passing photons 

through the fluid, penetration into the deposition, re-entry 

through the fluid, and finally, into the detector. Figures 5 

and 6 show detecting asphaltene, CaCl2, CaCO3, CaSO4, 

and wax depositions inside a pipe using 200 and 660 keV 

photons. All depositions had 1 cm length and 20% of 

internal pipeline diameter in thickness. The peaks shown 

in Figuers 5 and 6 indicate the presence of deposition on 

the pipe surface. Furthermore, these figures clearly show 

that scattering will be increased, and more scattered 

photons may be detected (by a detector) when a high 

energy photon source is applied. The location of the 

deposition on the internal surface of the pipe can be found 

by counting backscattered photons in the detector versus 

distance. The difference in the number of backscattered 

photons in the area of deposition in comparison with the 

other parts of the pipeline led to some peaks. The material 

of the deposition area, density, and photon scattering 

property in the location of deposition may be different 

from the other internal areas of a pipeline. Figure 7 shows  

 

 

 
Figure 4. Photon log for various photon energies along the 

pipe with CaCO3 deposition (deposition thickness is equal to 

20% of internal pipe diameter and deposition length is equal 

to 1 cm) 

 
Figure 5. Photon log for various deposition materials 

(deposition thickness is equal to 20% of internal pipe 

diameter, deposition length is equal to 1 cm, and photon 

energy is equal to 200 keV) 

 

 

 
Figure 6. Photon log for various deposition materials 

(deposition thickness is equal to 20% of internal pipe 

diameter, deposition length is equal to 1 cm, and photon 

energy is equal to 660 keV) 

 

 

 
Figure 7. Photon log for various deposition thicknesses of 

CaCO3 (deposition thickness=10, 20, 30, 40, and 50% of 

internal pipe diameter, deposition length=1 cm, photon 

energy=200 keV) 

 

 

the results of backscatter radiography by 200 keV 

photons for detecting CaCO3 depositions with various 

thicknesses. The deposition thickness range is 10 to 50% 

of the internal diameter of the pipe. The results showed 

that this method can detect thin depositions to prevent 

further problems. Figure 7 indicates the better results for 

thicker depositions (which are closer to the source and 

detector), as well . 
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Since hydrate depositions may be formed in gas 

pipelines, their depositions can also be studied. For 

hydrate deposition detection, the fluid inside the pipeline 

was assumed as natural gas. Figure 8 shows the results of 

hydrate deposition detection simulation inside the pipe 

with 1 cm length and thickness of 2.2 cm (20% of the 

internal diameter of the pipe) of internal pipe diameter 

using 200 keV and 660 keV photon sources. Figure 9 

shows the results of deposition detection with a thickness 

range of 10 to 40% of the internal diameter of the pipe. 

Simulations were repeated for depositions with the same 

thicknesses but with different lengths. Figure 10 shows 

the hydrate deposition detection with a length range of 1-

2.5 cm. The results showed that dimensions of peaks in  

 

 
Figure 8. Photon log for various photon energies along the 

pipe with hydrate deposition (deposition thickness=20% of 

internal pipe diameter and deposition length=1 cm) 

 

 
Figure 9. Photon log for various deposition thicknesses of 

hydrate deposition (deposition thickness=10, 20, 30, and 40% 

of internal pipe diameter, deposition length=1 cm, and photon 

energy=660 keV) 

 

 
Figure 10. Photon log for various deposition lengths of 

hydrate (deposition thickness=20% of internal pipe diameter 

and photon energy=660 keV) 

photon logs were in good compatibility with depositions 

inside pipelines. 
 
 
4. CONCLUSIONS 
 

In the field of oil and gas production, various factors can 

prevent from the maximum operational volumes. One of 

these factors which has a remarkable effect on these 

industries is the formation of depositions inside the 

pipelines. Backscattered photon radiography can be 

applied as a practical and viable method for the detection 

of depositions inside the pipes where located in the 

wellbores without enough access to them or in the other 

positions where both sides of pipes cannot be accessible. 

In the current research, the Monte-Carlo tool was 

properly applied to simulate various depositions such as 

organic, inorganic, and hydrates detection (with various 

thicknesses, lengths, materials, and photon energies) 

inside the pipelines by backscattered photon radiography. 

Since counting scattered photons in detectors is easy, this 

technique can detect depositions in the early stages of 

their formation with reasonable accuracy. Furthermore, 

no mechanical movable part is requested in the structure 

of backscattered photon radiography, which is used for 

detecting depositions where are not accessible. 
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Persian Abstract 

 چکیده 
ی این  خوردگتشدید فرآیند ، نه تنها باعث  رهیمخازن ذخ در نهایت ، اتصالات و ی انتقالهالوله داخلمختلف  رسوبات   لی، تشکبوریدروکریاستخراج نفت و گاز از مخازن هدر 

زود هنگام و   صی، تشخداخل تجهیزات   رسوبات   لیتشک  معضلگام در حل    نیدهد. مهمتری کاهش منیز  را    یاتیعمل  یهات یاز ظرف  ید بلکه حجم قابل توجهگردیم  تجهیزات 

به پشت خطوط لوله   یدسترسدر شرایط عملیاتی چنانچهشود.  ی م  ی( بررسNDTمخرب )  ریغ  یآزمونهالوله معمولاً با روش  وطخط  ی، سطوح داخلعیبه موقع آنهاست. در صنا

بدون لزوم  ها،  لوله   داخلرسوب    صیمناسب تشخ  هایروش به همین دلیلامروزه  .  گرددمی دشوار  مرسوم  مخربهای غیر  با استفاده از آزمون رسوبات    صی، تشخپذیر نباشدامکان

یغیر  روش بازرس  ک در قالبی)  پراکنده شدههای پسیبا فوتونوگرافیراد،  مونت کارلو  یساز   هیشب  ،به کمکمقاله  ن ی. در اباشددسترسی به هر دو سمت آنها در حال توسعه می

توان سازی مییمعرفیشده و صحت و کارآیی آن مورد ارزیابی قرار گرفته است.به کمک شبیهرسوبات داخل خطوط لوله فلز  یدرجا  صیتشخ  یبراوان روشی  به عن(  مخرب 

یبا وگرافینشان داد که رادبه دست آمده از این مطالعه  جی. نتاتجربی تعیین نمودشیها را قبل از آزمایشمارندهریمحل قرارگ  ایتابش،    هیفوتون، زاو  یمانند انرژ  برخی عوامل تاثیرگذار

 . دهد صیرا تشخ آنهارسوبات درون تشکیل  محل  حیبه طور صحبدون نیاز به دسترسی به هر دو سمت لوله، تواند یمپراکنده شدههای پسفوتون
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A B S T R A C T  
 

 

Severe environmental conditions in many parts of Iran could adversely affect infrastructures, especially 

bridge piers. This research evaluates the efficiency of fiber-reinforced polymer-modified self-

compacting concrete in patch repair of bridge piers. The efficiency of this material for repair has been 
verified using ASTM C 928 and a novel testing method (patch test) that uses a cylindrical compression 

test simulating indirect force transfer from old (existing) concrete to new (patch repaired) concrete. To 

investigate the efficiency of self-compacting concrete in patch repair and derive the correlation between 
bond strength and patch strength, two sets of specimens have been included in the experimental program. 

These include 24 and 27 specimens which are prepared for patch and slant shear tests, respectively. Test 

results show significant improvement in strength due to use of polymer modified and fiber reinforced 
self-compacting concrete in slant shear tests, where strength enhancement as much as 50% (compared 

to undamaged specimens) was observed. Meanwhile, in the patch tests, repaired specimens are only able 

to barely exceed the original strength of undamaged specimens. In the slant shear tests, the use of 
polymer is very effective in increasing bond strength and using fibers reduces observed variation in the 

strength of repaired specimens. Considering force path in the patch repair and regardless of materials 

used for repair, the results show that judging the efficiency of the repair method based on the slant shear 

test, as proposed by ASTM C 928, in the case of patch repaired elements could be misleading. 

 doi: 10.5829/ije.2020.33.12c.04 
 

 
1. INTRODUCTION1 
 

Due to increasing infrastructure life in recent years, 

repair and reconstruction of the existing structures have 

become a major part of construction activities. Some 

estimates indicate that in 2010 repair and maintenance 

costs accounted for about 85% of total construction costs 

in the world [1]. Hence, it is important to select simple, 

applicable, efficient, and low-cost methods for repairing 

damaged structures.  

Bridge piers are subjected to severe environmental 

conditions, and commonly are in need of localized patch 

repairs.  There are different options for these repair 

attempts, including [2] 

• steel jacket  

• FRP jacket 

• concrete jacketing using normal strength concrete 
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• self-compacting concrete jacket. 

Steel jackets are relatively easy to install, and have 

less thickness in comparison with the RC jackets [3-5], 

where cement or epoxy mortar are used to fill the gaps 

between the jacket and column. However, in contrast to 

concrete jackets, steel jackets are difficult to apply 

especially in the case of round bridge piers. Steel jackets 

provide a useful solution for element-wise repair/retrofit 

as opposed to patch repair and are not suitable for 

aggressive environments.  

FRP jackets provide a corrosion resistant, lightweight 

and durable solution for repair of damaged reinforced 

concrete elements [6-8]. This method is also used 

extensively in retrofitting historic buildings [9-10] and 

different structural elements [11]. But on the other hand, 

it is expensive and weak when exposed to fire and 

ultraviolet radiation.  
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Normal strength concrete (NSC) jackets, due to the 

need for compaction, are difficult to apply in small 

thickness [12-13]. In contrast, self-compacting concrete 

(SCC) jackets are easy to apply in narrow thicknesses 

with no need for compaction. These have led to a wide 

range of SCC applications for improving and repairing 

concrete bridges and tunnels [14-15] and they are 

applicable at thicknesses less than 50 mm even with 

reinforcement layers. This allows the possibility of 

repairing structures with slight changes in their rigidity 

and dynamic properties, which are very important in 

controlling structural performance.  

Different researchers have investigated improvement 

in bond strength between old and new concrete making 

use of polymer-modified cement mortar. In polymer 

modified concrete, part of the resistance is due to the 

hydration in the cement matrix and the other part is due 

to the formation of a polymer film around the aggregates. 

This leads to improved adhesion and bonding between 

the cement matrix and the concrete grains. Compared to 

NSC, the compressive strength of polymer-modified 

concrete increases at a higher rate, even after 28 days. 

Park et al., [16] with the aim of investigating the flexural 

behavior of beams repaired with cementitious mortar, 

tested 8 beams repaired in the tension region with 

ordinary Portland and polymer-modified cement mortar. 

They concluded that polymer-modified mortar, due to its 

high adhesion to base concrete, performs better in 

repairing beam tensile zones than ordinary Portland 

cement mortar. To investigate the effect of polymer used 

on the adhesion of base and repair concrete, Pellegrino et 

al. [17] experimentally investigated the enhancement in 

the strength of samples with polymer-modified mortar. 

The results indicated that deep repair including 

longitudinal reinforcement will behave well but the 

surface repair did not perform well due to early 

separation of repaired concrete from the old one. 

Addition of fiber improves different durability 

characteristics of reinforced concrete element including 

fire endurance, freezing and thawing resistance, 

weathering, scaling and corrosion resistance [18-19].  At 

the same time, application of steel fibers in repair 

concrete leads to increased ductility and energy 

absorption of the concrete samples [20]. Polymer and 

fibers, both improve the durability of the structure against 

aggressive environmental factors and reduce the 

likelihood of damage to the structure.  

Repair measures could be classified as local (patch) 

versus element-wise. Different tests have been devised 

and widely used for measuring the efficiency of the 

repair. These include, but is not limited to the following 

tests 

• Slant shear test  

• Indirect tensile test that is also called splitting 

tensile test 

• Pull-off test 

• Compression test 

• Flexural test 

Table 1 presents a description of different versions of 

these tests reported or used by different researchers or 

standards.  

As can be seen in Table 1, ASTM C928 [22] that 

covers rapid repair of concrete pavements and structures 

using cementitious mortar or concrete materials, makes 

use of slant shear test of ASTM C882 to measure bond 

strength between repair material and old concrete. It 

should be noted that ASTM C928 is also considered as 

the standard covering requirements for patch repairs. 

Slant shear test was originally used in ASTM C882 on 

cylindrical samples to evaluate epoxy bond strength. The 

test uses a cylindrical mold, where repair material is 

poured on dummy section with slant interface that is 

skewed 30° from the cylinder axis. Different researchers 

used different variants of this test to evaluate bond 

strength between old and new concrete, making use of 

cylindrical and rectangular prism samples with different 

slant angles ranging from 30 to 70°. An important 

observation made in this test was that its strength strongly 

depends on the surface preparation of the interface. 

Austin et al. [25] using Mohr-Coulomb failure envelope 

concluded that the critical slant angle (associated with 

minimum compressive strength) for different types of 

surface preparation varies between 19~27°. 

Dave [32] concluded that slant shear test has a large 

deviation, requiring careful sample preparation. They do 

not include slant shear test in the set of their 

recommended tests required for checking adequacy of 

repair material for partial depth repair attempts as an 

alternative for ASTM C928. They also found that 

considering the stress field in concrete slabs for partial 

depth repairs, there is no correlation between bond 

strength (evaluated adopting ASTM C900 anchor pullout 

test) and flexural strength of the partial depth repairs. It 

should be noted that stress fields for patch repair of 

bridge piers is similar to that of partial depth repairs in 

the bridge deck.   

In Table 1, there are also other types of bond strength 

evaluation tests including indirect tensile and pull-off 

tests. Indirect tensile test also known as splitting tensile 

test similarly is used to measure bond strength between 

old and new concrete. Again, cylindrical and rectangular 

prism samples are used as an alternative. Contrary to 

those seen in the slant shear test, observations show less 

dependence of this test to surface preparation. Pull-off 

test is also proposed by some researchers to evaluate 

bond strength. In fact, the appropriateness of different 

tests for given conditions of the bonding interface 

depends on the stress state at the interface. 

All of the above-mentioned tests assume a continuous 

path of load in old to new concrete accompanied mainly 

by some form of shear transfer in between. This is not the 

case for localized repair attempts, where there is indirect 

force transfer from old concrete to the repair concrete. 

This is accompanied by some form of stress 

concentration in the repair location in the old concrete. In 

the patch repair, the main contribution of the repair  
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TABLE 1. Testing methods employed by different researchers for evaluating repair efficiency 

Test Researcher Used for evaluating Variants 

Slant shear test 

ASTM C882 [21] Epoxy bond strength Cylindrical, Angle 30° 

ASTM C928 [22] Repaired concrete Uses ASTM C882 to measure bond strength 

BS EN 12615 [23] 

Evaluating bond strength 

Rectangular prism, Angle 30° 

Knab and Spring [24] Cylindrical, Angle 30° 

Austin et al. [25] 
Cylindrical sample 

Different preparation of interface 

Ehsani et al. [26] 

Momayez et al. [27] 

Rectangular prism, Angle 30° 

Different preparation of interface 

Muñoz [28] 
Rectangular prism, Angle 20, 30, 35° 

Different preparation of interface 

Pan [29] 
Rectangular prism, Angle 70° 

Different preparation of interface 

Nayak et al. [30] Cylindrical, Angle 30° 

Indirect tensile test 

Ehsani et al. 

Momayez et al. 
Prism 

Nayak et al. Cylindrical sample 

Pan  

Pull-off test 

Ehsani et al. 

Momayez et al. 
Cylindrical sample 

Pan 

Cleland and Long [31] 

Modified pull-out 
test 

Dave [32] Uses ASTM C900 developed for anchor pull-out test 

Compression test 
Pan 

Repaired concrete 

Rectangular prism 

Dave Cylindrical sample 

Flexural test Dave Rectangular prism / three points flexural test 

 

 

concrete is to provide a protective shield and some degree 

of confinement. This discontinuous stress field could not 

be simulated by the above-mentioned tests and 

consequently the results could not be trusted as the actual 

behavior of the repaired section/element.  

This study investigates application of SCC with 

polymer and fiber in patch repair of bridge piers. Two 

testing methods are used in this study, including slant 

shear test as required by ASTM C928 and a novel 

compression test accounting for indirect load transfer 

from old to new concrete (hereafter called patch test). 

The latter is developed in this study to simulate stress 

fields in the elements with patch repair. In the following, 

first materials used in the study are introduced and then 

the testing methods are described in detail. Finally results 

of tests are reviewed and the correlation between the two 

testing methods considered in this study is assessed. 
 

 

2. MATERIALS 
 

The materials used in this study include: 

• Cement: the used cement is type 2 cement of Urmia 

cement plant. 

• Water: The used water is drinking water with a pH 

between 5 and 8.5 

• Aggregates: River aggregates are obtained from 

Ghar e Ghom mine in Khoy with a maximum grain 

size of 6.35 mm. 

• Micro-silica: Micro-silica used in self-compacting 

concrete is manufactured by Lorestan Ferro-silica 

plant. 

• Limestone powder: Limestone powder is obtained 

from Azarshahr Lime Plant. 

• Polymer: The polymer used was Latex Styrene-

Butadiene Rubber (SBR) latex for modifying self-

compacting concrete, it was a milky white liquid 

polymer with a pH of about 8. 

• Steel fibers: Steel fibers used are per ASTM 510M 

standard with a tensile strength of 1500 MPa, and a 

hook at its ends for better development in concrete. 

The fiber length is 30 mm, its diameter is 0.6 mm 

and its apparent ratio is 50. 
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• Superplasticizer: The used superplasticizer is 

polycarboxylate ether (PCE) type in accordance with 

ASTM C 1017. 

Table 2 shows the mixing proportion for normal strength 

concrete (NSC), self-compacting concrete (SCC), 

polymer modified SCC (PM-SCC), and fiber reinforced 

PM-SCC (FR-PM-SCC). Strength of the hardened 

concrete samples are given in Tables 3 and 4.  

 

 

3. TESTING METHODS AND SPECIMENS  
 

The experimental program includes two sets of 

specimens, including: 

• New test, called patch test that is designed to  

 

simulate indirect force transfer from old concrete to 

repaired one and discussed in section 3.1.  

• Slant shear test in conformance with ASTM C 928, 

which is mainly designed to verify adequacy of bond 

strength between the two concretes. The specimens 

used in this test are introduced in section 3.2. 

 

3. 1.  Patch Test               The test called patch test is 

designed to simulate indirect force transfer from old to 

new concrete. While in bond strength evaluation tests 

such as slant shear test, old and new (repair) concrete 

experience the same stress field, in the patch test, load is 

mainly introduced through old concrete. This is the 

loading situation that patched piers experience during 

their life time . 

 
TABLE 2. Mixing proportion for different types of concrete used in this study. 

Concrete 
Cement 

content (kg) 

Water 

(kg) 
w/c 

Plasticizer 

(kg) 

Micro-silica 

(kg) 

Limestone 

Powder (kg) 

Sand 

(kg) 

Aggregate 

(kg) 

Polymer 

(kg) 

Steel fiber 

(kg) 

NSC 300 201 0.67 - - - 1150 800 - - 

SCC 420 152 0.36 17 80 175 1500 - - - 

PM-SCC 420 153 0.36 26 80 175 1500 - 32 - 

FR-PM-

SCC 
445 147 0.33 28 85 185 1403 - 33 60 

 
 

TABLE 3. Specimen description in the patch tests. 
Designation Damage/Repair 

No. of 

specimens 

Old concrete type/ 

Strength (MPa) 

Repair concrete type/ 

Strength (MPa) 
Interface 

PD 
Damaged Specimen: 

Damage induced/No repair 
6 NSC/24 - - 

PC 
Control Specimen: 

No damage/No repair 
6 NSC/24 - No interface 

PR1 
Repaired Specimen: 

Damage induced/Repaired 
6 NSC/24 PM-SCC/50 

Roughened with long. 

grooves 

PR2 
Repaired Specimen: 

Damage induced/Repaired 
6 NSC/24 FR-PM-SCC/60 

Roughened with long. 

grooves 

 
 

TABLE 4. Specimens description in the slant shear tests 

Designation No. of specimens 
Old concrete type/ 

Strength (MPa) 

New concrete type/ 

Strength (MPa) 
Interface 

S1A 3 

NSC/20 

NSC/20 

Smooth interface 

S1B 3 Brushed interface 

S1C 3 Crossover grooved interface 

S2A 3 

PM-SCC/50 

Smooth interface 

S2B 3 Brushed interface 

S2C 3 Crossover grooved interface 

S3A 3 

FR-PM-SCC/44 

Smooth interface 

S3B 3 Brushed interface 

S3C 3 Crossover grooved interface 
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The patch test specimens consist of a core cylinder of 

height and diameter of 310 and 120 mm from old 

concrete, and a surrounding cylinder from repair concrete 

of 300 mm in height with interior and exterior diameter 

of 120 and 150 mm (Figure 1a). Compression load is 

applied through old concrete, and there is no direction 

load application on the top and bottom surfaces of repair 

concrete  . 

Table 3 gives a description of the specimens 

considered in the tests simulating patch repair. These 

include six control samples (undamaged specimens PC) 

and eighteen cylindrical samples with induced damage. 

After opening the mold for a period of up to 28 days, the 

samples were cured in water of 20°C. In samples 

simulating damage a circumferential layer of 15 mm 

thickness is removed (specimens PD, PR1 and PR2), 

reducing the diameter of the damaged sample to 120 mm. 

Specimens PR1 and PR2 are repaired using different 

methods as described in Table 3. 

The lateral surface of damaged samples (interface) is 

roughened by longitudinal grooves of width and depth of 

4 mm and with spacing of 20 mm (Figure 1b). A 

specimen ready for test is shown in Figure 1c. Table 3 

also gives strength of different concretes (old and repair 

concrete) used in the tests. The repaired samples were 

cured by 1 day dry, 3 days water curing, and then 24 days 

with nylon coating in the laboratory condition (20 ± 2°C). 

The repaired samples were loaded under compressive 

axial load 28 days after repair and their load-bearing 

capacity and axial deformations were read  . 

The loading rate of the samples in the axial loading 

test was set at 1 MPa / sec. The load-displacement values 

were read up to load reduction of about 70% of the failure 

load.  

 

 

 
  

(a) (b) (c) 

Figure 1. Patch test specimen, a) dimensions, b) damaged concrete (old concrete) of diameter 120 mm, c) tested specimen 

 

 

3. 2.  Slant Shear Test             To evaluate bond strength 

between old and repaired concrete interface, 27 samples 

of cylindrical slant tests are molded as depicted in Figure 

2. The skewed interface has a slope of 45°. Table 4 gives 

a description of specimens tested in the slant shear tests. 

As described in Table 4, three types of surface are 

considered in the slant shear tests, which include: a) 

smooth surface, b) brushed surface, c) surface with 

crossover grooves of width and depth of 4   
 

 

 
Figure 2. Dimensions of slant shear test 

 
(a) 

 
(b) 

 
(c) 

Figure 3. Surface preparations in slant shear tests, a) 

smooth surface, b) brushed surface, c) grooved surface 
 

 

mm at intervals of about 20 mm (Figure 3). After 28 days, 

the second part the specimen is constructed and after 

curing they are subjected to compressive axial loading. 
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4. TEST RESULTS 
 
4. 1. Patch Tests                 Figure 4 depicts cracking 

pattern of two specimens in the patch test.  The first crack 

in the repaired samples are longitudinal cracks in the 

surface of repair concrete. Due to the application of the 

load on the core concrete, the formation of longitudinal 

cracks in repair concrete have been due to different 

modulus of elasticity and consequently different 

transverse deformation of the core and repair concrete. In 

the repaired specimens, four longitudinal cracks occur at 

approximately equal radial angles.  

The load-displacement curve for different specimens 

is shown in Figure 5. The maximum load carrying 

capacity of repaired specimens (PR1 and PR2) barely 

exceed that of control specimen (PC). Figure 6 gives 

minimum, maximum and mean of different specimens 

evaluated using the patch test. The results of the 

compression test on the patch specimens could be 

summarized as follows: 

• The mean load carrying capacity of the control and 

damaged samples (PC versus PD) are 389 and 226 kN 

respectively. This shows a reduction of about 42% for 

damaged samples. It should be noted that the cross-

sectional area of core concrete in damaged samples is 

reduced by 36% compared to the control samples. 

• Introduction of damage resulted in about 60% 

reduction in axial stiffness. Repair attempts 

introduces no improvement in increasing stiffness of 

the repaired samples.   

 

  
Figure 4. Cracking pattern of repaired specimens in patch 

tests 
 

 
Figure 5. Typical load-displacement of specimens in patch 

test 

 
Figure 6. Results of patch tests including minimum, mean 

and maximum axial strengths 
 

• Samples repaired by PM-SCC has a mean load 

carrying capacity of 387 kN, which shows an increase 

of about 71% compared to the damaged samples and 

slightly lower than the control specimen.  

• Samples repaired using FR-PM-SCC has a mean load 

carrying capacity of 392 kN, an increase of about 

73% compared to the damaged samples and slightly 

larger than the control specimen. 

• Introduction of damage increases anticipated 

variation in the specimen’s strength. On the other 

hand, the use of fiber reinforced repair concrete 

significantly reduces the variation in the strength. 

• Referring to Table 3, although strength of old 

concrete is about 24 MPa and repair materials have 

much higher strength between 50~60 MPa, there is 

only slight increase in the strength of the repaired 

specimens compared to the old concrete. This shows 

that due to existing load path in the repaired 

specimens, even with high quality repair materials, 

strength of old concrete limits the efficiency of the 

repair method.    

Compared to the control samples, it can be seen that 

by repairing the damaged samples, the load carrying 

capacity of the control samples could be recovered. 
 

4. 2. Slant Shear Tests             Figure 7 depicts failure 

pattern of two specimens tested using the slant shear test 

method. Interface between the two concretes is also 

visible in one of the figures. Figure 8 depicts results of 

the tests. By reviewing results for different specimens, 

the following conclusions could be drawn: 

• In specimens repaired by PM-SCC or FR-PM-SCC, 

there is about 50% increase in strength compared to 

the specimens repaired by NSC. It can be inferred 

that the use of SBR latex polymer has significant 

effect on the adhesion between old and repair 

concrete. 

• Different surface treatment methods have substantial 

impact on the strength of the repaired specimen. 

Increased effort in preparing interface from smooth 

to brushed and grooved surfaces, increases the 

strength of the specimens.  No interface failure is 

observed for specimens with minimal surface  
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Figure 7. Failure pattern of typical specimens in slant shear 

tests 
 

 

 
Figure 8. Results of slant shear tests including minimum, 

mean and maximum strengths 

 

 

preparation attempt, i.e. specimens with brushed or 

grooved interface. 

• There is reduced sensitivity to the interface 

preparation method in the specimens repaired by 

PM-SCC or FR-PM-SCC concrete. This is another 

indication of superior performance of latex in 

improving bond strength between old and repair 

concrete. 

• Making use of fiber reduces anticipated variation in 

the results of slant shear strength. The same pattern 

is also observed in patch tests. 

• Referring to Tables 3 and 4, strength of repair 

martials is smaller than those used in the patch test, 

however the results of the slant shear test shows 

more efficient repair. 

 
4. 3. Correlation between Patch and Slant Shear 
Tests               ASTM C 928 uses slant shear test to 

evaluate the adequacy of concrete repair. The main 

question is that by using the results of slant shear test, is 

it possible to evaluate the adequacy and efficiency of 

repair in increasing load carrying capacity of the repaired 

element. To answer this question, in the present study, 

the correlation between the results of the patch tests  
 

 
Figure 9. Evaluating correlation between slant shear and 

patch tests 

 

 

(section 4.1) and slant shear tests (section 4.2) is 

evaluated. Figure 9 shows the efficiency of different 

repair methods compared with the compressive strength 

of the old concrete as assessed using two different testing 

methods. It is anticipated that as the patch test accounts 

for indirect load transfer to the repaired concrete, it 

provides a better estimate of the repaired element. As 

could be seen, while use of latex significantly improves 

strength evaluated by the slant shear test results, there is 

only a slight increase in the strength as assessed by the 

patch test.  

In patch repair, due to the short length of the repair, 

the repaired concrete could not be considered fully 

effective. Indirect load transfer from old concrete to 

repair concrete in patch repair could not be simulated by 

the slant shear test. Accounting for load path in patch 

repair, strength of the old concrete introduces a limit on 

the maximum efficiency of the repair material and 

method. The slant shear test is more appropriate for 

testing continuous shear transfer in elementwise repairs 

rather than local patch repairs.  
 

 

5. CONCLUSION 
 

This study was conducted to investigate the efficiency of 

using polymer modified self-compacting concrete with or 

without steel fiber for patch repair of damaged laboratory 

samples. Two testing methods are considered in the study 

for evaluating the effectiveness of the repair procedure, 

including ASTM C 928 proposed slant shear test and a 

novel testing method devised to simulate indirect force 

transfer path in patch repairs. The following results were 

obtained. 

• Results of slant shear tests show the effectiveness of 

latex polymer in enhancing bond strength between 

old and repair concrete. 

• Results of the patch tests and slant shear tests, both 

show that use of fibers reduces variation in the 

strength of the specimens, and results in more 

predictable repair material.  
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• Observed variation in the strength of the specimens 

tested by the patch test and slant shear test is 

approximately on the same order.   

• Strength of old concrete as a weak link in the load 

path should impose an upper limit on the strength of 

the repaired specimens. This is not the case for the 

slant shear test and using repair materials of higher 

strength leads to higher strength for the repaired 

specimens in the slant shear test. Although slant 

shear test shows about an 50% increase in strength 

compared to undamaged specimens, new proposed 

test methods evaluating patch repair effectiveness 

show little if any increase in the strength of the 

repaired specimens compared to the undamaged 

specimens. 

• Considering force path in the patch repair and 

regardless of the materials used for repair, the 

efficiency and adequacy of patch repair could not be 

evaluated using slant shear test as suggested by 

ASTM C 928 and the use of this test in evaluating 

adequacy of patch repair could be misleading.  
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Persian Abstract 

 چکیده 
اصلاح شده  بتن خودتراکم  ییکارا یبه بررس  قیتحق نیاها شود. ها به خصوص پایه پلتواند منجر به آسیب به زیرساختمی رانیاز مناطق ا یاریدر بس ی شدیدطیمح طیشرا

 ASTMگیری با استفاده از روند ارائه شده در  مواد برای تعمیر لکه  نیپردازد. راندمان ایپل مگیری پایه  لکه  ریو کاربرد آنها در تعم  میماده ترم  کیبه عنوان  با پلیمر و فیبر  

C 928    از    میرمستقیغ  یروی انتقال نگیری شده با در نظر گرفتن  المان لکهمقاومت    یابیارز  ی براگیری  شود. آزمایش لکهگیری( کنترل می)آزمایش لکه  دیجد  شیآزما  کیو

گیری دو مجموعه از آزمایشات مرکب از آزمایشات  لکه  میدر ترم   یی بتن خودتراکمکارآ   ی. به منظور بررستدوین شده است  گیری(بتن لکه)  دی)موجود( به بتن جد  یمیبتن قد

حتی تا    افیشده با ال  تیو تقوخودتراکم اصلاح شده با  استفاده از    لیدر استحکام به دل  یهبود قابل توجهآزمایشات برش اریب بج  ینتا گیری و برش اریب انجام شدند.  لکه

های تعمیر شده به سختی نمونه،  دهیدب یآس  یهانمونهگیری روی  آزمایشات لکهکه  در    ی . در حالنشان دادند  بیبدون آس  یبا نمونه ها  سه مقای  افزایش مقاومت در    ٪50میزان  

و در  رزیابی شد  مؤثر ا  ار یبسپیوستگی بتن جدید و قدیم  استحکام    شیدر افزا  مریاستفاده از پل آزمایشات برش اریب  . در  بودند  دهیدنبیآس  یهامونهتامین مقاومت نقادر به  

دهد که قضاوت در ینشان ماین مطالعه    جینتاتوجه به مصالح مورد استفاده برای تعمیر،  مصالح شد. بدون  مقاومت  پراکندگی  در  منجر به کاهش    افیحال استفاده از ال  نیع

تواند  ی مگیری  های تعمیرشده با لکهمقاومت المان شده است در مورد    شنهادیپ   ASTM C 928اریب آن چنان که در    برشآزمایش  بر اساس    میروش ترم   ییمورد کارآ
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A B S T R A C T  
 

 

Searching and optimizing by using collective intelligence are known as highly efficient methods that can 
be used to solve complex engineering problems. Ant colony optimization algorithm (ACO) is based on 

collective intelligence inspired by ants' behavior in finding the best path in search of food. In this paper, 

the ACO algorithm is used for image edge detection. A fuzzy-based system is proposed to increase the 
dynamics and speed of the proposed method. This system controls the amount of pheromone and 

distance. Thus, instead of considering constant values for the parameters of the algorithm, variable values 

are used to make the search space more accurate and reasonable. The fuzzy ant colony optimization 
algorithm is applied on several images to illustrate the performance of the proposed algorithm. The 

obtained results show better quality in extracting edge pixels by the proposed method compared to 

several image edge detection methods. The improvement of the proposed method is shown quantitatively 
by the investigation of the time and entropy of conventional methods and previous works. Also, the 

robustness of the proposed method is demonstrated against additive noise. 

doi: 10.5829/ije.2020.33.12c.05 
 

 
1. INTRODUCTION1 
 
Image edges are one of the simplest but most important 

elements in image processing. Therefore, the appropriate 

implementation of some image processing algorithms 

depends on the accuracy of edge extraction [1, 2]. The 

location of an object in an image can be measured by 

identifying its edges [3, 4]. Also, edge detection is one of 

the basic techniques in segmentation, separation, and 

understanding the position of targets in image and scene 

variation detection [5]. Edge detection is known as a 

critical tool in machine vision [6], separating the 

background in image compression in order to reduce 

computation time and storage. 

There are many methods for extracting and detecting 

edges that differ in finding accurate edges [7]. A 

powerful  operator  such  as  the  Canny  operator  [8] 

which is one of the most important tools in edge 

detection, may have problems with detecting disrupting 

edges. 

The ACO algorithm is used to discover image edges. 

In the proposed method, the ACO algorithm with a fuzzy 

system is applied for image detection. In addition, the 
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following steps are applied in the multi-dimensional 

approach to obtain accurate edges: A) the connection 

provides a good quality in terms of connectivity and 

interconnection of the edges. B) Connecting to 

neighboring points can be considered quadruple or 

octahedral, resulting in two outcomes, C) the other 

parameters of the proposed algorithm are selected to 

provide better results. 

In this article, the first steps of implementing an ACO 

algorithm are described based on how to find the edges. 

A fuzzy system is used in the proposed method and then 

the obtained results are presented. Finally, a summary of 

the results is presented and discussed. 
 

 

2. RELATED WORKS 
 
Several edge detection methods have been proposed to 

discover edges with first- and second-order derivative so 

far. The Canny edge detection algorithm is known as an 

optimal edge detector [8]. The globalized probability of 

boundary (gPb) algorithm combines contour detection 

and spectral clustering technique [9]. 
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There are many methods for edge detection with 

ACO [10]. An algorithm based on the ACO is proposed 

for edge detection in the construction step and a repair 

operator in the improvement step. The hybrid ACO 

algorithm for edge detection is proposed by using 

heuristic and knowledge data in the manufacturing phase 

and a repair operator in the improvement phase [11]. In 

another method, the adaptive threshold value is defined 

based on particle swarm optimization to overcome the 

restraint of existing ACO-based edge detection 

techniques [12]. The feature selection is permitted by the 

ACO algorithm to determine the most protuberant and 

final features [13]. In [14], the reported method involved 

pre-processing, achieving the edges in an independent 

style, and emerging an algorithm to discover the best 

applicants of initial locations for the ant colonies. 

The threshold-based techniques for edge detection 

with ACO are combined to use in an optical character 

recognition system [15]. This method is used to sharpen 

the edge shape of skin lesion images [16]. The reported 

method in [17] identified the complex area of the cover 

image and detected complex areas’ pixels by using 

employed data in the ACO based information hiding 

method.  The fuzzy logic is another method that simply 

answers the problems where static values cannot be 

obtained. Anwar and Raj proposed the adaptive-neuro 

fuzzy inference system for edge detection [18]. A bio-

inspired edge detection method was suggested using a 

mixture of bird swarm algorithm (BSA) and fuzzy 

reasoning [19, 20]. 

To further develop edge detection methods, we have 

proposed an optimization algorithm for edge detection. 

In this approach, an ant’s behavior of exploring optimal 

paths by using fuzzy rules is investigated. Ant colony 

optimization is used to identify edges of a ship in ocean 

water. To reduce time and complexity, the fuzzy function 

is used. The results of the proposed method confirm the 

clear edges of small and partial objects. The proposed 

method provides better results compared to other 

methods for edge detection. 

 

 
3. PROPOSED METHOD 
 
3. 1. Introducing ACO Algorithm            The aim of 

optimizing the ant colony is to find the best solution for 

a problem. In the natural world, ants are randomly 

searching for food. When they return to the nest, they 

leave a trail of pheromones if they find food. Other ants 

follow paths where pheromone levels are higher, return 

to the nest if food is found, leave another trace of 

pheromone behind, and the pheromone of that path is 

strengthened. As the ant travels shorter paths at a specific 

time, each path is better reinforced. The chemical 

structure of pheromone causes it to evaporate over time, 

thus reducing the amount of pheromone on less traveled 

paths over time. 

In the algorithm inspired by the natural behavior of 

ants, the pheromone value of all points in the sample 

space of the problem is represented by a pheromone 

matrix. The path leading to the target consists of a set of 

points that have the highest values in the pheromone 

matrix. The algorithm starts by considering the initial 

pheromone values for each pixel and then updates the 

pheromone matrix based on the problem’s information. 

When the pheromone value changes in successive steps 

of the algorithm are negligible, the algorithm is stopped 

and the path with the highest pheromone residue is 

considered as the best way to solve the problem. 

 

3. 2. ACO Method for Edge Detection          In this 

approach, a number of ants move on a two-dimensional 

image, hypothetically. An image edge is equivalent to the 

food which ants seek. First, the algorithm assigns a 

pheromone matrix to all pixels of the image so that the 

initial value of each component in the matrix represents 

the probability of each pixel being edged. This value is 

the same for all pixels. Then by applying the algorithm 

and using the equations of probability, the pheromone 

matrix value is changed and points where brightness 

level changes occur become more probable. When the ant 

lies on one pixel, the pheromone level of the pixel 

increases. At this time no other ants can be placed on this 

pixel. In other words, two or more ants cannot sit on one 

pixel at the same time. The next track of ant movement 

is chosen from 4 or 8 neighboring pixels. If it is assumed 

that an octagonal connection is used, the ant will choose 

from the 8 pixels in its vicinity the most probable pixel, 

and if two or more pixels have the same probability 

value, a pixel is randomly selected. In quadruple 

connection, the same previous steps are repeated, except 

that the next path has to be selected from four 

neighboring pixels. 

Figure 1 shows the direction of the ant's movement at 

the octagonal and quadratic junctions. Therefore, the 

points with the highest probability in the pheromone 

matrix are separated as image edges. The steps for 

implementing the algorithm are described as follows: 

-Initialization step: In the first pheromone matrix, the 

initial value of each component is 𝜌 𝑖𝑛𝑖𝑡 = 0.0001. 

-Construction step: One of the ants is randomly selected 

from the X stage and is moved over the image to the Y 

stage. This ant moves with the probability obtained by 

the following relation [1] from a pixel to the neighboring 

pixel. 

 

 

   0.2 0.1 0 

0.1 ANT 0.07 

0.01 0 0.05 
 

   0.2 0.1 0 

0.1 ANT 0.07 

0.01 0 0.05 
 

(a) (b) 

Figure 1. (a) Ant's movement path at the octagonal junctions 

(b) Ant's movement path at the quadratic junctions 
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𝑃𝑖.𝑗
(𝑛)

=
(𝜌𝑖.𝑗

(𝑛−1)
)𝛼(𝜇𝑖.𝑗)𝛽

∑ 𝜌𝑖.𝑗
(𝑛−1)

)𝛼(𝜇𝑖.𝑗)𝛽
𝑙∈𝛿𝑘

  (1) 

where, 𝑃(𝑛),  𝜌(𝑛−1) and 𝜇 are the probability of transfer, 

the pheromone value and the distance of motion from 

pixel i to pixel j. The values of 𝛼 and 𝛽 are the pheromone 

impact and heuristic information, respectively. The 

pheromone matrix is updated twice during the execution 

of the algorithm, once after each ant moves using the 

following equation [1], and again when the search and 

completion of all ants is completed. 

𝜌(𝑛) = (1 − 𝜆)𝜌𝑖.𝑗
(𝑛−1)

+ 𝜆𝜌𝑖𝑛𝑖𝑡  (2) 

where λ is the evaporation ratio, 𝜌𝑖.𝑗
(𝑛−1)

 is the Pheromone 

amount before the update step. 

 

Update step: Once every ant has completed it’s search, 

the pheromone matrix is updated using Equation (3) [1]. 

𝜌(𝑛) = (1 − 𝜔)𝜌(𝑛−1) + 𝜔 ∑ ∆𝜌(𝑘)𝑘
𝑘=1   (3) 

where ω is the pheromone reduction coefficient and 

∆𝜌(𝑘) is determined according to the following [1,20]: 

{
1

𝐿𝑘

0

𝑖𝑓 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑎𝑛𝑡 𝑔𝑜𝑒𝑠 𝑓𝑟𝑜𝑚 𝑖 𝑡𝑜 𝑗 
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

     (4) 

The edges of the image can be detected using the ant-

optimization algorithm. All optimization algorithms 

contain hyperparameters. The values of these parameters 

are determined by either using the same values used by 

the algorithm’s publishers, or investigated by researchers 

themselves through trial and error. Depending on the 

static parameters, the algorithm may be disorganized on 

some iterations. Therefore, standard ACO may in some 

iterations interfere with finding optimal edge points. In 

these cases, a fuzzy controller can solve this problem. 

Therefore, we use a fuzzy method to control the effect of 

pheromone and heuristic information. 

 
3. 3. Design of a Fuzzy System for Controlling ACO 
Parameters             The amount of pheromone impact 

and heuristic information are influential parameters in the 

implementation of the algorithm so that increasing the 

pheromone effect strengthens the exploration ability and, 

if considered smaller, enhances the browsing ability. The 

heuristic information parameter is the opposite of the 

pheromone effect parameter, which means that it 

increases the pheromone linkage between the ants and 

reduces its browsing. 
The first step in the design of a fuzzy system is to 

select the appropriate inputs and outputs according to the 

problem’s conditions. Due to the problem’s conditions 

and the requirement of uniform convergence for this 

algorithm, the fuzzy structure consists of two inputs and 

two outputs for parametric control of the convergence of 

this algorithm. The inputs to this system include the value 

of the objective function's fit and the number of 

iterations. The two outputs are controlled by this fuzzy 

system, which is the effect of pheromone and exploratory 

information. The general approach of the proposed fuzzy 

system for controlling the parameters of the ACO 

algorithm is shown in Figure 2. 

 
3. 4. Membership Functions         The fuzzy 

membership functions are defined according to the 

problem’s conditions and their correct definition is 

required  to  provide  an  appropriate  answer  to  the 

problem.  

There is a great variety of membership functions. 

Choosing effective and rational rules for controlling 

parameters results in better performance. In this case, the 

trapezoid type is selected. The overlap conditions of the 

fuzzy system rules and decision levels shown in Figure 3 

illustrate the effective and appropriate selection of 

membership functions. 

The rules for controlling input and output can affect 

global and local search, speed of response, and result in 

fewer steps being repeated, causing a reduce in response 

time, especially for immediate applications. So searches 

in the early stages of the nation (?) and as we approach 

the final stages of repetition, local search is saturated and 

more exploration is done. 

 
 
4. EXPERIMENTAL RESULTS 
 
4. 1. Standard Images             Initially, the standard 

image is called with any size that is a factor of 8, and the 

ACO algorithm is executed on it. To run the algorithm, 

we need the basic parameters:  

𝛼 =0.0001,  𝛽=1, λ =10, ω=0.6. 
 
 

 
Figure 2. Fuzzy system for controlling the parameters of the 

ACO algorithm 

 
 

 
Figure 3. Schematic of the fuzzy rules for fuzzy systems 

β α UN 

ACO 

Fuzzy 

Ant-num 
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The number of ants is 4 and each ant moves about 20 

times during the construction phase. To run the 

algorithm, we selected some images and implemented 

the fuzzy ACO algorithm on them. To compare the 

proposed algorithm’s performance at edge detection with 

robust edge detection methods such as Canny, Sobel, 

ACO edge detection, and Laplacian of Gaussian (LOG) 

method [1], the simulation results are also shown in 

Figure 4. The proposed algorithm has demonstrated its 

ability to correctly identify the edges of the image. In any 

form it can be observed that the pixels of the edge are 

correctly recognized and compared to other edge 

detection methods, the sublimation and priority of the 

edge quality (?) are higher. 

 

 

 

a 

     

b 

     

c 

    

 

d 

    

 

e 

 

 

 

 

 

f 

    

 

Figure 4. (a) Original image; (b) Detected edges using Canny method; (c) Detected edges using Sobel method;(d) Detected edges 

using ACO method; (e) Detected edges using LOG method; (f) Detected edges using the proposed method 
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To compare system and output performance, 

Shannon’s entropy function is used [21]. The information 

that the output image holds can be measured by this 

function. The information in the image decreases as the 

value of entropy increases. This is calculated by: 

𝐻(𝐼) = − ∑ 𝑞𝑖
𝐿
𝑖=0 𝑙𝑜𝑔𝑞𝑖  (5) 

where I and 𝑞𝑖 are the image and the pixels’ frequency 

having intensity i, respectively. 
Table 1 shows the entropy values for the outputs of 

different edge detectors on various images. A higher 

value of entropy corresponds to more randomness and 

less information. The proposed algorithm achieves the 

least entropy value and is capable of discovering 

important edges. 

Table 2 shows time values obtained by hybrid ACO, 

gPb and the proposed method over four standard images 

(Lena, Cameraman, Pepper and, Mandril). As observed, 

the proposed method’s performance is better compared 

to hybrid ACO, and gPb. 

 
4. 2. Berkley Segmentation Dataset              To 

evaluate the effectiveness of the proposed method, 

images from Berkeley Segmentation Dataset have been 

used. Table 3 presents the entropy values for outputs of 

some of the edge detectors [19]. As observed, the 

proposed algorithm provides the minimum value. 

 
4. 3. The Medical Images           At this stage, the 

medical images are considered. Three skin lesion images 

[16, 22] are used (Figure 5). 

The efficiency of the proposed method is tested by 

comparing the entropy of Canny and Prewitt operator in 

Table 4. 

 
4. 4. Noisy Images           To study the stability of the 

proposed method, Gaussian Noise is added to the images. 

As an example Figure 6 shows the results obtained by the 

proposed method. 

 

 
TABLE 1. Entropy values for the outputs of different edge 

detectors on standard images 

Image 
Fuzzy 

BFO 

Neuro- 

Fuzzy 

BSA-

Fuzzy 

Proposed 

Method 

Lena 0.5773 0.6997 0.5002 0.3750 

Cameraman 0.6556 0.6135 0.6112 0.4072 

Monarch 0.6929 0.7822 0.6772 0.5452 

Barbara 0.6001 0.5667 0.5474 0.3101 

Pepper 0.5662 0.5998 0.5453 0.3837 

 

 
TABLE 2. Time values(s) for the outputs of different edge 

detectors on standard images with 256 *256 

Image Hybrid ACO gPb Proposed Method 

Lena 4.4 219.5 3.33 

Cameraman 4.7 196.7 4.366 

Pepper 4.1 227.1 3.79 

Mandril 5.2 215.7 4.9 

 

 

 
TABLE 3. The entropy values for the outputs of some of the edge detectors on Berkley segmentation dataset 

Image GA PSO ACO 
Deep 

Learnig 
BFA Fuzzy+BFO 

Neuro-

Fuzzy 

PSO for 

Noisy 

BSA-

Fuzzy 

Proposed 

Method 

35010 0.8211 0.7213 0.7715 0.6882 1.6124 0.6331 0.6110 0.6995 0.6002 0.5960 

42049 0.8322 0.6811 0.7722 0.6243 1.5216 0.5999 0.6561 0.6778 0.5991 0.3911 

118035 0.8836 0.6992 0.7765 0.6836 1.4245 0.5876 0.5788 0.6476 0.5521 0.3980 

135069 0.9214 0.8112 0.8833 0.7210 1.2124 0.6675 0.6689 0.7889 0.6433 0.4217 

119082 0.9914 0.8365 0.8987 0.7991 1.4642 0.7999 0.7989 0.8999 0.7782 0.5711 

 

 

 

   
A B C 

Figure 5. The medical images (skin lesion) 

 

 

TABLE 4. Entropy values for the medical images 

Image Canny Prewitt Proposed Method 

A 0.4791 0.1283 0.1106 

B 0.7677 0.2174 0.1293 

C 0.6238 0.1502 0.0876 
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Figure 6. The proposed edge detection on noisy images 

 

 

5. CONCLUSIONS  
 

In this paper, an ACO algorithm was developed for edge 

detection. The fuzzy controller was used to control the 

algorithm’s hyperparameters. The obtained results 

demonstrate the success of this algorithm in finding the 

edges of an image. The efficient and appropriate 

selection of fuzzy controllers as well as the membership 

functions can improve the convergence speed of the 

algorithm by preventing pheromone control as well as 

preventing the inertia and immobility of the ant during 

the algorithm implementation. This process results in a 

dynamic search corresponding to a finer edge. Using 

fuzzy abilities, we were able to improve the capabilities 

of the ACO algorithm. On the other hand, by fuzzing, we 

are able to improve the behavior of the algorithm against 

the anomalous position of some ants. Therefore, a 

smarter and more accurate algorithm resulted in 

increased edge search quality. The effectiveness of the 

fuzzy ACO based approach has been examined on 

images and the obtained results showed that the detected 

edges are more connected and smooth compared to other 

latest edge detectors while reducing time and entropy.   
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Persian Abstract 

 چکیده 
سازی  الگوریتم بهینه  .تواند برای حل مشکلات پیچیده مهندسی مورد استفاده قرار گیرندکه می  هستند  یهایی بسیار کارآمدسازی با استفاده از هوش جمعی روشجستجو و بهینه

برای   ACO در این مقاله از الگوریتم  .ها در یافتن بهترین مسیر در هنگام جستجوی غذا الهام گرفته شده استرفتار مورچهکلونی مورچه مبتنی بر هوش جمعی است که از  

بنابراین به   کند.الگوریتم سیستم فازی برای افزایش پویایی و سرعت این الگوریتم پیشنهاد شد. این سیستم میزان فرومون و فاصله را کنترل می تصویر تشخیص لبه استفاده شد.

سازی کلونی مورچه فازی شده روی الگوریتم بهینه تر شود. تر و منطقیشود تا فضای جستجو دقیقجای یک مقدار ثابت برای پارامترهای الگوریتم، از مقادیر متغیر استفاده می

های دیگر  های لبه، کیفیت بهتری نسبت به روشه این الگوریتم در استخراج پیکسلنتایج نشان داد ک سازی و عملکرد الگوریتم پیشنهادی نشان داده شد.چندین تصویر پیاده

های متداول و کارهای قبلی نشان داده  شود. بهبود این روش از نظر کمی با بررسی زمان و آنتروپی در مقایسه با روشتشخیص لبه دارد که منجر به کاهش زمان و آنتروپی می

 .که این روش در برابر نویز از پایداری خوبی برخوردار است همچنین نشان دادیم  .شده است
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A B S T R A C T  
 

 

Organizations can enhance the speed of well-informed decision-making by correctly understanding and 

using data. Since there is a tremendous gap between the speed of data processing and data generation in 
the world, exploring data mining in the digital world becomes inevitable. In the Persian language, similar 

to other languages, with the expansion of communications through social networks, the spelling of words 

has become abridged and the engagement of foreign loan words and emoticons has been increasing on a 
daily basis. Given the richness of Persian and its typographical-grammatical similarities to Arabic, 

research in Persian can be applied to other akin languages as well.  In this regard, the current study deals 

with data mining of Persian non-standard sentences in order to find the function of each word in the 
sentence. The volume of computation might be limited in traditional methods of natural language 

processing for each factor contributing to functions. That is because the minimum number of 

computations is (5 × number of words 9) + (5 × number of words 15). Therefore, this study adopted the 
Gated Recurrent Unit (GRU) method to process such computations. The newly proposed method 

reinforces the results of word function identification by using two categories of "independent" and 

"dependent" Persian language functions as well as five factors contributing to the functions of words in 
sentences as five output gates. Meanwhile, the values of the training tables in this method are fuzzy, 

where the center-of-gravity fuzzy method is adopted to decide on the fuzzy values as well as to reduce 

the complexity and ambiguity of such computations on the probability of each event occurring. 
Therefore, the new method is briefly called "fuzzy GRU". The results show that the proposed algorithm 

achieves 80 % reduction in the amount of calculations per gate of updates and reinforcement is 

approximately 2 % up from 67 % in standard sentences to 69 % of the non-standard sentences. 

doi: 10.5829/ije.2020.33.12c.06 
 

 
1. INTRODUCTION1 
 
Also known as Farsi, Persian is spoken officially in 

several countries including Iran, Afghanistan and 

Tajikistan. In addition, it is used in a few countries as a 

second language. Moreover, Persian was remarkably 

predominant in other Asian and European languages. 

This language is very much akin to Arabic in terms of 

alphabet and grammar. These issues have compelled 

scholars to more than ever explore the Persian language 

[1]. In the modern age, the expansion of social networks 

among the public has led to divergence of writing and 

speech styles in every language, turning phrases into a 

rather abridged, colloquial form. Therefore, the current 
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study has covered nonstandard sentences of Persian 

language. One of the most important reasons behind 

doing such research is that the results are exclusively 

applicable to a number of linguistic areas such as smart 

filtering [2], machine translation [3], speech recognition 

[4, 5], text recognition [6], text summarization [7], etc. 

The majority of Persian linguistic research projects adopt 

traditional methods of neural networks. In this regard, our 

study has used this system to resolve the defects in the 

previous methods [8, 9] and to benefit from the 

disambiguation property of fuzzy neural networks. In the 

newly proposed fuzzy system, center of gravity 

defuzzification has been employed owing to its 

versatility and practical advantages [10, 11]. This system 
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relies on Gated recurrent units (GRU) architecture  [11] 

with fuzzy values, because it simply uses 0 and 1, while 

there are fuzzy training matrix values for deep learning 

recurrent neural network so that accurate decisions can 

be made in values [0, 1]. In the recovery gateway section, 

after sorting in ascending order the values obtained in 

each section, 80% of the bottom values are discarded and 

the top 20% are transferred to the next class. 

To solve the above problems, this paper makes four 

contributions: 

• The output of this research can be used in all data 

mining projects mentioned above. 

• The method of this research can be used in all Persian-

speaking countries and in Arabic-speaking countries. 

• The calculation accuracy in the proposed method is 

2% higher in standard sentences than in non-standard 

sentences. 

• The proposed method in terms of computational 

complexity at each stage of the transition from each of 

the five factors affecting the acceptance of the role is 

reduced by 80%. 

 

 

2. LITERATURE REVIEW 
 

This section first delves into linguistics as the original 

discipline, and then discusses computational linguistics 

and morphology as two major sub disciplines. The next 

section describes the new fuzzy system adopted in this 

paper, while reviewing the relevant literature on fuzzy 

techniques for Persian. Since the system proposed in this 

paper is a classified fuzzy system, we will next explain 

why it has been named so, and generally elaborate on the 

independent and dependent roles. Finally, nonstandard 

sentences and words are defined. 

 

2. 1. Linguistics         Language is a complex 

phenomenon, where any precise and comprehensive 

investigation on a language require knowledge from 

numerous fields, including sociolinguistics, 

psycholinguistics, neurolinguistics, forensic linguistics, 

clinical linguistics, analytical linguistics, educational 

linguistics, logic, and even computer sciences over the 

last few decades. Linguistics include the fields of 

grammar, syntax, phonetics, phonology, semantics, 

pragmatics, discourse analysis, comparative historical 

linguistics and typology, reflecting its various 

dimensions [12, 13]. The definition of linguistics states: 

"a science that systematically studies language". Thus, a 

linguist is the one who "conducts linguistic studies” [14].  

Studies in the field of linguistics date back several 

centuries, but the linguistics research in its modern sense 

is totally recent, barely stretching back to a hundred 

years  [14]. In fact, early studies on language were written 

in Sanskrit grammar by Indian Pāṇini during the fifth 

century BC. Later on, William Jones, a British lawyer, 

conducted significant research into linguistics. Ferdinand 

de Saussure, a Swedish linguist, established structuralism 

in linguistics over the first half of the twentieth century 

[15]. Noam Chomsky (1957) considered 

transformational grammar as a technique to examine 

language syntax, where "sentence" is a unit of study for 

linguistics. Chomsky's linguistic ideas are still popular in 

North America today. In the 1960s, a rival method to that 

of Chomsky was introduced with a discourse approach, 

where sentence is not studied as an independent unit, but 

as a dependent element within a context. Every text 

contains three semantic levels: "What is content about?", 

"How does interaction take place in the Equation of this 

content?", and the third level examines to what extent 

sentence (as a textual element) is helpful in formulation 

of content. This method even views word as text. Hence, 

text is not restricted to a pre-specified length [15]. 

Regarding the Persian language, the early research was 

carried out at the Department of General Linguistics and 

Ancient Languages, Faculty of Literature and 

Humanities, Tehran University [15]. The first Persian 

grammar was developed by the Iranian Linguistics 

Foundation. In the final years of the 20th century, Bateni 

conducted a series of studies obtaining a variety of 

sentence structures through the Persian grammar. He then 

investigated how each sentence could be converted into 

other types. 

 
2. 1. 1. Computational Linguistics                One of the 

most fascinating branches of linguistics is known as 

computational linguistics, which dates back no longer 

than fifty years. In a definition provided by Dr. Meghdari, 

computational linguistics refers to an interdisciplinary 

field consisting of linguistics and computer science, 

serving to model natural language through statistical and 

rule-based techniques for machine use [16, 17]. 

Computational linguistics initially covered only machine 

translation. In fact, many researchers sought after 

machine translation from the earliest days of the advent 

of computers.  

This avenue of research was initiated in the 1950s. 

The first specialized journal on computational linguistics 

was known as Mechanical Translation published in 1954. 

Later on, the Association for Computational Linguistics 

was founded in 1962. Within a few years, the journal’s 

title was revised into Computational Linguistics  [18]. 

Nowadays, computational linguistics is applied in 

numerous fields and is not limited to machine translation 

[19, 20].  

With respect to computational linguistics in Persian, 

several scholars such as Dr. Bijankhan and Dr. 

Shamsfard [21, 22] conducted exclusive research into 

word formation and construction of machine translators 

mentioned in [8, 23]. In addition, Iranian universities 

have taken a giant step in the Persian computational 

linguistics by admitting new students for this field in 
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recent years, while establishing several major 

computational linguistic labs. These labs include Web 

Technology Laboratory at Ferdowsi University of 

Mashhad [24], Institute of Humanities and Cultural 

Studies, Linguistic Research Institute, and the Center for 

Languages and Linguistics at Sharif University of 

Technology [16, 19]. Table 1 compares the most 

important studies in the field of Persian morphology. 

In Table 1, the first two rows indicate the earliest and 

most important researches in the field of Persian corpora 

construction. In Oxford Dictionary, fuzzy has been 

defined as "having a frizzy texture or appearance, 

difficult to perceive; indistinct or vague“. In another 

definition, "Fuzzy systems describe vague, inaccurate, 

and uncertain phenomena [25]," but this does not mean 

that the theory is inaccurate; on the contrary, fuzzy theory 

itself is a precise one. Introduced by Lotfizadeh, the fuzzy 

system then found its way into Persian linguistics 

research. It has been used in a limited way and often as a 

combination with Arabic language. In another study [8, 

26], the fuzzy method was adopted to identify 

composition roles in Persian sentences. 

 

2. 1. 2. Morphology               Morphology has been 

given different definitions. One of the ordinary 

definitions is "the hybrid study of morphemes and their 

functions in words”. Morphology involves specific steps, 

because grammar, alphabet, phonemes and speech vary 

in each language. For instance, morphology in English is 

different from those in Persian and Arabic [27–29]   .  

 

2. 2. Recurrent Neural Networks               Since, a 

basis of natural language processing is modeling the 

language; Recursive neural networks are a method to 

obtain a model of natural languages [30]. Recursive 

neural networks are a type of neural network. This type 

of neural network was presented in 1970, in studies 

LSTM recurrent neural network method peaked again 

and today is widely used in the processing of data series. 

Including these series there are writing, speech, text, 

meteorological data, etc. that have time series. The reason 

this neural network is recursive is that an operation is 

repeated on each series unit. In language processing, 

these units can be sentence, word, letters, etc. Figure 1 

illustrates the recurrent neural network. There exists two 

traditional return networks namely, LSTM and GRU. 
The reason for choosing LSTM method instead of 

GRU in this research is that the LSTM method in long 

sentences may be forgotten therefore, the GRU method 

was used to employ its long-term memory. 

In the processing of any language, all input units from 

the first to the last one affect the results. In methods like 

LSTM, however, if the sequence is long enough, they 

will be "forgotten" and can only store the last few inputs 

in their memory. This problem is rooted in the inability 

of many traditional conditional methods. In 2014, Chou 

et al. proposed the GRU Recurrent Neural Network 

Method, which solved the problem of traditional methods 

with its long-term memory [11]. 

 

2. 3. Independent and Dependent Roles              The 

Persian sentence roles include two independent and 

dependent categories. The independent roles include 

subject, predicate, object, complement and verb. The 

dependent roles include noun, adjective, genitive, 

governing genitive, dependent adverb, apposition, 

governing transducer, bending, retroactive exclamation 

and annunciator [14, 31]. Independent roles in Persian 

deal with the position of words in every sentence. As the 

name suggests, each independent role is applied without 

any dependence on another role. For this reason, we call 

these roles independent in Persian language sentences. 

Independent roles are also known as primary because 

they adopt the main position of words in Persian 

sentences [31]. Dependent roles are called so because 

they are applied in pairs. In this category of roles, the 

dependent pairs in a Persian sentence include noun-

adjective, genitive-governing genitive, dependent 

adverb-verb/other role/sentence, apposition-governing 

transducer, bending-retroactive, and exclamation- 

annunciator. This structure, however, is not always true, 

since a sentence may show only one pair of dependent 

 

 
TABLE 1. Comparison of morphological research 

Researcher Methodology Advantages Disadvantages 

Bijankhan el al. [21] Eagles standard 
One of the basic Persian morphological 

corpora 

Tagging words and constructing corpora merely 
based on word types, nonstandard corpora 

textual documents, eagles-based methodology 

Assi and Abdolhosseini 

[23] 
Manual 

One of the basic Persian colloquial 

morphological corpora 

Tagging words and constructing corpora merely 
based on word types, nonstandard corpora 

textual documents, manual methodology 

Motameni and Peykar 

[8] 
Fuzzy HMM Using fuzzy system to determine word roles 

Tagging standard sentences, high computational 

complexity 

Motameni et al. [25] Classified fuzzy 
Low computational complexity, determining 

word roles, using fuzzy system 
Only tagging standard sentences 
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roles. A few of paired roles are more frequently seen than 

others. Therefore, this paper divided the dependent roles 

into two subcategories: 1) dominant (noun, adjective, 

genitive, governing genitive and dependent adverb), and 

2) rare (apposition, governing transducer, focused, 

exclamation, and annunciator) [31]. 

 

2. 4. Nonstandard Sentences and Words              Given 

the increasing popularity of media and social networks, 

textual materials have been truncated or mistyped, 

sometimes transforming the formally established version 

of writing styles. It has therefore become critical to 

process such sentences in morphological applications. 

Generally speaking, there are several types of 

nonstandard sentences in every language. 

1- Sentences with truncated words 

2- Sentences with incorrect grammar 

3- Sentences with loan words 

4- Sentences with slang terms and emoticons, 

which are senseless in the standard form. 

This paper intended to investigate nonstandard 

sentences in 72 differently formulated sentences, while 

achieving the proper combination with the input sentence 

through classified fuzzy method [26]. 

 

 

3. PROPOSED METHOD 
 
This study examines five different effective linguistic 

units adopting the role of words in the sequence of words 

and sentences. In each unit, specific fuzzy computations 

are frequently implemented on the sequences. In order to 

implement research in that procedure (i.e. a sequence of 

input units with variable lengths), the best possible 

method involves deep learning recurrent neural network. 

Each deep learning neural network has three gates (forget 

gate, update gate/input gate and output gate). One 

advantage of this method is that processing load is lower 

than that of in the method proposed in [8]. The new 

method proposed in this paper curtails the extent of 

computations in each class while enhancing the detection 

rate. By complying with the order of importance for each 

word adoption factor, it also improves the detection 

quality of word roles. Therefore, the novelty of the newly 

 

 

 
Figure 1. Recurrent neural network loop 

proposed method is that the fuzzy method is classified 

and the success rate has increased. In this paper, we first 

extract the two-dimensional arrays or matrices required 

for processing. Then, considering the success rate in 

finding the roles, the best combination of fuzzy 

classification is extracted in each array. In each of these 

classes, the results of possible role adoptions are arranged 

in ascending order. Then, 20% of the cases with the 

largest values are transferred to the next step, while the 

bottoms 80% are removed. 

Initially, we examined five major matrices processed 

in different fuzzy classes separately in 72 types of 

sentence structures. Then, we obtained the best possible 

composition. Section 2.3 provides 72 types of Persian 

sentences with different grammatical compositions of 

nonstandard sentences. In addition to the input sentences, 

their decompositions were imported into the system. 

Hence, the sentence decomposition was conducted 

through NLP Tools v 1.3.3 [24] or other similar software 

programs. In matrices dealing with alphabetical letters, a 

total of 44 Persian characters were covered   In matrix 

dimensions, 21 represents the number of roles, i.e. 18 

independent and dependent roles and 3 spacing 

characters. In addition, 10 in the matrix dimension 

indicates seven Persian word types plus three spacing 

characters. 

 
3. 1. Sentence Formulation Scenarios        In 

independent roles, there are 9count of words in the input sentence 

number of possible composition scenarios. In this regard, 

the 9 represents the number of independent roles and 

spacing characters in Persian sentences (verb, letter, 

subject, predicate, object, complement and spacing 

character). 

In dependent roles, there are 

15𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑖𝑛𝑝𝑢𝑡 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 number of possible 

composition scenarios. In this regard, the 15 indicates the 

number of dependent roles and spacing characters in 

Persian sentences (adjective, noun, adverb, unknown, 

apposition, governing transducer, bending, retroactive 

exclamation and annunciator). 

 

3. 2. Training Matrices             This section introduces 

the five main training matrices used to make decisions in 

the newly proposed method. Each of these arrays is 

obtained from 194 training sentences containing 76,274 

words. 

These five matrices have been summarized below:  

A) Additional roles appearing after each role in 

sentences. Bi_gram_Combine: This is a two-dimensional 

matrix with 21x21 elements. This matrix determines the 

probability of each role occurring after another role (Bi-

gram) in 194 Persian sentences. 

1 ≤ 𝐵𝑖_𝑔𝑟𝑎𝑚_𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑙.𝑙+1(𝑘. 𝑗) ≥ 0. 1 ≤ 𝑘 ≤
21. 1 ≤ 𝑗 ≤ 21  

(1) 
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𝐵𝑖_𝑔𝑟𝑎𝑚_𝐶𝑜𝑚𝑏𝑖𝑛𝑒(𝑘. 𝑗) =

∏ 𝐵𝑖_𝑔𝑟𝑎𝑚_𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑖.𝑖+1(𝑘. 𝑗)𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 (𝑗)
𝑖=1   

In Equation (1), i indicates the word counter, K is the row 

counter, while j is the column counter. The value of 

Bi_gram for each word is a number between zero and 

one. 

B) Composition role following each type of 

decomposition Transfer_Bi_gram: This matrix also 

functions as a transition from decomposition into 

composition. For the purpose of decomposition and 

composition, a total of 194 types of training sentences 

were tagged manually by experts. At the next step, data 

was inserted into a 10×21 table.  

Multiplication of jth roles placed after the ith type ≥
0.1 ≤ 𝑖 ≤ 10 . 1 ≤ 𝑗 ≤ 21  

(2) 

𝑇𝑟𝑎𝑛𝑠𝑓𝑒𝑟_𝐵𝑖_𝑔𝑟𝑎𝑚(𝑖, 𝑗) =

∏
       

Multiplication of jth roles placed after the ith type
count of (j)
𝑖=1   

In Equation (2), i indicates the word type counter, while 

j indicates the word role counter.  

C) Composition role in each type of decomposition 

(Transfer_Uni_gram): This can be considered as 

transition matrix, because it delivers the moment of 

transition (instead of word role in composition applied in 

each word type in decomposition). This is a 21×10 

matrix. This 21×10 matrix can be obtained in 194 training 

sentences by tagging the decomposition and the 

composition values. Then, the production of 

multiplication indicates the mean of values as in Equation 

(3). 

Average value of jth roles replacing the jth type ≥
0. 1 ≤ 𝑖 ≤ 10 . 1 ≤ 𝑗 ≤ 21  

(3) 

𝑇𝑟𝑎𝑛𝑠𝑓𝑒𝑟_𝑈𝑛𝑖_𝑔𝑟𝑎𝑚(𝑖. 𝑗) =

∏ Average value of jth roles replacing the jth type
count of (j)
l=1   

where, i is a word position counter, while j is the word 

role counter in the two-dimensional matrix.  

D) Word-forming letters (Len_Word): The words weight 

matrix was obtained according to the letters in input 

sentences. These matrices contain 21×number_of_words 

elements, which is why we applied bi_gram tagging. 

Firstly, 76274 words are checked to see what character 

has followed another character in what percentage of 

words for each role. Divided by the total number, a 

numerical value from zero to one is obtained. Hence, 

Len_Bi_gram is extracted for each role, where the 44x44 

array is a cell as large as the characters under 

examination. After obtaining the Len_Bi_gram matrix 

for each role with regard to the input sentence, the 

Len_Word matrix is extracted using Equation (4). 

Len_Bi_gramj(k) ≥ 0 and  1 ≤ j ≤ N and 1 ≤ k ≤ M  (4) 

Len_Bi_gram(𝑘. 𝑗) = ∏ Len_Bi_gram𝑖.𝑖+1(k. j)
count of (j)
i=1   

As can be seen, i indicates the letters counter, the weight 

of jth word, including Kth, was computed through bi-

gram tagging. In each M-sentence input, there are N-

word items. In Equation (4), the product of multiplying 

the occurrence value for each letter with the next letter 

continues as long as the total number of letters in a word.  

E) Position of each word according to the number of 

sentence words. Member_Word: This matrix indicates 

the probability of occurrence for each word in a particular 

position according to its length. First, a matrix trainer is 

extracted in 194 sentences. In each N-word sentence, 

each role is observed in a small percentage of cases. 

Then, the Member_Word matrix of that sentence is 

obtained according to the length of the input sentence and 

Equation (5). 

𝑀𝑒𝑚𝑏𝑒𝑟(𝑘. 𝑗) ≥ 0 𝑎𝑛𝑑 1 ≤ 𝑘 ≤ 𝑀  (5) 

𝑀𝑒𝑚𝑏𝑒𝑟_𝑊𝑜𝑟𝑑(𝑘) = ∏ 𝑀𝑒𝑚𝑏𝑒𝑟𝑖.𝑖+1(𝑘)𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 (𝑗)
𝑖=1   

Equation (5) delivers the membership rate of the kth 

sentence from the M-sentence, i indicates the words 

counter in sentence, including the length of each N-length 

sentence. This matrix is a Bi-gram tagging type. 

 

3. 3. Order of Steps         Each training matrix is 

implemented individually on the input data tested. Once 

the computations are completed, the success percentage 

values from each learning matrix, i.e. degree of 

importance for each training matrix, is obtained. Then, 

this arrangement is used in the fuzzy GRU steps. 

Table 2 provides the success rate for each matrix 

through a classified fuzzy method from 72 random 

nonstandard sentences sorted in descending order. In the 

fuzzy computational section, the sequence of steps for the 

new fuzzy method can be found in Table 2. Figure 2 

compares the success rates of matrices in two standard 

and nonstandard sentences. In Table 2, the highest 

success rate with the Bi_gram_combine matrix and with 

less than 2 % difference, the Transfer _ Bi _ gram matrix 

is in the second place. 
 
 

TABLE 2. Order of fuzzy computation classes 

No. Matrix 
Success percentage with 

nonstandard input sentences 

1 Bi_gram_combine 66.77% 

2 Transfer_Bi_gram 65.14% 

3 Transfer_Uni_gram 63.84% 

4 Len_Bi_gram_Word 58.95% 

5 Member_Word 57.65% 
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Figure 2. Comparison of success rate in standard and 

nonstandard input sentences [31] 
 

 

According to the results in Table 2, the order of 5 

steps for the newly proposed computational method is 

obtained as shown in Figure 2. This arrangement of 

standard sentences is different from that of nonstandard 

sentences. 
 

3. 4. Fuzzy GRU Computations           The proposed 

method has been implemented using Visual Studio 2012. 

Furthermore, the statistics are calculated using Excel 

2013 and the results are converted to SQL server 2008. 
The steps of the proposed method come with a simple 

format of fuzzy GRU computations illustrated in Figure 

3.  

The components of Figure 3 are as follows: 

C(t-1): The main input in these computations is the output 

values of the previous steps, where the current step is 

actually the remaining states of the previous step. In the 

first step, the value of this input is a matrix to the number 

of all possible states as well as the array of corresponding 

values.  

C(t): The output of each array step is as long as 20% of 

the remaining state of the fuzzy computations, which 

obtained the highest values from the current step 

computations, as well as the array of possible states 

values with the same length. 

 
Figure 3. Overall steps of the proposed fuzzy GRU method 

X(t): is the values of matrices training in each class, the 

user's input sentences, and the decomposition of the input 

sentences. 

O(t): indicates removing bottom 80% of possible 

sentence formulation scenarios as well as reducing 80% 

of the array length of possible values and array of 

possible states. 

Γ𝑢: updates gate varies in each class. It updates the array 

table for sentence states through the center of gravity 

method after receiving 20% of the highest values of the 

previous step, the matrix values of the current class and 

the input sentence states, user’s input sentences, as well 

as the decomposition of input sentences. 

According to Table 2, the fuzzy GRU algorithm will 

be similar to the proposed algorithm. The remarkable 

point in the new algorithm is that the values are arranged 

from largest to smallest at each step after computing the 

roles of possible scenarios. In this procedure, 20% of 

cases with the highest values are passed to the next step, 

while discarding the rest.  

Proposed algorithm-Classified fuzzy proposed method 

1. Obtain the Transfer_Uni_gra, Transfer_Bi_gram,  

2. Obtain Bi_gram_Combine, Member_Word, and 

Len_Word matrices according to the input sentence and 

the word input composition. 

3. Obtain the number of possible states for the input 

sentence and screening it according to the pair of roles 

and the composition inserted into the system.  

4. Start the first step by entering all possible states as 

C(t-1) of the first step. 

5. The first step is to enter Bi_gram_Combine matrices 

and user input sentences and decompose input sentences 

as X(t). 

6. The first step of operation Γ𝑢 as the first step of 

obtaining the center of gravity for all the remaining states 

with the Bi_gram_Combine matrix.  

center of gravity 𝐵𝑖_𝑔𝑟𝑎𝑚_𝐶𝑜𝑚𝑏𝑖𝑛𝑒 =

∑
Bi_gram_combine(𝑡ℎ𝑒 𝑟𝑜𝑙𝑒 𝑜𝑓 i−1 𝑡ℎ 𝑤𝑜𝑟𝑑

,𝑟𝑜𝑙𝑒 𝑜𝑓 𝑖𝑡ℎ 𝑤𝑜𝑟𝑑)×placeof i th word)
1−word number 
i=1

∑ place of i th word 1−word number 
𝑖=1

  
(6) 

In Equation (6), i indicates the words counter in sentence 

and indicates how the center of gravity for each input 

sentence is computed using the membership matrix in the 

fuzzy decision-making process. 

7. The second step of operation Γ𝑢 in the first step: 

Descending order of possible states and values of 

possible states. 

8. Separate 20% of the largest possible sentence 

formulation states with maximum values, send those 

states to the output as C(t) and remove other possible 

states as O(t) of the current step.  

9. Start the second step by inserting C(t-1) as the output 

of the first step. 

10. The second step is to enter the Transfer_Bi_gram 

matrix and user input sentences and decompose input 

sentences as X(t). 
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11. The second step of operation Γ𝑢 in the second step: 

Obtain the center of gravity for all input states with the 

Transfer_Bi_gram matrix. 

The center of gravity for the matrix values is 

employed according to the input sentence, the sentence 

input type and the position of words in each sentence in 

each of the remaining cases through Equation (7). 

center of gravity 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟_𝐵𝑖_𝑔𝑟𝑎𝑚 =

∑  (
𝐵𝑖_𝑔𝑟𝑎𝑚_𝑐𝑜𝑚𝑏𝑖𝑛𝑒(role of i+1th word,

type of i th word)×placeof i th word)
 

1−word number
i=1

∑ place of i th word1−word number
𝑖=1

  
(7) 

Note: Since Bi_gram tagging has been used in Equation 

(7), the counter changes from the first word to the last 

remaining word.  

12. The second step of operation Γ𝑢 in the second step: 

Descending order of possible states and values of 

possible states. 

13. Separate 20% of the largest possible sentence 

formulation states with maximum values, send those 

states to the output as C(t) and remove other possible 

states as O(t) of the second step.  

14. Start the third step by inserting C(t-1) as the output of 

the second step. 

15. The second step is to enter the Transfer_Uni_gram 

matrix and user input sentences and decompose input 

sentences as X(t). 

16. The second step of operation Γ𝑢 in the third step: 

Obtain the center of gravity for all remaining states with 

the Transfer_Uni_gram matrix according to Equation 8. 

Center of gravity 𝑇𝑟𝑎𝑛𝑠𝑓𝑒r_uni_gram =

∑  (
𝑈𝑛i_gram_combine(role i th word and type of i th word)

×place of i th word
)word number

i=1

∑ place of i th wordnumber of words 
𝑖=1

  
(8) 

In Equation (8), i indicates the words counter in sentence 

and indicates how the center of gravity is computed for 

each input sentence using the Uni_gram_Combine matrix 

in the fuzzy decision-making process. 

17. The second step of operation Γ𝑢 in the third step: 

Descending order of possible states and values of 

possible states. 

18. Separate 20% of the largest possible sentence 

formulation states with maximum values, send those 

states to the output as C(t) and remove other possible 

states as O(t) of the third step.  

19. Start the fourth step by inserting C(t-1) as the output 

of the second step. 

20. The fourth step is to enter the Len_Word matrix and 

user input sentences and decompose input sentences as 

X(t). 

21. The second step of operation Γ𝑢 in the fourth step: 

Obtain the center of gravity for all remaining states with 

the Len_Word matrix. 

center of gravity 𝐿𝑒𝑛_𝑊𝑜𝑟𝑑 =
∑  (Length of i th word ×place of ith word) word number

i=1

∑ place of ith wordword number
𝑖=1

  
(9) 

In Equation (9), i indicates the words counter in sentence 

and displays how to calculate the center of gravity for the 

word weights according to the resulting Len_Bi_gram 

and the center of gravity defuzzifier. Descending order of 

possible states and values of possible states. 

22. The second step of operation Γ𝑢 in the fourth step: 

Descending order of possible states and values of 

possible states. 

23. Separate 20% of the largest possible sentence 

formulation states with maximum values, send those 

states to the output as C(t) and remove other possible 

states as O(t) of the fourth step.  

24. Start the fifth (last) step by inserting C(t-1) as the 

output of the fourth step. 

25. The fifth step is to enter Member _Word matrix and 

user input sentences and decompose input sentences as 

X(t). 

26. The second step of operation Γ𝑢 in the fifth step: 

Obtain the center of gravity for all remaining states with 

the Member_Word matrix. 

center of gravity 𝑚𝑒𝑚𝑏𝑒𝑟 =

∑
 (membership of i th word 

×place of i th word) 
word number
i=1

∑ place of i th word word number
𝑖=1

       
(10) 

In Equation (10), i indicates the words counter in 

sentence and indicates how the center of gravity for each 

remaining sentence is computed using the membership 

matrix in the fuzzy decision-making process. 

27. The second step of operation Γ𝑢 in the fifth step: 

Descending order of possible states and values of 

possible states. 

28. Obtain the largest value of the remaining values and 

the corresponding state. Send that state to the output as 

the roles of that input sentence.  

As can be seen in the newly proposed algorithm, the 

computational load in the new method in each step was 

curtailed by 80% compared to its previous class. These 

matrices contain fuzzy values requiring no fuzzification 

tools. In contract, matrices in fuzzy morphological 

techniques (e.g. [17]) are first fuzzified with complex 

sequences. In this respect, the newly proposed method 

offers an optimal computational load. 

Therefore, the quasi-code of the newly proposed 

algorithm can be considered as follows:  Algorithm 1-

Recurrent Neural Networks with Gated Recurrent Unit 
1. Function Sort_As(Matrix_Method by val 

,MatrixASe_InDe by ref, MatrixSe_InDe by ref, 

MatrixASe_De by ref, MatrixSe_De by ref) 

2.   { 

3. MatrixASe_InDe =Make Matrix_Method  

with Pos_word && MatrixSe_InDe;  

4. MatrixASe_De =Make Matrix_Method with  

Pos_word && MatrixSe_De;  

5. Sort Ascending MatrixASe_InDe && 

MatrixSe_InDe , MatrixASe_De && 

MatrixSe_De ; 
6. Get Twenty percent of the largest numbers:  



2478                                       H. Motameni / IJE TRANSACTIONS C: Aspects  Vol. 33, No. 12, (December 2020)   2471-2481 

 

MatrixASe_InDe && MatrixSe_InDe,  

MatrixASe_De && MatrixSe_De; 

7. Return MatrixASe_InDe && MatrixSe_InDe,  

MatrixASe_De && MatrixSe_De;  

8. } 

9. Const Matrixes: 

Transfer_Uni_gram،Transfer_Bi_gram ،

Bi_gram_Combine  ،Member_Word و   Len_Word; 

10. Input Se: Get sentences from the user; 

11. Input ASe: Get analyses for Sentences from the user; 

12. Begin 

13. For  i=1 to Len)Sentences( 
14. Set  MatrixSe_InDe (15^Len(SE[i])) 

&&MatrixSe_De (9^Len(SE[i])) as string;  

//Matrix for status of Independent and  

dependent Roles  

15. Set MatrixASe_InDe(15^Len(SE[i])) &&  

MatrixASe_De(9^Len(SE[i])) as single;  

//Matrix for Value_status of Independent  

and dependent Roles 

17. Get All Value in Matrix: MatrixSe_InDe, 

MatrixASe_InDe, MatrixSe_De,  

MatrixASe_De; 

18. Call Sort_As (COG_Bigram_combine,  

MatrixASe_InDe , MatrixSe_InDe,  

MatrixASe_De , MatrixSe_De) //eq6-Step1 

19 Call Sort_As (COG_Transfer_Bigram,  

MatrixASe_InDe , MatrixSe_InDe, 

MatrixASe_De , MatrixSe_De) //eq7-step2 

20 Call Sort_As (COG_Transfer_Uni_gram,  

MatrixASe_InDe , MatrixSe_InDe,  

MatrixASe_De ,  

MatrixSe_De) //eq8-step3 

21. Call Sort_As (COG_Len_Word ,  

MatrixASe_InDe , MatrixSe_InDe,  

MatrixASe_De , MatrixSe_De) //eq9-step4 

22. Call Sort_As (COG_Member_Word,  

MatrixASe_InDe , MatrixSe_InDe,  

MatrixASe_De , MatrixSe_De) //eq10-step5 

23. Next i 

24. Output : MatrixSe_InDe(1) , MatrixSe_De(1); 

25. End 

 
 
4. RESULTS 
 
In addition to the roles provided in Section 3, there are 

"verb-letter" roles, which were discarded because of their 

shared decomposition and composition. 

(11) Success percentages =
Success ×100

 𝑇𝑜𝑡𝑎𝑙 
  

Relying on Equation (11), we obtained the success rate in 

each section. The total number in Equation (11) changes 

in each section. In addition, the success rate in this regard 

varies according to each section. 

 
4. 1. Overall Success Rate in Persian Sentences 
Composition               The test results in this method 

indicates that the fuzzy classified overall success rate in 

nonstandard sentences is 68.73% in all roles. In standard 

sentences, however, the success rate is 67% in 

identification of all roles. In this case, the new fuzzy 

method outperformed by roughly 2%. 

Therefore, in 72 nonstandard sentences inserted into 

the system to test the newly proposed method, 211 out of 

307 roles are correctly detected. In Equation (11), 307 is 

inserted for Total Number, while 211 is inserted for 

Success Rate, which together deliver Figure 4. 
 

4. 2. Success Percentage in Independent Roles          
Among 307 roles in 72 sentences, 152 of them were 

related to independent roles. Of the 152 independent 

roles in nonstandard sentences, the tests suggested that 

110 were correctly detected, with a success rate of 

72.37% based on Equation (11) (Figure 4). In the 

standard sentences, however, the success rate was 

approximately 70% in 106 cases. Figure 5 illustrates the 

values. 

If we want to examine the roles separately and 

calculate the success rates (according to Equation (11)), 

Table 3 is obtained. 
As can be seen, the highest success rate in 

nonstandard input sentences is predicate, whereas this 

role assumes the lowest value in standard sentences. 

Figure 6 compares the success rates of two sentence 

structures in the independent role category. As for 

subject,  the  success  values  for  the  two  role  categories 

 

 

 
Figure 4. The success rates of standard and nonstandard 

sentences in general [26] 

 

 

 
Figure 5. The success rates of independent and dependent 

roles in two types of standard input [26] and nonstandard 

sentences 
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TABLE 3. Success rates for independent roles of standard and 

nonstandard input sentences [26] 

Independent 

roles 

Success percentages of 

independent roles in 

nonstandard sentences 

Success percentages of 

independent roles in 

standards sentences 

Predicate 75.76 60.61 

Subject 72.53 73.63 

Object 66.67 61.11 

Complement 70 80.00 

 

 
were roughly equal. Only in complement, the success 

rates of standard sentences are higher than those of 

nonstandard sentences.  

 
4. 3. Success Percentage in Dependent Roles            
Among 307 roles in 72 sentences, 155 of them were 

related to dependent roles. Of 155 dependent roles in 

nonstandard sentences, 101 cases were correctly 

obtained. According to Equation (11), success rate was 

65.16% for nonstandard sentences. This value is 64.52% 

for standard sentences, which has been compared in 

Figure 5. 

If we want to examine the roles separately, Table 4 is 

obtained based on Equation (11). 

Some words in Persian sentences may not take any 

dependent roles. Alternatively, the new method may not 

identify any roles for certain words, thus sending 

unknown to output.  

Table (4) displays the success rate for each of the 12 

dependent roles in both standard and nonstandard Persian 

sentence inputs. Rows 1 to 6 indicate frequently used 

dependent roles in Persian sentences, while rows 7 to 12 

cover roles less commonly found in Persian sentences. 

As shown in Table (4), the highest success values in most 

frequently used roles were achieved in nonstandard 

sentences. In less commonly used roles except for 

bending, however, the success values were equal. 

 

 

 
Figure 6. The success rate of each independent role in two 

types of standard [26] and nonstandard sentences 

TABLE 4. The success rates of dependent roles in both 

standard [26] and nonstandard sentences 

No. 

Independent 

and dependent 

roles 

Success percentages 

of independent roles 

in nonstandard 

sentences 

Success percentages 

of independent roles 

in standards 

sentences 

1 Adjective 33.33 55.56 

2 Noun 54.55 72.73 

3 Adverb 96.55 89.66 

4 N.A. 57.14 61.22 

5 
Governing 

genitive 
76.92 46.15 

6 Genitive 76.92 46.15 

7 Apposition 100 100 

8 
Governing 

transducer 
100 100 

9 Bending 25 75 

10 Retroactive 100 75 

11 Exclamation 50 50 

12 Annunciator 50 50 

 

 
Figure 7 compares the success rates of dependent 

roles in standard and nonstandard Persian sentences. The 

noteworthy point in this figure is that the success rate 

decreases  because of low presence of the rare roles in 

Persian sentences (marked in blue/proposed method). For 

that reason, success rates were 100% and 50% in 

apposition-governing transducer and exclamation-

annunciator, respectively. Another point is that most 

dependent roles appear in pairs in Persian sentences [31]. 

 

 

 
Figure 7. The success rate of each dependent role in two 

types of standard [26] and nonstandard sentences 

predicate subject object complement
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5. CONCLUSION AND FUTURE WORK 

 
Considering that the current study covers nonstandard 

sentences of Persian language, the results obtained by the 

newly proposed method demonstrate how it provides 

better results in sentences that barely follow Persian 

language grammar. Hence, the greater success rate in 

obtaining sentence roles was achieved by standard [26] 

and nonstandard sentences separately for two categories 

of independent and dependent roles. Independent roles 

are better when comparing the success rates of two 

categories of nonstandard sentence roles. In all 

independent roles except complement, the success of the 

proposed method is achieved with nonstandard 

sentences. Similarly, in all dependent roles except noun, 

adjective, noun and bending, the proposed method has 

performed better on nonstandard sentences than standard 

sentences. 

In this paper, the memory of the new fuzzy GRU 

method allows the researcher to select irregular values 

relative to the input states. This is because 20% of the 

highest values in the current step may include the first, 

middle, last, or Nth values of the input states (output of 

the previous step). On the other hand, the fuzzy nature of 

the newly proposed method allows us to use the fuzzy 

values of the matrices obtained using statistical methods 

to train the possible states desirably.  

Reducing the computation of steps in different steps 

of this algorithm is one of the most important advantages 

compared to [8]. When employing the fuzzy method [8], 

if the amount of computations for each class is 100,000, 

the total will be 500,000, while it is exactly 124960 in the 

fuzzy GRU. In fact, there is nearly as much as 
4

5
 reduction 

in computations compared to [8]. Therefore, further 

investigation and research in the field of neural network 

computing, deep fuzzy recurrent learning can provide 

Persian-Arabic language linguists with clear results for 

this topic from the data mining progress. In this regard, 

one of the areas to be covered in future research is that, 

the sequence of steps 2-3 in each of the independent and 

dependent roles can be obtained separately and the results 

can be discussed. 

Moreover, the research will adopt the second fuzzy 

type in order to take advantage of the uncertainty of this 

method and ultimately enhance the results. 
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Persian Abstract 

 چکیده 
  ی از طرف سازد،ی زبان را دوچندان م یندر ا یکاوداده یهاپژوهش یت اهم یها در زبان فارسو شکلک  یکلمات مختصر و حضور کلمات خارج یرشد ورود املاسرعت روبه 

  ی کاوپژوهش به داده ینراستا ا ینکرد. در ا استفادپژوهش  یناز ا یزمشابه ن یهازبان یردر سا توانیآن است که م ینشان دهنده یبه عرب یزبان فارس یدستور-ییتشابه املا

نقش حداقل تعداد  یرشعامل پذ پنجدر هر کدام از  یتسن یهامحاسبات با روش یزان. مپردازدینقش هر کلمه در جمله م یافتندر جهت  یاستاندارد زبان فارس یرجملات غ

پژوهش از    یندر ا  ینبنابرا  باشد،یم  یعیطب  یهاپردازش زبان   یسنت  یهاخارج از توان روش  ت(( است که ممکن اس15×تعدادکلمات  5(+ )9×تعدادکلمات  5محاسبات ))

نقش کلمات در  یرشعامل پذپنج و  "وابسته -مستقل"  یهاحاضر با استفاده از دو دسته نقش یشنهادی محاسبات استفاده شده است. روش پ ینپردازش ا یبرا GRUروش 

دروازه ساخت   پنج  عنوان  به  تقو  ییشناسا  یجنتا  خروجی،جملات  را  کلمات  مقادبخشدیم   یتنقش  آموزش دهنده  یر.  فاز  ینا  یجداول  بنابرا  یروش،    ی برا  ینهستند؛ 

را    یشنهادیروش پ  ینا  توانیمرکزثقل استفاده شده است. به طور خلاصه م  یمحاسبات، از روش فاز  ینو ابهام ا  یچیدگیکاهش پ  یزو  ن  یفاز  یردرباره مقاد  گیرییمتصم

"GRU  در جملات استاندارد به   %67از    %2  یباتقر  یتو تقو  یروزسان  محاسبات در هر دروازه به  یزانم  %80، کاهش  نتایج نشان می دهد که روش پیشنهادی.  یدنام  "ی فاز

 است.  را دارا استاندارد یرت غجملا 69%
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A B S T R A C T  
 

 

Resampling is a critical step in Particle Filter (PF) because of particle degeneracy and impoverishment 

problems. Independent Metropolis Hasting (IMH) resampling algorithm is a robust and high-speed 

method that can be used as the resampling step in PF. In this paper, a new algorithm based on IMH 
resampling is first proposed. The proposed algorithm classifies the particles before entering to the 

resampling module. The classification causes those essential particles are only routed to the IMH 
resampler. Then we propose a distributed architecture to reduce the execution time and high-speed 

processing for resampling. Simulation results for tracking a signal indicate that the PF with the proposed 

resampling architecture has acceptable tracking performance in comparison to other resampling 
methods. The PF architecture with the novel Improved IMH (IIMH) resampling algorithm has 33% more 

speed than the best-reported method in PF. Also, the proposed distributed PF architecture achieve 79% 

more speed compared with the best-reported method in PF. FPGA-based implementation results indicate 
that the utilization of the proposed IIMH resampling algorithm in PF and also distributed architecture 

lead to hardware resource and area usage reduction. 

doi: 10.5829/ije.2020.33.12c.07 
 

 
1. INTRODUCTION1 
 

Object tracking through multiple cameras is a popular 

research topic in security and surveillance systems 

especially when human objects are the target [1]. 

Utilizing adaptive filters is a dominant solution for visual 

tracking problems [2]. The signal tracking in Particle 

Filter (PF) is performed by searching the space of the 

states with randomly generated samples called particles. 

PF consists of three steps, 1) particle sampling, 2) weight 

calculation, and 3) resampling. Without resampling, PF 

suffered from a degeneracy problem, which means that a 

few particles with higher weights participate in the 

resampling and those particles with lower weights will be 

discarded [3-7].  Resampling, however, may introduce 

undesired effects. One of them is sample 

impoverishment. 

 

*Corresponding Author Institutional Email: s_timarchi@sbu.ac.ir  
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Two main types of resampling methods used in PF 

are sequential resampling and compound resampling. 

Sequential resamplings are standard methods that have 

high complex computation load. Systematic Resampling 

(SR) [8-10], Residual Resampling (RR) [11-14], 

Residual-Systematic Resampling (RSR) [3] are the three 

most common examples for sequential resampling. 

Compound resampling operates based on grouping the 

particles. The grouping can be done by one or more 

threshold values or based on the ratio between particle 

weights. The thresholds can be fixed, variable, or 

adaptive [7]. 

Independent Metropolis Hasting (IMH) algorithm in 

one of the robust and high-speed compound resampling 

methods that works based on the ratio between the 

particle weights. This method works as soon as the first 

particle and its corresponding weights are produced and 

it doesn’t wait until whole particles to be generated. 
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By using multiple Processing Elements (PEs) and a 

Central Unit (CU) we can process the particles 

simultaneously. This is known as Distributed resampling 

methods. The methods include Centralized resampling, 

resampling with proportional allocation, resampling with 

non-proportional allocation  and they use two types of 

resampling, one resampling inside each PE called intra-

resampling and another between two PEs called inter-

resampling. 

In this paper, a new IMH algorithm and architecture, 

called Improved IMH (IIMH) to increase the processing 

speed in IMH resampler is proposed that is derived from 

both threshold-based resampling methods and the ratio 

between the weights. Moreover, Distributed IIMH 

(DIIMH) architecture with 4 PEs to process the particles 

in parallel is explored in this paper. Results of tracking a 

random signal show that the proposed IIMH algorithm 

can have the same accuracy of standard SR. Comparison 

results of hardware resource utilization and processing 

speed show that proposed architectures have acceptable 

performance in comparison to existing efficient methods 

reported in the literature. 

The rest of the paper is organized as follows: In 

Section 2, a literature review and a brief theory of PF and 

resampling are presented, and then, we review the IMH 

and Modified IMH (MIMH) resamplers. In Section 3, the 

proposed IIMH algorithm and architectures, as well as 

DIIMH architecture are presented. In Section 4, the 

comparison and results of the proposed methods are 

discussed. Section 5 concludes the paper. 
 

 

2. LITERATURE REVIEW ON PF AND RESAMPLING 
METHODS 
 
PFs are used for tracking states of dynamic state-space 

models described by the following equation [8]: 

𝑥𝑛 = 𝑓(𝑥𝑛−1) + 𝑢𝑛;         𝑦𝑛 = 𝑔(𝑥𝑛) + 𝑣𝑛  (1) 

where 𝑥𝑛 is the state vector of target position, 𝑦𝑛 is a 

vector of observations, 𝑢𝑛 and 𝑣𝑛 are independent noise 

vectors with known distributions. PFs accomplish 

tracking of 𝑥𝑛 by updating a random measure 

{𝑥1:𝑛
(𝑚)

, 𝑤𝑛
(𝑚)

}𝑚=1
𝑀  which is composed of 𝑀 particles 𝑥𝑛

(𝑚)
 

and their weights 𝑤𝑛
(𝑚)

 defined at time instant 𝑛, 

recursively [3]. The random measure a page no. 

proximates the posterior density of the unknown 

trajectory 𝑥1:𝑛, 𝑝(𝑥1:𝑛|𝑦1:𝑛), where 𝑦1:𝑛 is the set of 

observations. After resampling, the next particles are 

more concentrated in domains of the higher posterior 

probability. The PF operations are performed according 

to the following steps: 

1. Generation of particles (samples) 𝑥𝑛
(𝑚)

∼

𝜋(𝑥𝑛|𝑥𝑛−1

(𝑡(𝑛−1)
𝑚 )

, 𝑦1:𝑛), where 𝜋(𝑥𝑛|𝑥𝑛−1

(𝑡(𝑛−1)
𝑚 )

, 𝑦1:𝑛) is an 

importance density and 𝑖𝑛
(𝑚)

 is an array of indexes, which 

shows that the particle 𝑚 should be reallocated to the 

position 𝑖𝑛
(𝑚)

; 

2. computation of weights by: 

𝑤𝑛
∗(𝑚)

=
𝑤𝑛−1

(𝑡(𝑛−1)
𝑚 )

𝑎𝑛−1

(𝑡(𝑛−1)
𝑚 )

𝑝(𝑦𝑛|𝑥𝑛
(𝑚)

)𝑝(𝑥𝑛
(𝑚)

|𝑥𝑛−1

(𝑡(𝑛−1)
𝑚 )

)

𝜋(𝑥𝑛
(𝑚)

|𝑥𝑛−1

(𝑡(𝑛−1)
𝑚 )

,𝑦1:𝑛)

  (2) 

3. Resampling 𝑖𝑛
(𝑚)

∼ 𝑎𝑛
(𝑚)

, where 𝑎𝑛
(𝑚)

 is a suitable 

resampling function for the particle 𝑥𝑛
(𝑚)

. 

Different classifications of resampling methods exist 

[3, 8, 11]. Recently, Li et al. [7] propose a complete 

classification for resampling methods. For reducing 

hardware complexity, the RR algorithm offers interesting 

features for fixed-point implementation presented in 

literature [5]. The CR architecture consists of two loops. 

The first loop selects the substantial particles, and the 

second one multiplies the selected particles sequentially 

[12]. 

Recently, most of the researches are tended to 

distributed architecture for PF. The main reason is to 

minimize the execution time through paralleling and 

pipelining of operations. 

Most of the resampling algorithms can start only after 

all particles are generated and then cumulative sum and 

normalized weights start to be calculated. This fact is a 

bottleneck in the pipelined implementation. To remove 

this weakness, some resampling algorithms operate 

based on the ratio between the weights, like Metropolis 

Hastings (MH) [13] and IMH algorithm [14]. These 

methods do not need to normalize weights and therefore 

they are suitable for parallel processing. The details of the 

IMH algorithm is described in literature [14]. A Modified 

IMH (MIMH) algorithm is proposed in literature [15]. In 

the IMH algorithm, the new particle will be retained 

when 𝑢 < 𝛼(𝑥̂𝑡
𝑗−1

, 𝑥𝑡
𝑗
), which can be simplified as 

follows: 

𝑢 ≤ 𝛼(𝑥̂𝑡
(𝑗−1)

, 𝑥𝑡
(𝑗)

) = 𝑚𝑖𝑛{
𝑤(𝑥𝑡

(𝑗)
)

𝑥𝑡
(𝑗−1) , 1 ≤

𝑤(𝑥𝑡
(𝑗)

)

𝑥𝑡
(𝑗−1)   (3) 

and this equation in the MIMH algorithm is equal as 

follows: 

𝑢 × 𝑤(𝑥̂𝑡
(𝑗−1)

) ≤ 𝑤(𝑥𝑡
(𝑗))  (4) 

If the weight of the new particle is larger than the product 

of the uniform random-number u and the weight of the 

last accepted particle in the chain, the new particle is 

selected, otherwise, the last accepted particle is repeated 

once more. 

 
 

3. PROPOSED IIMH ALGORITHM 
 
3. 1. Proposed IIMH Resampling Algorithm            
The proposed IIMH algorithm can be defined as 

Algorithm 1. In the first step, two threshold values T1 and 
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Figure 1. Proposed architecture for IIMH resampling in PF 

 

 

T2 are calculated. These values are based on particle 

weights. Then the weight of the particles is compared 

with the two threshold values in the second step. 

According to comparison results, the particles are 

grouped into three different categories as below:  

1. Essential particles (𝑁𝑒𝑠𝑠): Particles whose weights are 

greater than 𝑇1, are assumed as essential particles. These 

high weight particles are used as inputs of the resampler 

module.  

2. Median particles (𝑁𝑚): The particles whose weights 

are less than 𝑇1 and greater than 𝑇2 are assumed in this 

group. These particles are not replicated, but they apage 

no. ear in outputs of the resampler module. These 

particles included essential information about the target 

trajectory. 

3.  Discarded particles (𝑁𝑑): These particles whose 

weights are less than 𝑇2 are considered as discarded 

particles. It means that they are low weight particles and 

don’t have any useful information about the trajectory. 

After classifying the particles, the indexes of essential 

particles are used for resampling. In the third step, the 

first essential particle will be used as an initialized value 

in the chain. In step 4, a Linear Feedback Shift Register 

(LFSR) will be used to generate a uniform random 

number 𝑢 as a resampling function [16]. 

 
Algorithm 1. Proposed IIMH algorithm 

  {𝑥̃𝑘
(𝑗)

}𝑗=1
𝑁 =IMH-Sampler {𝑥𝑘

(𝑗)
, 𝑤𝑘

(𝑗)
}𝑗=1

𝑁−𝑁𝑚−𝑁𝑑+𝑁𝑏   

1.  Threshold T1 and T2 calculation: 

𝑇1 =
∑𝑀

𝑖=1 𝑤𝑖

𝑀
,    𝑇2 =

𝑇1

2
  

2.  Classify the particles into 3 groups: 

𝑁𝑒𝑠𝑠: 𝑇1 ≤ 𝑤(𝑖)    𝑓𝑜𝑟    𝑖 = 1,2, … , 𝑁 

𝑁𝑚: 𝑇2 ≤ 𝑤(𝑖) ≤ 𝑇1    𝑓𝑜𝑟    𝑖 = 1,2, … , 𝑁 

𝑁𝑑: 𝑤(𝑖) ≤ 𝑇2    𝑓𝑜𝑟    𝑖 = 1,2, … , 𝑁  

3. Initialize the chain with 𝑥𝑘
(1)

= 𝑥𝑘
(1)

. The first particle is accepted 

as seed.  

4.  For   𝑗 = 2,3, … , 𝑁 − 𝑁𝑚 − 𝑁𝑑 + 𝑁𝑏   

 - Calculate the acceptance probability: 

𝛼(𝑥𝑘
(𝑗−1)

, 𝑥𝑘
(𝑗)) = min {

𝑤(𝑥𝑘
(𝑗)

)

𝑤(𝑥𝑘
(𝑗−1)

)
, 1} where 𝑥𝑘

(𝑗)
 represents the new 

particles, 𝑥𝑘
(𝑗−1)

 is the last accepted particle and 𝑤(𝑥𝑘
(𝑗)

) is the 

associated weight of the particle 𝑥𝑘
(𝑗)

.  

- Generate a uniform random-number as a resampling function: 

𝑢 ∼ 𝑢[0,1]  
- Determining the accepted and removed particles: 

𝑥𝑘
(𝑗)

= {
𝑥𝑘

(𝑗)
,  𝑖𝑓   𝑢 × 𝑤(𝑥𝑡

(𝑗−1)
) ≤ 𝑤(𝑥𝑡

(𝑗)
)

𝑥𝑘
(𝑗−1)

,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 .
   

5.  Discard the first 𝑁𝑏 samples for burn-in particles and keep 𝑁 −
𝑁𝑚 − 𝑁𝑑 samples:  

{𝑥̃𝑘
(𝑗)

}𝑗=1
𝑁−𝑁𝑚−𝑁𝑑 = {𝑥̂𝑘

(𝑗)
}𝑗=𝑁𝑏+1

𝑁−𝑁𝑚−𝑁𝑑+𝑁𝑏  

 
3. 2. Proposed IIMH Resampling Architecture     
Proposed IIMH resampling architecture is shown in 

Figure 1. 

The proposed architecture contains a memory unit 

and a preprocessing unit. Before resampling, the four-

element vectors (𝑥, 𝑦, 𝑉𝑥 , 𝑉𝑦) are loaded into state memory 

separately and their associated weights are loaded into 

the weight memory as parts of the memory unit. The 

weight memory consists of a register file with a size of 

𝑀 × 𝑤 for storing the weights of each particle, where w 

represents the length of weight value. 

The preprocessing unit contains the particle 

classification module, where the two threshold values are 

calculated as described in the first step of Algorithm 1. 

As the weights of particles are loaded into weight 

memory, the cumulative sum of weights is calculated in 

sum_of_weights memory, simultaneously with 

calculating T1 and T2. As T1 and T2 are calculated, the 
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weight of the particles is compared with these two 

threshold values according to the results of the 

comparison, the particles are loaded in three different 

memory are named as Essential memory, Median 

memory, and Discard memory. After classifying the 

particles, the index of essential particles is routed into the 

IMH resampler module. Instead of storing four-element 

vectors of particles in this scheme, their indexes are only 

stored in the memory and routed in this scheme, because 

they have a similar addressing index. So memory size 

𝑀 × 4 is substituted by memory with size 𝑀 × 1. 

 

3. 3. Proposed Distributed Architecture For IIMH       
By employing distributed architecture and several PEs, 

the particles are divided and assigned to PEs to be 

processed in parallel. The execution time in distributed 

architecture for IIMH (DIIMH) would be reduced to the 

number of PEs. By choosing a large number of PEs, 

hardware resource utilization would be increased. So to 

achieve a trade-off between hardware resource usage and 

execution time, choosing a page no. proximates number 

of PEs is essential. Figure 2 shows DIIMH architecture 

with 4 PEs and 1 CU. 

Each PE in our architecture is similar to the IMH 

resampler shown in Figure 1. The function of CU is to 

collect the partial sums of the weights from PEs to 

calculate the output weights and finally perform the inter-

resampling. If the number of particles produced by each 

PE produces is not equal to the number of the particles 

that CU reports, median particles would be routed to the 

output of CU from (𝑁𝑒𝑠𝑠 + 1)𝑡ℎ address of 

next_state_memory. 

 

 

 

 
Figure 2. Proposed DIIMH resampler architecture 

 

 

4. RESULTS AND COMPARISON 
 

4. 1. Signal Tracking Performance        The tracking 

performance of the proposed IIMH resampling algorithm 

in PF has been studied for random signals. Figure 3 and 

Figure 4 show the tracking result of the PF with the 

proposed IIMH algorithm for 𝑴 = 𝟑𝟐 and 𝑴 = 𝟏𝟎𝟐𝟒 

particles, respectively. 

As we know, tracking a random signal with PF 

depends on several parameters. One of the most 

important factors is the number of particles. It can be 

observed that in the above figures, increasing the number 

of particles leads to more accuracy in random signal 

tracking. As the number of particles entering to the PF 

with the proposed IIMH algorithm increases, the amount 

of tracking error decreases. 

The tracking result of the PF with the proposed IIMH 

algorithm in comparison to PF with the Systematic 

Resampling (SR) algorithm is shown in Figure 5. 

To determine the quality of signal tracking depicted 

in Figure 5, Root Mean Squared Error (RMSE) is 

measured for two algorithms. RMSE is a mixture measure 

that reflects the bias and variance of PF estimation [4]. In 

our design, the output state vector consists of coordinate 

components x and y and the weight component w. From 

Figure 6 it is obvious that the RMSE value of the 

proposed architecture is lower than the SR algorithm. 
 

 

 
Figure 3. Tracking a random signal with a proposed IIMH 

algorithm in PF with M=32 particles 

 
 

 
Figure 4. Tracking a random signal with a proposed IIMH 

algorithm in PF with M=1024 particles 
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Figure 5. Tracking a random signal with a proposed IIMH 

algorithm and SR algorithm in PF with M=1024 particles 
 

 

 
Figure 6. RMSE values of the proposed IIMH algorithm and 

SR algorithm in PF 

 

 

Tha average RMSE value of the proposed IIMH 

method is about 25% lower than the SR algorithm that 

demonstrates the high quality of the proposed method. 

 
4. 2. Execution Time            Figure 7 shows the execution 

timing diagram of PF with the proposed IIMH 

resampling architecture. The overall execution time for 

PF can be achieved as below: 

𝑇𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑 = (𝐿𝑐 + 𝐿𝑤 + 𝐿𝑠 + 𝐿𝐼𝑀𝐻 + 𝑀 − 𝑁𝑑 −

𝑁𝑚) 𝑇𝑐𝑙𝑘  
(5) 

where 𝐿𝑐, 𝐿𝑤, 𝐿𝑠, 𝐿𝐼𝑀𝐻 represent the startup latencies of 

the particle classification, weight calculation, sampling, 

IMH resampler, respectively. 𝑁𝑑 and 𝑁𝑚 are the numbers 

of discarded particles and median particles, respectively. 

𝑇𝑐𝑙𝑘 is the system clock period. M is the total number of 

particles. 

The overall execution time for PF with proposed 

DIIMH architecture can be achieved as below: 

𝑇𝐷𝐼𝐼𝑀𝐻 = (𝐿𝑐 + 𝐾 + 𝐿𝐼 + 𝐿𝐼𝑀𝐻 + (
𝑀−𝑁𝑑−𝑁𝑚

𝐾
) +

𝐿𝑤 + 𝐿𝑠) 𝑇𝑐𝑙𝑘  
(6) 

Tables 1 and 2 show the resampling frequency 

comparison for proposed IIMH and DIIMH resampling 

architectures and other hardware-based resampling 

methods at a clock frequency of 60 MHz. From the 

tables, it is concluded that the proposed IIMH and 

DIIMH methods suggest an acceptable speed in 

comparison to other resampling methods in PF. The 

comparison result shows that the proposed IIMH and 

DIIMH architecture have 33% and 79% more speed than 

the best reported methods in single PE and 4 PEs, 

respectively. 
 

4. 3. Resource Utilization             Table 3 shows the 

resource utilization of proposed IIMH and DIIMH and 

the existing resampling methods on a Xilinx Virtex5 

FPGA (XC5VSX50T) platform as an example. 

It is observed that the proposed IIMH and DIIMH 

reduce the number of DSP units, Block RAM, LUTs, 

slice FFs and Registers in comparison to other methods. 

Distributed resampling architectures with more PEs 

consume more device utilization. However, the 

performance of distributed architectures is better than  

 

 

 

 
Figure 7. Execution time of PF with proposed IIMH architecture 



Z. Talebi and S. Timarchi / IJE TRANSACTIONS C: Aspects  Vol. 33, No. 12, (December 2020)   2482-2488                              2487 

 

 
TABLE 1. Resampling frequency of PF at 𝑓𝑐𝑙𝑘 = 60MHz with 

single PE for different resampling methods 

Resampling method Resampling frequency 

Proposed IIMH 60 KHz 

HR [9] 27 KHz 

RSR [6] 45 KHz 

RR [5] 19.5 KHz 

SR [12] 9.6 KHz 

CR [12] 14.4 KHz 

 

 
TABLE 2. Resampling frequency of PF at 𝑓𝑐𝑙𝑘 = 60MHz with 

4 PEs for distributed resampling methods 

Resampling Method Resampling Frequency 

Proposed DIIMH 174 KHz 

Distributed IMH [15] 50 KHz 

Distributed HR [9] 97 KHz 

Distributed RSR [6] 64 KHz 

Distributed RR [12] 40 KHz 

 

 

TABLE 3. Resource utilization of resampling methods 

implemented on Xilinx Virtex5 (XC5VSX50T) 

Resampling 

methods 

Slice 

register 

Slice 

LUTs 

Slice 

FFs 

Block 

RAM 
DSP48Es 

Proposed IIMH 2728 4398 3662 12 7 

Proposed DIIMH 10712 18395 15641 17 27 

IMH [15] 19350 28065 26474 48 101 

Distributed HR [9] 11883 20607 16320 28 30 

 
 

resampling methods with single PE. Resource usage 

reduction of the proposed architectures is due to two main 

reasons; The first reason is because of using the index of 

particles instead of using four-element input vectors. The 

second reason is that a simple routing of CU is employed 

in the proposed DIIMH scheme. Therefore this scheme 

doesn’t need large temporary memories with high 

capacity in PEs and CU.  

 

 
5. CONCLUSION 
 

In this paper, an improved algorithm and an efficient 

architecture for IMH resampling, namely IIMH were first 

proposed. The algorithm is based on classifying the 

particles before assigning them to the resampling 

module. The technique would speed up the resampling 

step by considering only the essential particles in PF. 

Afterward we proposed a distributed architecture for 

IIMH, namely DIIMH to increase the processing speed 

through parallel processing. The results show that 

resampling frequencies of IIMH and DIIMH methods are 

60 KHz and 174 KHz that they are about 33% and 79% 

more than the best reported methods. Also, we can 

achieve about 39% reduction in RAM usage due to the 

simple designing of CU in comparison to the most 

efficient hardware-based method. 
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Persian Abstract 

 چکیده 
  Independent Metropolis Hasting (IMH)برداری مجدد به دلیل انحطاط و ضعف ذرات یک مرحله ضروری در فیلتر ذره است. الگوریتم نمونه برداری مجدد  نمونه

برداری بتدا یک الگوریتم جدید بر اساس نمونهبرداری مجدد در فیلتر ذره مورد استفاده قرار گیرد. در این مقاله اتواند در مرحله نمونهیک روش قوی و پر سرعت است که می 

شود که تنها ذرات ضروری بندی باعث میکند. این طبقهبندی میبرداری مجدد طبقهپیشنهاد شده است. الگوریتم پیشنهادی ذرات را قبل از ورود به ماژول نمونه  IMHمجدد  

برداری مجدد ارائه شده است. نتایج  ای به منظور کاهش زمان اجرا و پردازش سرعت بالا برای نمونه وارد شود. سپس معماری توزیع شده  IMHبردار مجدد به  واحد نمونه

نشان میشبیه ردیابی یک سیگنال  برای  نمونهسازی  معماری  با  ذره  فیلتر  که  مقایسهدهد  در  قبول  قابل  ردیابی  عملکرد  دارای  پیشنهادی  های با سایر روش  برداری مجدد 

% سرعت بیشتر در مقایسه با بهترین روش گزارش داده شده در فیلتر   33دارای  IIMHبرداری مجدد پیشنهادی برداری مجدد است. معماری فیلتر ذره با الگوریتم نمونهنمونه

 FPGAسازی بر اساس  با بهترین روش گزارش داده شده است. نتایج پیاده   % سرعت بیشتر در مقایسه   79ی پیشنهادی دارای  دره است. همچنین معماری فیلتر ذره توزیع شده

برداری مجدد پیشنهادی در فیلتر ذره و همچینین معماری توزیع شده منجر به کاهش منابع سخت افزاری و مساحت مورد استفاده دهد که استفاده از الگوریتم نمونهنشان می 

 شود. می
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A B S T R A C T  
 

In a three-phase distribution system, due to unequal distribution of single-phase loads, load diversities, 
the different consumption patterns, and growing penetration of renewable energy resources in smart 

grids, the problem of unbalanced power flow becomes more challenging. In this paper, we propose a 

new innovative phase imbalance mitigation (PIM) scheme performed by smart meters. With aid of the 
proposed optimal phase assignment for 3-phase power distribution input feeders known as phase 

rearrangement (PR), Electrical storages (ES), and the Renewable energy sources (RES), smart meter 

owners are inspired to assist the distribution system operator (DSO) in diminishing the phase imbalance. 
This is achieved by employing a proposed connection point assignment system which has the flexibility 

of selecting the power input among the three phases and management of ESs and RESs.  We model this 
problem into a mixed integer linear program, where smart meter owners minimize their electricity bill. 

Simulation results confirm the proposed approach and show smart meter owners will save on their 

electricity bill and the DSO will get benefit by improving the power quality of the grid and significant 
decrements of the power flow imbalance. 

doi: 10.5829/ije.2020.33.12c.08 
 

 
1. INTRODUCTION1 
 
Due to the unequal distribution of single-phase loads, 

load diversities, and the different consumption patterns, 

the three-phase distribution system is innately 

unbalanced [1]. Unequal power distribution among the 

three phases leads to unfavorable impacts on the power 

distribution system and its electrical devices. Under these 

conditions, currents in two of the phases as well as in the 

neutral line will rise which provoking more energy losses 

and heating effects as a consequence [2], even causing 

tripping of the overload-protection circuits of the feeders 

[3]. The imbalance also lessens the available capacity of 

transformers and feeders, leading to additional 

investment costs [4]. Besides, power imbalance will 

depreciate the power quality, efficiency, and lifetime of 

the electrical devices. Furthermore, the increasing 

penetration of distributed renewable energy sources and 

the intermittency and uncertainty power generation 

inherent characteristics as well as the arbitrary 
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installation of them among the three phases, the power 

imbalance problem is becoming more challenging [5], 

[6]. Consequently, the DSO has to take action to resolve 

the power imbalance in the distribution grid. A lot of 

works have been made to answer the PR problem. 

Conventionally, rephasing procedures in which re-assign 

loads to phases are generally employed [7]. In [7], 

optimal rephasing is done by suggesting a mixed-integer 

optimization of decisions. Besides, in [8], a rephasing 

method is proposed wherein a particle swarm 

optimization problem has been solved to diminish the 

imbalance. The above-mentioned research all have 

manual operations for rephasing because the required 

customer service interruption and manual labor will 

entail significant costs, strategies, and methods that 

executing them need offline procedures which depend on 

the previous plans so are not effective for dynamic and 

hourly load changes. Most of the traditional methods are 

put in this category [9-11]. One of the well-known and 

effective strategies for balancing the loads is rearranging 
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the connection point of single-phase customers. The 

feeders’ phase of customers is changed somehow that the 

unequal loading of the grid’s phases gets minimized with 

regards to the balancing requirements [12]. It is 

commonly done based on the customers’ contractual 

power or the method of counting them additionally the 

strategy of their average power consumption based on 

bills’ data information. Versus, the online strategies are 

existed such as converters. They are commonly used for 

compensating the active and reactive powers. Convertors 

are online and in the form of hot-line and act based on the 

component of sequences of the positive, negative, and/or 

zero for voltage or current parameters. The devices which 

support these methods are located in the field where a 

pre-determined node should be getting balanced. They 

are based on the current injection to nullify the existing 

neutral current in a way that the sum of these two current 

vectors will be equal to zero or near-zero [13-15]. These 

online strategies are optimal or close to optimal but 

expensive and have high installation and maintenance 

costs that causes their utilization lesser. From this 

category, we can suggest the designed device in [16] 

especially for reducing the imbalance. It introduces a 

special type of transformer with an innovating winding 

arrangement and special core structure so that the current 

of neutral wire would be zero in every side of the 

transformer . 

These mentioned works are lacking to address the 

dynamic PR challenges. For it, in [17], static transfer 

switches (STS) have been presented to relocate 

residential loads from one phase to a different 

dynamically. Also, none of those has pondered the smart 

meters’ interaction with each other to make the phase re-

arranging autonomously.  

In future smart grids, the smart meters will be 

different from existing ones, they will have cloud 

computing applications and can exchange data and 

information between the DSO and each other throw the 

cloud computing environment. In this paper, we present 

the smart meters which are ready to be online on the 

internet and can be accessible and programmable by the 

DSO, and communicable with other smart meters or 

authorized entities. We explain the PIM problem from 

the perspective of smart meter owners, where 

encouragements such as financial incentives are arranged 

to increase their participation in the DR programs such as 

the novel idea of this paper. The PIM problem is modeled 

as a linear program wherein the decision values are the 

connection points to the three-phase input feeders. 

Finally, the main contributions of this paper are 

summarized as follows: 

• To avoid the significant challenge of employing the in 

practice, an extended connection point assignment 

system is proposed for handling the original PR strategy . 

• An efficient algorithm is established to attain the 

optimal connection point and management of ESs and 

RESs . 

• Benefits to both the DSO and smart meter owners are 

proven through all-encompassing simulations . 

• Preparation of the method does not need any change in 

electrical structure, devices, or consumers’ part except 

equipping the smart meters with the proposed module. 

The remainder of this literature is prepared as follows. 

Section II presents the system model and formulates the 

PIM problem as a linear program. In Section III, 

Developing a distributed algorithm and explaining the 

procedure of phase assigning are put in it. Numerical 

results are obtainable in Section IV and Section V 

includes the conclusions of this paper. 

 

 

2. SYSTEM MODEL 
 

The distribution grid is the last step in transferring energy 

to the consumers. Reconfiguring the grid means the 

change or keep the normal state of open/close keys to 

increase the parameters of power quality, reliability, and 

loss reduction. Assume the optimal reconfiguration is 

done based on the grid loss reduction, the proposed phase 

assignment of customers is online and leads to reducing 

the aggregate load imbalance in 3 phase feeders in 

addition to its important result which is mitigating the 

neutral current. These mentioned results are the 

advantages of the proposed method in this paper. Since 

the consumption pattern of customers is unpredictable, so 

we cannot achieve the optimal assignment offline even in 

the condition of relying on the results of clustering. In the 

following, the proposed strategy, initial implementing 

requirements, algorithm, and mathematical formulations 

will be explained. It is worth mentioning that the three-

phase customers can be assumed as three single-phase 

subscribers; but as the three-phase consumers mostly 

possess three-phase inductive motors, related protective 

and control circuits, the phase altering without special 

technical considerations cannot be possible. So, we 

assume the three-phase customers will not participate in 

the proposed program, however, the consumption pattern 

should be considered in the calculation of baseload . 

In this paper, the load balancing is carried out in such 

a way that the exchanged power with the grid on each 

node is the same value for all three phases. Since 

customers who possess DGs and storage systems should 

also be considered in the problem-solving procedure . It 

is clear that by increasing the rearranging number of 

customers, the grid would be closer to the balance 

condition but this operation should be practically and 

economically limited due to the lifespan of switching 

devices. 
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A sample feeder with three phases and one neutral 

supply the buildings with photovoltaic and energy 

storage units is shown in Figure 1.  

Assume there are a set of smart meter owners who 

participate in the PR scheme. These smart meters are fed 

with 3phases. Power flows inside the customers of the  

same node compared with the grid’s main feeders have 

negligible effects on their voltages. Additionally, 

electrical lines originating from the same node usually, in 

normal conditions, have enough capacity to support all 

the customers. Consequently, for simplicity, the power 

flow constraints within a node are not considered. 

However, this proposed PR strategy can be employed 

when power flow constraints should not be disregarded . 

Each smart meter is connected to a 3 phase electricity line 

but gets power from one phase at the same time. The key 

idea of the proposed PR scheme is to exploit the input 

phase flexibility among the three phases. To be precise, 

the DSO offers the customers encouragement to reassign 

the connected phase, such that power consumptions on 

each phase are moved to another phase when compared 

with the other two, which is relatively light-loaded. We 

assume that each customer equipped with the smart meter 

also has electrical storage (ES) which needs to hold a 

predetermined state-of-charge (SOC) between the 

minimum and maximum boundaries over a time horizon 

e.g. a day. It has a charger with a specific charging rate 

and characteristics. Thus, the following constraint must 

be satisfied: 

( )

( )

,

,

1 1 ζ .

1 ζ .

ch ch
i i i t i

dch dch
i t i

SOC t SOC t E

E

+ = + −      

− +

 (1) 

, , 0 ch dch
t i t iP P =  (2) 

where 
, ,   ch dch

t i t iP and P  indicate the storage charge power 

and discharge power of ES i at time instant t, 

respectively. The charging rates are constrained. 

Consequently, the feasible values are the solution set of 

linear inequalities that are finite in number. Also, 

, ,     ch dch
t i t iE and E are the energies of these power in the time 

 

 

 
Figure 1. A sample feeder with three-phase and neutral that 

supply the buildings with photovoltaic DGs and energy 

storage units 

horizon [t,t+1]. (1) reflecting the state of charge (SOC) 

for the ESs and (2) sets the limit that they should not be 

charged and discharged simultaneously. It is obvious that 

a portion ch dchζ    ζor  of the stored energy due to 

inefficiency is typically loss; thus the energy effectively 

stored is ( ) ,1 ζ .ch ch
i t iE− , while the released one needed to 

guarantee a power supply 
,
ch

t iP  is ( ) ,1 ζ .dch dch
i t iE+ . The 

stored energy in ESs should be between the minimum (

DOD ) and maximum maxSOC  (3); allowable limits in 

accordance with the technical specifications that bring 

about lifetime increase and avoids deep discharging or 

over-charging events. 

( ) ,:    i i i maxt DOD SOC t SOC    (3) 

 (4) notes the amount of the ( )SOC end , stored energy in 

batteries at the end of the time horizon should be greater 

than a minimum desirable value desiredSOC . 

( ),i desired iSOC SOC end  (4) 

The generation amount of RESs are considered as 

negative loads, and vice versa, selling the electricity to 

the grid as a positive load consumption. However, note 

that the power balance equation should be met as follow: 

, , , , ,, 0
buy sell RESs ch dch load

t i t i t i t i t it iP P P P P P− + − + − =  (5) 

where ,,    
buy sell

t it iP and P  are the amount of buying/selling 

electricity of customer i at time instant t. Also,
,  load

t iP  is 

the amount of power consumption and 
,
RESs

t iP  is the 

amount of power generation of RESs of customer i. 

We express the phase imbalance with the optimization 

function based on the proposed strategy which at each 

grid node at time instant t is obtained according to the 

following constraints and equations. 

 ph,tm,t
avg m,netI 1 / 3. I ,ph a,b,c=    (6) 

m,t
avgI  is the average total load of three-phases at node m at 

a time instant. Consequently, the  indices of the original 

three phases which have imbalance are formulated as 

below: 

 

ph,tm,t m,t
avgm,netideal

ph,ph a,b,c
ph min I I


= −  (7) 

 

ph,tm,t
m,netincr

ph,ph a,b,c
ph min I


=  (8) 

 

p,tm,t
m,netshed

ph,ph a,b,c
ph max I


=  (9) 
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m,t
idealph  is the phase at node m at time instant t which its 

loads remain untouched. Also, loads of phase m,t
incrph will 

be increased by assigning smart meter loads on phase 
m,tphshed

 to it at node m at time instant t. 

m,t m,t
ideal shedph ph ph phm,t m,t

m,net m,netideal shedI I I& I
= =

= =  (10-11) 

where m,t
idealI  is the current of phase m,t

idealph  and m,t
shedI  is 

the current of phase m,t
shedph  both of them at node m at a 

time instant t which are measured as initial values at the 

beginning of the optimization time horizon. 

To summarize, smart meter i solves the following 

optimization problem: 

m,t
shed

k k

m,t m,t m,t
shed shed shed

Ksw
phm,t m,t incr,t

shed ideal k,m k,m
x ψ

k 1

Kch Kdch KRESs
ph ,ch ph ,dch ph ,RES

k ,m k ,m k ,m

k 1 k 1 k 1

min (I I I sw

I I I )


=



= = =

 

 

− − 

− −

+

  

 (12) 

where  
m,t m,t m,t
shed shed shedph ,ch ph ,dch ph ,RESincr,t

k,m ,m ,m ,m
sw ,I , I= ,Ik k k k

  
 is the 

decision value set of the optimization function.  

While regarding to the (1-5) for ESs, the below 

constraints (13) should also be considered for each smart 

meter: 

 incr shed incr,t shed,t
k,m k,m k,m k,msw sw 0,1 ; sw sw 1&   + =  (13) 

In the above equations, 
m,t
shedph ,ch

,m
I
k 

 is the smart meter k   

ES charge current at node m connected to the phase 

m,t
shedph . Also, 

m,t
shedph ,dch

,m
I
k 

 is the smart meter k   ES 

discharge current at node m connected to the phase m,t
shedph

. For taking into account the RESs , the 
m,t
shedph ,RES

,m
I
k 

 is used 

to indicates the smart meter k   RES generation current 

at node m connected to the phase m,t
shedph . Furthermore, 

incr,t
k,msw  and 

shed,t
k,msw are respectively the switch position 

for smart meter k at phases m,t
incrph  and m,t

shedph . 

The optimization (12), and its constraints are linear 

equations. Since decision variables are binary and real, 

for optimization, the mixed linear programming methods 

or innovative methods such as genetic or PSO can be 

used. In addition, the number of switching times can be 

restricted to extend their lifespan. This constraint can be 

applied to the decision variables itself or by utilization of 

the penalty factor in the optimization function. The 

relevant switching indicators, according to the initial and 

next states of the connected phase with details of the  

proposed switching system are listed in Table 1. Also, 

Figure 2 represents the Connection point assignment 

system for applying the PR strategy in the smart meters. 

 
 
3. DISTRIBUTED ALGORITHM 
 

An algorithm is presented in this section to decide the 

best customers’ side strategies that are the load 

connection points, ESs charging/discharging control, and 

RESs generation profile management. The procedure of 

the algorithm shows the interaction between the 

customers when the suggested way is used in practice. It 

is explained briefly in Algorithm 1; the smart meters 

update their consumption current vector via the 

determined procedure. The recommended procedure is 

founded on the smart meter abilities such as cloud- 

enabled features. Actually, the algorithm converges to a 

number at that the power imbalance will getting as less 

as predetermined. The innovation of this strategy is its 

distributed best response structure and optimal 

performance. Its algorithm in a sample repeat is as 

follows. 
 

 

 
Figure 2. The connection point assignment for PR system 

integrated into the smart meters 
 

 
TABLE 1. The Switching Strategies 

First State Next State (
c

j

b

j

a

j u,u,u ) 

A 

A (1,0,0) 

B (-1,1,0) 

C (-1,0,1) 

B 

A (1,-1,0) 

B (0,1,0) 

C (0,-1,1) 

C 

A (1,0,-1) 

B (0,1,-1) 

C (0,0,1) 
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Algorithm 1. Distributed best response algorithm 

1-Start 

2-Three-phase and neutral voltage vector parameters, load current, 

amount of RES power generation, charged and discharged power 
in the ESs monitored and recorded by the smart meter. 

3-Smart meter calculates three phases grid current vector. 

4-Smart meters send/receive the current vectors with the connected 
phase number to/from other smart meters in a node. 

5-If − m m
shed idealI I ε , go to Step 2; otherwise, go to the next 

step. 

6-Every smart meter executes the optimization (12) based on the 
data gathered from Steps 3 and 4 and sends the keep or change 

control commands to the controller module of Connection point 

assignment System(CPAS), ES controllers, and RESs management 
system. 

7-CPAS, ES charger/discharger, and RESs Controllers based on 
the received command perform the operation and smart meters 

informs the other ones; then go to Step 2. 

 
 
4. NUMERICAL RESULTS 

 

In this section, the performance of the proposed PIM 

scheme is numerically evaluated. A period of 24 hours is 

considered. The proposed strategy is implemented in the 

modified 13-node IEEE sample distribution grid which 

loaded unbalanced; a four-wire three-phase feeder with 

isolated neutral, shown in Figure 3. Changes such as 

adding RESs and an ES unit.  RESs are added to nodes 

611 and 675, and an ES unit is added to node 652, where 

the others are kept untouched as the original test feeder . 

In the simulation, following Gaussian distributions, 1000 

sets of inflexible load data are generated randomly to 

validate our proposed scheme. The ES capacity is set as 

100 kWh and finally, in this simulation, a linear pricing 

function is selected. Unbalanced power flow calculation 

in this sample is carried out in form of a 

forward/backward sweep that has been programmed, 

executed, and implemented. The optimization has been 

performed using a linear method. Since the reassignment 

operation, generation of RESs, and ESs charge 

managements per node was done individually and is 

distributed, the execution time for the proposed strategy 

remains constant as the number of smart meters 

increases. The neutral current values and the line current 

values are presented in Table 2 before and after 

implementing the optimization. As can be seen, the 

optimal assignment of single-phase loads reduces the 

peak current in the highly loaded phase. This will 

increase grid stability plus the possibility of distributing 

more energy in the grid. Table 2 confirms the 

considerable dynamically and real-time reduction of 

unbalanced loading. For example, the mean index value 

of neutral conductors’ current, was reduced above 48%. 

Figure 4 shows the voltage of the grid’s nodes with or 

without optimization. As it is known, the optimal 

allocation of single-phase loads causes the balancing of 

the feeders’ current that mitigates the voltage drop at the 

nodes. In this case, the minimum voltage value increases 

from 0.98 (PU) to 0.97 (PU). This will reduce the need 

for reactive power compensation. By optimal managing 

of the energy storage and allocating some of their 

capacity to the demand response programs, the grid 

functioning will be enhanced. In Figure 5, it has been 

shown that the storages lead to imbalance reductions at 

node 652 during the day. By implementing this method,  

 

 

 
Figure 3. The diagram of the sample grid, a modified 

version of IEEE 13 Node Test Feeder 

 

 

 
Figure 4. The node’s voltage magnitude before and after the 

optimization 

 
 

 
Figure 5. The three-phases feeder current at node 652 with 

the amount of power charged or discharged in the storages 

before and after the optimization 
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TABLE 2. The line current and neutral current values before and after the optimization 

 
Before Optimization After Optimization 

N. A B C N. A B C 

611 684 71 0 0 71 50 14 0.0 57 

632 633 226 79 60 61 94 569 450 538 

632 645 19 0.0 143 65 3 71 67 61 

632 671 85 0 65 65 60 20 133 52 

645 646 64 63 0.0 0.0 45 13 59 52 

652 684 299 441 211 522 149 56 6 0.0 

671 675 191 202 61 125.9 117 479 254 435 

671 680 0 0 0 0 0 164 86 124 

671 684 23 63 0 71 15 0 0 0 

 

 

the current of three-phase feeders is distributed more 

equally; therefore, the peak current of each distribution 

feeder significantly reduces due to current reduction in 

the relatively heavy-loaded phase of it and leads to 

neutral current mitigation which is apparent in Figure 5. 

The reduction of the grid’s power imbalance also reduce 

power losses in it, by assuming 20% of all grid’s 

electricity meters were smart and equipped with the 

proposed strategy, it would reduce from 52KW to 43KW 

which is about 18% lower. 
 
 

5. CONCLUSIONS 
 

Load diversities, the different consumption patterns, and 

increasing penetration of renewable energy resources 

cause the problem of unbalanced power flow to become 

more challenging. Moreover, asymmetric three-phase 

loads or asymmetrical impedances of lines cause an 

unbalanced grid and excessive and undesirable flow of 

current in the neutral. In this paper, a novel  strategy  of 

rearranging the phases is introduced with a distributed 

structure, carried out with aid of the facilities in smart 

grids. The proposed method is based on the optimal 

assigning of the single-phase customers’ grid connection 

point to one of the phases and also, by controlling the 

ESs, and managing the RESs generation profiles. 

Simulation results validated the proposed strategy and 

demonstrated a considerable reduction in the phase 

unbalancing and reduction in power losses. 
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Persian Abstract 

 چکیده 
های  نفوذ فزاینده منابع انرژی تجدیدپذیر در شبکهدر یک سیستم توزیع نیروی برق سه فاز، به علت توزیع ناهمگون بارهای تک فاز، پراکندگی بارها، الگوهای مختلف مصرف و  

  3ه فاز برای فیدر ورودی  هوشمند، مسأله پخش بار نامتعادل چالشی تر شده است. در این مقاله، ما یک روش جدید کاهش عدم تعادل فاز ابتکاری که با کمک تخصیص بهین

منابع انرژی تجدیدپذیر، صاحبان کنتورهای هوشمند را تشویق به کمک به اپراتور سیستم توزیع جهت کاهش    سازهای الکتریکی وفاز سیستم توزیع نیرو با جابجایی فاز، ذخیره 

فاز و مدیریت  ذخیره    3ایم. این مهم توسط بکارگیری سیستم تخصیص بهینه نقطه اتصال که انعطاف در انتخاب ورودی توان از یکی از  نمایند، معرفی کردهنامتعادلی فاز می

های خود را کاهش داده و اپراتور سیستم  دهد مشتریان توانسته اند هزینهمی  سازی مؤید کارایی این راهکار بوده که نشانگردد.نتایج شبیهو منابع انرژی را دارد، حاصل می  هاساز

 توزیع به افزایش کیفیت توان و کاهش نامتعادلی در توزیع بار دست یافته است.
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A B S T R A C T  
 

 

The pandemic coronavirus diseases 2019 are generating different data sets in different regions of the 

world. The data sets are observed to be available in geographically separated medical entities. However, 
the demand for accessing and reliable delivery of such datasets through a web-based module is increasing 

gradually. In this work, we propose a novel cycle of reliability evaluation model for deployment of 

Software as a Service-based prototype for the coronavirus disease data processing system. We call it as 
PwCOV. The prototype generates clinical remarks through the paradigm of service-oriented computing, 

cluster-based load balancing web servers, and loosely coupled software principles. The applicability of 

PwCOV for processing isolated disease datasets is discussed against different stress of set of user entities. 
The validity and applicability of the proposed model are evaluated through statistical analysis. The 

reliability of the PwCOV is observed by evaluating the recorded status of the business logic execution, 

failure count and failure rate. The study reveals that the PwCOV is affective for processing disease data 
set for a collaborative set of tenants. A novel methodology is designed for the deployment of software 

as a service for the COVID-19 data processing system using a load balancing cluster base web server, 

where the roles of service-oriented computing are segregated among different layers. The limitation of 
such deployment is also discussed for multi-tenant environment. 

doi: 10.5829/ije.2020.33.12c.09 
 

 
1. INTRODUCTION1 
 
The worldwide pandemic issues of coronavirus diseases 

2019 (COVID-19) have created a typical vision of life for 

human beings and societies across the globe. The 

experiences of symptoms with different side effects in 

the human body have broadened the history of COVID-

19 [1]. As such, the pharmaceutical and clinical entities 

have become the key player for managing and handling 

emergency issues of health management cares [2]. 

According to Cortegiani et al. (2020), the clinical test 

cases of COVID-19 are generating regional-based 

different data sets based on blood samples, symptoms, 

population, histopathology, clinical images, and affected 

organs [3]. The clinical test reports of drug repositioning, 

antibody agents, an antimalarial drug, chemical structure, 

and the effect of hydroxyl chloroquine are observed to be 

important resources for the development of vaccines and 

antibody injections [4–6]. Dhouha et al. [7] had 
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elaborated on the image data set for clinical investigation 

over diseases. They had discussed the feasibility of 

deploying a multi-tenant software environment for 

processing such data sets. However, in the medical 

industry, the deployment of software as a service (SaaS) 

for generating clinical reports is getting popularity [8]. 

With the increase in users over web-based systems, the 

execution of a multi-tenant environment for disease data 

set and observing its service reliability has become an 

important measure. In the health care units, the 

integration of data set from different geographical 

locations and observing the reliability of the report has 

also become a crucial factor for medical industries. The 

core problem of SaaS during COVID-19 can be 

categorized as follows: (a) Finding the reliability of the 

service, (b) Evaluating the operational limit during high 

usage of the service, (c) Assessing the reliability beyond 

the capacity of the service, and (d) Observing the nature 

of the distribution of service failure. As such, a proper 
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methodology is required to be developed to evaluate the 

reliability of service, so that the medical units can obtain 

an assessment of SaaS before their projection in the 

society. In this work, a novel SaaS oriented model as a 

prototype web service (WS) for COVID-19 (PwCOV) is 

proposed for processing disease data set. A novel 

reliability assessment cycle for PwCOV is also discussed 

to observe the reliability of such deployment during high 

stresses of usage. The novelty of the PwCOV from the 

viewpoint of service-oriented computing (SOC) can also 

be observed in the way of deployment methodology 

where the roles of SOC are segregated among WSs for 

consumer, parent, and service layer. This work also 

emphasizes the reliability evaluation of the PwCOV 

while executing through load balancing clustered (LBC) 

webserver against the massive growth of users. 

 

 
2. RELATED WORK 
 

Many authors have discussed the importance of 

processing the COVID-19 dataset and the role of 

software agents for the  clinical domain [3, 7]. In the year 

2017, Medhi et al. [9] had discussed a novel model to 

evaluate the data set processing system through the 

paradigm of SOC. In the year 2019, Al Azab et al. [10] 

had emphasized the study of clinical features for muscles, 

eye and ear, oral cavity, upper and lower airway, gut, 

cardiovascular, nervous system, urinary tract, skeleton, 

and skin. The properties of such a dataset are elaborated 

through a data model. Lai et al. [11] had introduced an 

index parameter over the cumulative measure of COVID-

19 impact in the societies. An infection control 

management technique was introduced that can be 

followed to restrict the spread of the diseases. In the year 

2020, Benjamin et al.  had introduced a novel software 

agent called ‘ChatBot’ for processing interactive medical 

data set [8]. In the same year, Jorge et al. had introduced 

a data model that can be followed to evaluate the 

probability of the spread of the COVID-19 in native 

communities and societies [12]. Juan et al. [13] 

emphasized the deployment methodology and tool while 

considering the importance of mechanical ventilation 

management, biosafety measures, patient route 

management, management strategies, and patient wise 

ventilation mode. A novel model was introduced to 

implement a decision-making system based on available 

data reports. Gilmiyarova et al. [14] had proposed a 

diagnostic tool that can be deployed to evaluate the 

clinical remarks of oral fluid. They had introduced an 

empirical model to study various characteristics of data 

set over blood groups. In the same year, Lee et al. had 

carried out a study over the test case results and outcomes 

of treatment for COVID-19 patients [15]. The study 

highlighted the pros and cons of the applied treatment 

measure for COVID-19 infected patients. Bora and 

Bezboruah [16] had proposed a WS oriented model for 

processing clinical service. They proposed the 

importance of reliability and performance metrics for 

implementing WS for medical industries. In the same 

year, Lai et al. [17] had evaluated a statistical model to 

study the daily cumulative index for COVID-19 in 

different regions of the world. The analysis was carried 

out by preparing a data set of cumulative cases, incidence 

per population,  number of death, death per population, 

mortality rate, local transmission, and days since last 

reported. In the research community of biomedical 

engineering units, medical practitioners, and pharma 

industries, the processing and evaluating the 

geographically separated data model is getting 

popularity, as it can provide better outcomes for the 

collaborative fight against COVID-19 [12]. Many 

authors have emphasized the importance of deploying 

SaaS for medical services. During the outbreak of 

COVID-19, the clinical remarks and instruction based on 

different patients asymptomatic and symptomatic are 

generated at different locations. As such, the clinical 

experiments are generating medical data set for better 

medical service delivery to society. In the domain of 

COVID-19, the delivery of clinical remarks over the web 

even during the high usage of the service has become the 

primary role. As such, the deployment of SaaS with LBC 

based web server can enhance the reliability of the 

service. With the rapid growth of medical infrastructure, 

the deployment of SaaS and evaluating its reliability 

against massive users has become a critical call for 

processing the COVID-19 data set. Hence, deployment 

of a collective support system and generation of clinical 

remarks among health care units and service consumers 

of the COVID-19 management system has become a 

demanding concern. This work proposes a novel 

reliability assessment methodology for the deployment 

of SaaS in LBC based web server while processing 

clinical remarks against the asymptomatic and 

symptomatic nature of COVID-19. 

 

 

3. MATERIALS AND METHOD 

 
The features of SaaS are deployed through the paradigm 

of service-oriented architecture (SOA) [18, 19]. The 

programmable interface can be developed for 

establishing tightly and loosely coupled SaaS modules 

[20, 21]. The SOC provides different communication 

hierarchies through WSs [22, 23]. Figure 1 shows the 

architecture of SaaS for the deployment of PwCOV. The 

hardware and software configuration for deployment is 

discussed elsewhere [24]. The load balancing web server 

is clustered into two working nodes. Each working node 

contains the module of PwCOV architecture. The 

PwCOV consists of three WS. They are: (a) consumer 

layer, (b) parent layer and (c) service layer, respectively 

for functional execution of business logic (BL). It also 

contains the database layer for the clinical mapping of the  
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Figure 1. The architecture of SaaS deployment for PwCOV 

 

 
disease data set. The consumer layer contains a WS for 

handling the graphical user interface (GUI) of the 

PwCOV. The presentation code including server-side 

Java class files, Java Server Pages (JSP), and Javascript 

form controls are included in this layer. The objective of 

this layer is to capture end-user data and send it to the 

parent layer. The parent layer contains a WS for 

capturing, validating and forwarding the end user 

parameter as received from the consumer layer. The layer 

also responds back to the consumer layer of the query 

results of the service layer. The service layer contains a 

WS for executing functions and querying the database 

layer. The primary role of this layer is the establishment 

of the database connection, generating results set, and 

sending back the report to the parent layer. The database 

layer contains the database engine for clinical 

instructions of the symptoms as per COVID-19. The 

tenant entity is the set of system generated users that can 

invoke PwCOV through the cluster-based load balancing 

web server. The load balancing of the webserver is 

configured as discussed elsewhere [25]. The necessary 

system variables are configured to support the 

simultaneous execution of the working node. As such, 

the set of tenant will get a response of PwCOV even 

during the failure or high load in a particular working 

node. Figure 2 shows the cycle of the reliability 

evaluation model for evaluation of SaaS execution for 

PwCOV. It contains 8 steps. They are: (a) Deployment of 

PwCOV, (b) Set test case, (c) Environment value, (d) 

Execute system, (e) Observe failure rate data sample, (f) 

Identify the distribution of data sample, (g) Evaluating 

reliability, and (h) Overall assessment. In step (a), the 

SaaS for processing COVID-19 disease data is developed 

and deployed in LBC based web server after functional 

testing. In step (b), the test case is created. Here, the test 

case is set by using the Mercury LoadRunner load testing 

tool [26]. The test case contains the necessary path of the 

hosted SaaS along with instruction for fetching records 

through PwCOV. In step (c), the environmental value is  

 
Figure 2. The cycle of the reliability evaluation model for 

SaaS with PwCOV 

 

 

assigned. It contains instructions for the ramp-up and 

ramps down of all tenants that executes the SaaS under 

the same testbed environment. The ramp down parameter 

is set to release the load gradually from the SaaS. In step 

(d), the system is executed. Here, the load of the tenant is 

generated gradually. Once, all the tenants enter the 

system, the SaaS is executed simultaneously by the set of 

enants that  are  active. The system is executed for a 

specific turnaround time. In this case, the turnaround 

time is set to be 15 minutes. In step (e), the failure rate 

data sample is observed. Here, each run of the test case 

against each set of tenants is observed. If failure records 

are observed, a data sample of 30 repetitive test is 

collected for further study of the data points. In step (f), 

the distribution of the recorded data points is identified. 

This step helps to identify the validation and analysis of 

the recorded data sample. The data sample is recorded for 

each turnaround system execution. The PwCOV is 

monitored for failure records. In step (g), the reliability 

metric is evaluated. The reliability metric is evaluated for 

the observed failure records against the stress of a set of 

tenants. In step (h), the overall assessment of the study is 

carried out. This step contains the interpretation of the 

data sample and concluding the overall assessment. 

 

 

4. EXPERIMENTAL RESULTS 
 

In this study, the test case is set for fetching data from the 

clinical data set. The test case is prepared as discussed 

elsewhere [27]. The PwCOV is executed for the set of 

tenant 50, 100, 200, 400, 600, 800, 1000, 1200, 1400, 

1700 and 1800. Table 1 shows the observed records of 

SaaS transaction pass, fail and failure rate for the 

execution of PwCOV. Many studies described that “With 

an increase in users the connection refusal increases. This 

behavior is due to the garbage collected heap in the 

server-side”  [9, 24, 27].  In this work, from Table 1, it is 
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TABLE 1. SaaS transaction records for PwCOV against 

different stress of tenant sets 

Set of 

tenant for 

PwCOV 

SaaS transaction 

pass for 

PwCOV 

SaaS 

transaction fail 

for PwCOV 

SaaS transaction 

failure rate for 

PwCOV 

50 235 0 0 

100 405 0 0 

200 819 0 0 

400 16152 0 0 

600 18974 0 0 

800 23547 0 0 

1000 26785 0 0 

1200 36251 0 0 

1400 41054 0 0 

1700 62982 0 0 

1800 83798 40002 0.32 

 

 
observed that the SaaS along with LBC based web server 

can manage the heap up to 1700. The role of the heap at 

server-side is to manage the correlation of Java class, 

objects, and member variables for each Hyper Text 

Transfer Protocol (HTTP) request. However, beyond this 

capacity limit, the heap error occurs, due to which the 

failure of HTTP processing generates. At the set of 1800 

tenants, the SaaS transaction failure record of 40002 is 

observed out of 123800 HTTP requests. To further study 

the failure distribution, the data sample of 30 repeated 

executions is generated. However, to study the reliability 

metric (RM), the recorded failure record is evaluated 

through Equation (1) [28, 29]. The RM value is evaluated 

over a service time ‘t’ and failure rate ‘f’ [30, 31]. In this 

study, ‘t’ is set to be day one as each data sample record 

is collected over 30 calendar days. 

RM=e-ft (1) 

The RM is evaluated to be in the range of 0 to 1. The RM 

estimated value nearer to 1 reveals the strong reliability 

of the system. Otherwise, moderate reliable service can 

be observed. To study the distribution of the recorded 

failure rate and RM, the interpretation of histogram and 

normal probability plot (NPP) is followed [31]. The SaaS 

is stable up to 1700 tenants. That means the SaaS will 

process the HTTP request properly without any failure. 

However, the SaaS is generating a failure rate for the 

recorded HTTP request of 1800 tenants. To further study 

the failure record, the distribution of the data is evaluated 

through a histogram. Figure 3 and Figure 4 show the 

histogram of the data sample of 30 failure rate and RM 

against 1800 tenants. In Figure 3, it is observed that 1 

data count is in the range of 0 to <=30%, 6 data count is 

in the range of >30% to <=32%, 11 data  count is in the 

range of >32% to <=34%, 7 data  count is in the range of  

 
Figure 3. Histogram of observed failure rate 

 

 

 
Figure 4. Histogram of observed reliability 

 

 
>34% to <=37%, 2 data  count is in the range of >37% to 

<=39% and 3 data count is in the range of >39%, 

respectively for failure rate. In Figure 4, it is observed 

that 1 data count is in the range of 0 to <=0.65, 2 data 

count is in the range of >0.65 to <=0.67, 3 data count is 

in the range of >0.67 to <=0.69, 6 data count is in the 

range of >0.69 to <=0.71, 11 data count is in the range of 

>0.71 to <=0.72% and 7 data count is in the range of 

>0.72%, respectively for RM. Here, for each case, a 

single peak value is observed. For the failure rate data 

sample, the highest recorded data points lie within the 

range of >0.32 to <= 0.34. For the RM data sample, the 

highest recorded data points lies within the range of 

>0.71 to <= 0.72. Figure 3 concludes normal distribution 

and Figure 4 concludes left-skewed distribution. 

However, based on the data range, we may evaluate 

different observations. As such, we evaluate further 

through NPP. The NPP states the normality of observed 

data points for each data sample of failure rate and RM. 

Figure 5 and Figure 6 show the NPP of the data points 

recorded for failure rate and RM, respectively. The data 

samples are linear and following the mean of the 

recorded parameters.  
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Figure 5. NPP interpretation of failure rate 

 

 

 
Figure 6. NPP interpretation of reliability 

 

 
5. OVERALL EVALUATION 
 

The overall evaluation of the system reveals that the RM 

of the PwCOV execution can be observed to be strong up 

to the set of 1700 tenant. However, for the set of 1800 

tenant, the RM is evaluated to be within >0.71 to <= 0.72, 

i.e. 71% to 72% of valid service response can be obtained 

during that stress of 1800 tenants. The test of normality 

is observed for the set of data points collected for failure 

rate and RM. The data points are not scattering far from 

the mean. The applicability of the cycle of the reliability 

evaluation model is observed for different sets of tenants. 

The deployment of a cluster- based load balancing web 

server for executing PwCOV is observed to be valid. The 

stability of the consumer layer, parent layer, service 

layer, and database layer of PwCOV is observed for the 

set of tenant 1700. Beyond that set, the collaborative 

execution of the PwCOV layers generates a system 

failure response. 

 
 
6. CONCLUSION 

 

The present work proposes a novel methodology for 

evaluating the reliability of SaaS for the COVID-19 

disease processing system. A novel architecture of 

PwCOV is introduced that can be executed for different 

stress of usages. The contribution of the work highlights 

the reliability evaluation of SaaS while processing 

clinical remarks of COVID-19 against the massive 

growth of multi-tenant set in LBC based web server. The 

work emphasizes the deployment of SaaS through the 

segregation of SOC roles among WSs. The reliability of 

SaaS is recorded to be strong while executing PwCOV 

up to 1700 sets of tenants. Beyond that capacity, the 

PwCOV is generating failure records. As such, the 

reliability degrades up to a range of 0.71 to 0.72. For 

recorded stress of 1800 tenants set, the reliability lies 

within 71% to 72%. The applicability of the cycle of the 

reliability evaluation model for SaaS with PwCOV is 

observed. The proposed SaaS architecture for the 

execution of PwCOV can deliver reliable service for 

processing COVID-19 disease data sets. The scalability 

of SaaS can be achieved for the massive growth of a set 

of tenants. The study can help the medical industries, 

software practitioners, and other clinical entities to gain 

an in-depth idea about reliability for the deployment of 

SaaS and PwCOV for processing COVID-19 data sets. 

 

 

7. FUTURE PROSPECTS 
 

The development of a model for the performance and 

scalability study of SaaS while processing the COVID-

19 data set can mimic a scenario for any size of 

consumers. Undoubtedly, future work will focus on 

optimizing the performance aspects of SaaS for COVID-

19, as it can provide effective support for the treatment 

delivery and reliable service to the society. 
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Persian Abstract 

 چکیده 
شود که در نهادهای پزشکی استخراج شده از  ها مشاهده میکند. مجموعه دادههای مختلفی تولید میدر مناطق مختلف جهان مجموعه داده  2019بیماری همه گیر ویروس کرونا  

ول تحت وب به تدریج در حال افزایش است. در این  ها از طریق یک ماژنظر جغرافیایی موجود است. با این حال، تقاضا برای دستیابی و تحویل مطمئن این مجموعه داده

های بیماری ویروس کرونا ارائه  افزار به عنوان نمونه اولیه مبتنی برخدمات برای سیستم پردازش دادهپژوهش، یک چرخه جدید از مدل ارزیابی قابلیت اطمینان برای استقرار نرم

ای و اصول  کننده بار خوشهاولیه اظهارات بالینی را از طریق الگوی محاسبات سرویس گرا، سرورهای وب متعادلگردد. نمونه  نامیده می  PwCOVشود که در این مقاله  می

های جدا شده در برابر فشارهای مختلف مجموعه موجودات کاربر مورد بحث قرار  های بیماریبرای پردازش مجموعه داده  PwCOVدهد. کاربرد  افزاری همراه ارائه مینرم

با ارزیابی وضعیت ثبت شده اجرای منطق کسب و کار،   PwCOVشود. قابلیت اطمینان ست. اعتبار و کاربرد مدل پیشنهادی از طریق تجزیه و تحلیل آماری ارزیابی می گرفته ا

تأثیرگذار است.    Tenantای مشترک از  عههای بیماری برای مجموبرای پردازش داده  PwCOVدهد که  گردد. این مطالعه نشان می شمارش خرابی و میزان خرابی مشاهده می 

ای متعادل کننده طراحی شده است،  با استفاده از یک وب سرور پایه خوشه COVID-19افزار به عنوان سرویس برای سیستم پردازش داده یک روش جدید برای استقرار نرم

 نیز مورد بحث قرار گرفته است.  Multi-Tenantدیت چنین استقرار برای محیط  های مختلف تفکیک شده است. محدوجایی که نقش محاسبات سرویس گرا در بین لایه
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A B S T R A C T  
 

 

Given that disasters are unavoidable, and many people are suffering from them each year, we should 

manage the emergencies and plan for them well to reduce mortality and financial losses. One of the 

measures that organizations must take after the disaster is the assessment of the conditions and needs of 
the people. We consider some characteristics for sites and roads and two teams for assessment as well 

as the uncertain assessment time to modeling. A multi-objective model is proposed in this study. The 

first objective function maximizes the gain from the assessment of areas and roads. The second and 
third objective functions maximize total coverage at damaged areas and roads. We use the LP-metric 

technique to solve small size problems in the GAMS software and the Grasshopper Optimization 

Algorithm (GOA) as a Meta-heuristic algorithm to solve a case study.  Numerical results are presented 
to prove the credibility and efficiency of our model. 

doi: 10.5829/ije.2020.33.12c.10 
 

 

NOMENCLATURE 
Sets  

N Set of all nodes (i,j ∈ N) N0 𝑁 ∪ {0} , 0 is the origin node 

A Set of all arcs RT Set of Red Crescent Assessment Team (k ∈K) 

GT Set of Governmental Assessment Team (h∈H) L Set of all teams (l ∈ L) 

C Set of critical characteristics of nodes (c ∈ C) R Set of critical characteristics of arcs (r ∈ R) 

S Set of probability scenario (s ∈ S)   

Parameters 

𝑡𝑎̃𝑖𝑙
𝑠

  The assessment time at node I under scenario s by team l 𝑡𝑎̃𝑖𝑗𝑙
𝑠   The assessment time at arc (i,j) under scenario s by team l 

𝑇𝑚𝑎𝑥𝑙
𝑠

 
The maximum time that team l is allowed to evaluate under 

scenario s 
𝐶𝑙

𝑠  
Transportation cost for team l per unit of distance under 

scenario s 

𝑑𝑚𝑎𝑥𝑘
𝑠

  
The maximum distance that team k is allowed to traverse 

under scenario s  
𝑑𝑚𝑎𝑥ℎ

𝑠  
The maximum distance that team h is allowed to traverse under 

scenario s 
𝑑𝑖𝑗   Distance from node 𝑖 ∈ 𝑁 to node 𝑗 ∈ 𝑁  𝑑0𝑖  Distance from origin node to 𝑖 ∈ 𝑁 

𝐵𝑢𝑑𝐺𝑇
𝑠   

Total transportation budget of the Governmental team 

under scenario s 
𝐵𝑢𝑑𝑅𝑇

𝑠   
Total transportation budget of the Red Crescent team under 

scenario s 

𝛼𝑖𝑐
𝑠

  
The probability that node i has the characteristic c under 

scenario s 
𝛼𝑖𝑗𝑟

𝑠   
The probability that arc (i,j) has the characteristic r under 

scenario s 

𝑝𝑖
𝑠  The importance of node 𝑖 ∈ 𝑁 under scenario s 𝑞𝑖𝑗

𝑠   The importance of arc (𝑖, 𝑗) ∈ 𝐴 under scenario s 

𝐸𝑖𝑗   
1 if arc (𝑖, 𝑗) ∈ 𝐴 exists in the transportation network, and 0 

otherwise 
  

Variables 

𝑢𝑖  The sequence in which node i is visited x0il
s   

1 if node i is first node in the path of the team l under scenario 

s, and 0 otherwise 

xi0l
s   

1 if node i is last node in the path of team l under scenario s, 

and 0 otherwise 
xijl

s   
1 if team l visits node 𝑗 ∈ 𝑁 after node 𝑖 ∈ 𝑁 under scenario s, 

and 0 otherwise 

Ail
s   

1 if team l visits node 𝑖 ∈ 𝑁 under scenario s, and 0 

otherwise 

zijl
s

  1 if team l visits arc (𝑖, 𝑗) ∈ 𝐴 under scenario s, and 0 otherwise 

*Corresponding Author Institutional Email: mrabani@ut.ac.ir (T. S. Danesh Alagheh Band) 
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1. INTRODUCTION  

 

Human beings are threatened at any moment by natural 

and technological disasters. The number and magnitude 

of disasters have increased dramatically [1]. However, 

these catastrophes could not have been avoided, 

preparedness and response planning can eliminate or 

mitigate their casualties. Humanitarian supply chain has 

an important role in the efficient response to the 

affected people. One of the sections of this framework is 

Disaster Operations Management. It performs a set of 

operations before, during, and after a disaster [2]. As a 

matter of fact, effective response operations are 

impossible without disaster situation assessment and 

precise evaluation of demand for humanitarian and 

relief items. A comprehensive needs assessment should 

be started immediately after the disaster and completed 

within three days so assessment teams are not able to 

evaluate all demolished sites [3]. The rapid need 

assessments can gather a large amount of information 

about the post-disaster conditions. This information can 

be collected from different assessment teams (Red 

Crescent and governmental). They have to select a 

limited number of sites and roads. The rapid need 

assessments the sites can be sampled randomly or with 

purpose in order to be visited [4]. Purposive sampling 

comprises three stages of identifying critical 

characteristics, sites selection, and vehicle routing. Also, 

assessments can focus on sites (node) or roads (arcs) or 

both of them.  

 
 
2. LITERATURE REVIEW 
 

In this section, we review papers about humanitarian 

supply chain, and humanitarian routing papers. Çelik [5] 

illustrated the outcome of a general review of the 

literature on network reconstruction and improving 

humanitarian activities. Beiki et al. [6] considered a 

relief chain by proposing a novel location-routing model 

for assessing injured people under uncertainty. Oruc and 

Kara [7] presented a bi-objective mathematical model 

for collecting data from damaged areas on the 

transportation network.  Huang et al. [8] concentrate on 

the assessment routing problem to evaluate demand 

points, and relief productivities after a disaster occurred. 

Kaviyani-Charati et al. [9] developed a multi-objective 

mathematical model to respond to disaster considering 

the location-transportation problem. Talarico et al. [10] 

illustrated an ambulance routing problem to response 

catastrophe. An integrated multi-objective model has 

been derived by Beiki et al. [11], which addressed the 

post-disaster challenges. Akbari et al. [12] scheduled 

relief teams to repair and rebuild the blocked routes. 

Nikoo et al. [13] studied the multi-objective model to 

demonstrate the optimal paths for emergency vehicles. 

Ostermeier and Hübner [14] studied a vehicle routing 

and selection problem of flexible compartment vehicles 

for food distribution. Nair et al. [15] presented a 

mathematical model for scheduling and routing. For 

further reading about disaster management and 

humanitarian logistics refer to literature [16-19]. This 

study presents a multi-objective model to maximize the 

gain from the assessment of areas and roads and the 

minimum cover of sites and roads. Two types of 

assessment teams, i.e., governmental, and Red Crescent 

teams are investigated. It is assumed that the 

governmental teams focus on the infrastructure and 

financial affairs, and the Red Crescent teams are more 

in charge of humanitarian and medical relief. The 

assessment times are assumed uncertain. 
 
 

3. PROBLEM DESCRIPTION 

 

For this purpose, teams and emergency agencies should 

be sent to affected areas. In this study, we consider two 

emergency teams such as Red Crescent and 

governmental assessment Team. We consider the 

following assumption for modeling: 
➢ The division of scenarios is set up based on the 

intensity of the disaster and the relief items needs. 

We assume three scenarios: The first scenario for 

disaster with the least intensity and damage, the 

second scenario for disaster with an average level 

of severity and damage, the third scenario for the 

most severe and damage. 

➢ The route of evaluation of each team starts from the 

origin node. 

➢ Any team that leaves the origin node should return 

to it. 

➢ Considering transportation budgets for teams. 

➢ Nodes and roads have critical characteristics. 

➢ Nodes are monitored by avoiding subtours but 

allowing total tours comprising the origin node. 

➢ The assessment of each road and node is possible 

only by passing it. 

➢ The limitation of the assessment time and the 

distance traveled have been considered. 

➢ The assessment times are assumed to be fuzzy 

triangular numbers.  
 

3. 1. Mathematical Modelling               This section 

illustrates the mathematical model for the post-disaster 

assessment routing problem:  

Max Obj1 =  ∑ 𝑝𝑖
𝑠 ∑ 𝐴𝑖𝑙

𝑠
𝑙𝑖 + ∑ 𝑞𝑖𝑗

𝑠
𝑖<𝑗 ∑ 𝑧𝑖𝑗𝑙

𝑠
𝑙   (1) 

Max Obj2 =  𝑍1 (2) 

Max Obj3 =  𝑍2 (3) 

Z1  ≤ ∑ 𝛼𝑖𝑐
𝑠 (∑ 𝐴𝑖𝑙

𝑠
𝑙 )    ∀c ∈ C, s𝑖 ∈ N   (4) 

Z2  ≤ ∑ 𝛼𝑖𝑗𝑟
𝑠 (∑ 𝑧𝑖𝑗𝑙

𝑠
𝑙 )     ∀r ∈ R, s𝑖 < j   (5) 

∑ 𝐴il
s = 1         ∀i ∈ N, sl   (6) 
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∑ 𝑥𝑜𝑖𝑙
𝑠 =  ∑ 𝑥𝑖0𝑙

𝑠       ∀l, s   i ∈ N   i ∈ N   (7) 

∑ xjil
s + 𝑥𝑜𝑖𝑙

𝑠 = Ail
s     ∀i ∈ 𝑁, l, si ∈ N

𝑖≠𝑗
  (8) 

∑ xijl
s + 𝑥𝑖0𝑙

𝑠 = Ail
s       ∀i ∈ N, l, si ∈ N

𝑖≠𝑗
  (9) 

∑ 𝑥0𝑖𝑙
𝑠

𝑖∈𝑁 ≤ 1       ∀𝑙, 𝑠  (10) 

∑ 𝑥𝑖0𝑙
𝑠

𝑖∈𝑁 ≤ 1     ∀𝑙, 𝑠  (11) 

𝑥𝑖𝑗𝑙
𝑠 ≤ 𝐸𝑖𝑗        ∀(𝑖, 𝑗) ∈ 𝐴, 𝑙, 𝑠 (12) 

𝑧𝑖𝑗𝑙
𝑠 ≤ 𝐸𝑖𝑗     ∀(𝑖, 𝑗) ∈ 𝐴, 𝑙, 𝑠 (13) 

𝑧𝑖𝑗𝑙
𝑠 ≤ 𝑥𝑖𝑗𝑙

𝑠 + 𝑥𝑗𝑖𝑙
𝑠      ∀(𝑖, 𝑗), (𝑗, 𝑖) ∈ 𝐴, 𝑙, 𝑠 (14) 

𝑧𝑖𝑗𝑙
𝑠 ≥    

𝑥𝑖𝑗𝑙
𝑠 +𝑥𝑗𝑖𝑙

𝑠

2
     ∀(𝑖, 𝑗), (𝑗, 𝑖) ∈ 𝐴, 𝑙, 𝑠  (15) 

∑ 𝑡𝑎̃𝑖𝑘
𝑠 𝐴𝑖𝑙

𝑠 + ∑ 𝑡𝑎̃𝑖𝑗𝑘
𝑠 𝑧𝑖𝑗𝑘

𝑠
(𝑖,𝑗) ∈ A ≤ 𝑇𝑚𝑎𝑥𝑘

𝑠 ∀𝑙 ∈𝑖 ∈ N

𝑘, k, s  
(16) 

∑ 𝑡𝑎̃𝑖ℎ
𝑠 𝐴𝑖𝑙

𝑠 + ∑ 𝑡𝑎̃𝑖𝑗ℎ
𝑠 𝑧𝑖𝑗ℎ

𝑠
(𝑖,𝑗)∈ A ≤ 𝑇𝑚𝑎𝑥ℎ

𝑠  ∀𝑙 ∈𝑖 ∈ N

ℎ, h, s  
(17) 

∑ 𝑑𝑖𝑗𝑥𝑖𝑗𝑙
𝑠

(𝑖,𝑗)∈ A + ∑ 𝑑𝑜𝑖𝑥0𝑖𝑙
𝑠

𝑖 + ∑ 𝑑𝑜𝑖𝑥𝑖0𝑙
𝑠

𝑖 ≤

𝑑𝑚𝑎𝑥𝑘
𝑠               ∀𝑙 ∈ 𝑘, 𝑘, 𝑠  

(18) 

∑ 𝑑𝑖𝑗𝑥𝑖𝑗𝑙
𝑠

(𝑖,𝑗)∈ A + ∑ 𝑑𝑜𝑖𝑥0𝑖𝑙
𝑠

𝑖 + ∑ 𝑑𝑜𝑖𝑥𝑖0𝑙
𝑠

𝑖 ≤

𝑑𝑚𝑎𝑥ℎ
𝑠         ∀𝑙 ∈ ℎ, ℎ, 𝑠  

(19) 

∑ ∑ 𝐶𝑙
𝑠𝑑𝑖𝑗𝑥𝑖𝑗𝑙

𝑠𝑘
𝑙=1 + ∑ ∑ 𝐶𝑙

𝑠𝑑𝑜𝑖𝑥0𝑖𝑙
𝑠

𝑖𝑙∈ℎ +(𝑖,𝑗)∈ A

∑ ∑ 𝐶𝑙
𝑠𝑑𝑜𝑖𝑥𝑖0𝑙

𝑠
𝑖𝑙∈ℎ ≤ 𝐵𝑢𝑑𝐺𝑇

𝑠  ∀s  
(20) 

∑ ∑ 𝐶𝑙
𝑠𝑑𝑖𝑗𝑥𝑖𝑗𝑙

𝑠𝑘+ℎ
𝑙=𝑘+1(𝑖,𝑗)∈ A + ∑ ∑ 𝐶𝑙

𝑠𝑑𝑜𝑖𝑥0𝑖𝑙
𝑠

𝑖𝑙∈𝑘 +

∑ ∑ 𝐶𝑙
𝑠𝑑𝑜𝑖𝑥𝑖0𝑙

𝑠
𝑖𝑙∈𝑘 ≤ 𝐵𝑢𝑑𝑅𝑇

𝑠  ∀s  
(21) 

𝑢𝑖 − 𝑢𝑗 + 𝑁𝑥𝑖𝑗𝑙
𝑠 ≤ 𝑁 − 1               ∀i, j, i ≠ j, l (22) 

𝑢𝑖 , 𝑍1, 𝑍2 ≥ 0           ∀i  (23) 

𝑥𝑖𝑗𝑙
𝑠 , 𝐴𝑖𝑙

𝑠 , 𝑧𝑖𝑗𝑙
𝑠 ∈ {0,1}       ∀i, j, l, s (24) 

The first objective function (1) maximizes the total 

value made by evaluating the sites and roads. The 

objective function (2) maximizes the minimum cover of 

sites, which is defined by constraint (4). The objective 

function (3) maximizes the minimum cover of roads, 

which is specified by constraint (5). Equation (6) 

ensures that each node must be assigned to one team. 

Equation (7) indicates that the number of paths that each 

team starts is equal to the number of paths that it ends. 

Equations (8) and (9) ensure that each node is 

immediately visited after the origin node or every other 

node, and after that, exactly one node is visited or it 

returns to the origin node. In addition, these constraints 

make the paths between the nodes and the assigned 

team to be made. Constraints (10) and (11) show that 

each team runs a maximum of one path. Constraints 

(12) and (13) guarantee that each arc traversed/assessed 

exists in the transportation network. constraints (14) and 

(15) show monitoring arc (i, j) by each team. 

Constraints (16) and (17) guarantee that sites and roads 

are evaluated during the allowed time, respectively. 

Constraints (18) and (19) display maximum distance in 

order to transfer from node i to node j. Constraints (20) 

and (21) show transportation budget constraints for the 

Governmental team and Red Crescent team, 

respectively. Constraint (22) is for eliminating subtours. 

Constraint (23) defines positive variables, and constraint 

(24) defines the binary variables.  

 

 

4. SOLUTION METHODS  
 

Regarding this issue that model has three objective 

functions, the LP-metric method is used to find the 

optimal solution in the GAMS software. The LP-metric 

method is one of the multi-objective methods that 

minimize the deviation of each objective function from 

its ideal point [20].  In this method, we can define the 

objective function as follows: 

min 𝑧 =  ∑ 𝑤𝑖 (
𝑧𝑖

∗−𝑧𝑖

𝑧𝑖
∗ )  (25) 

Also, we decided to solve the case study as large size 

problems with GOA that was proposed by Saremi et al. 

[21]. It is a meta-heuristic algorithm that is inspired by 

the swarm’s behavior of the grasshoppers. The nature-

inspired algorithms rationally divide the search process 

into two proclivities, namely exploration, and 

exploitation. Immature and mature grasshoppers move 

slowly with small steps, and abruptly with big steps, 

respectively, which leads to exploration and exploitation 

functions. Therefore, the grasshoppers perform these 

two abilities naturally, and by modeling this behavior, 

we have a new nature-inspired algorithm. So, we 

applied GOA to our problem as a powerful optimization 

algorithm. The GAMS and the GOA ran on an Intel(R) 

Core (TM)2 Duo CPU with 2.26 GHz and 3 GB RAM. 

It should be noted that we have considered three values 

for each uncertain parameter, namely, optimistic, 

pessimistic and most likely. To solve the model, mean 

of uncertain parameter are calculated with following 

formula [22]: 

𝜇 =
𝑋𝑜+4𝑋𝑚+𝑋𝑝

6
  (26) 

 
 
5. NUMERICAL EXAMPLE 
 
5. 1. Deterministic Method          In this section, the 

test problems are solved under the second scenario. We 

solved a small size and some test problem. First, we 

solved the small size problem by considering an origin 
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node and three sites in GAMS. We also assumed four 

characteristics for sites and three characteristics for 

roads. In addition, the Red Crescent team has two 

assessment team members, and the Governmental team 

has three assessment team members. Pareto surface and 

Pareto front relating to this problem are depicted in 

Figures 1 and 2, respectively. We solved some problems 

with the proposed model by GAMS. The objective 

function values of all test problems are displayed in the 

Table 1. 
 
5. 2. Meta-heuristic Method and Parameters 
Tuning              We solved the test problems with the 

GOA to evaluate efficiency of it. First, we should adjust 

the GOA parameter such as the number of iteration (NI) 

and the population size of Grasshoppers (PG). For this 

purpose, the Taguchi method is used to adjust the 

parameters in the MINITAB software. We applied the 

L9(3**2) designing to adjust the GOA parameters.  As 

you can see in the Figure 3, and given that the objective 

functions are all maximizing, the best Number of 

Iteration (NI) is 200 and the best Population size of 

Grasshoppers (PG) is 75. We solved again the test 

problems and obtain objective functions using the GOA 

to compare them with the optimal values computed by 

GAMS. Table 2 demonstrates the efficiency of the 

GOA. 
 
 

 
Figure 1. Pareto surface of small size problem 

 

 

 
Figure 2. Pareto front of small size problem 

 
 

TABLE 1. The objective values of test problems 

Test 

problem 
Node 

Objective functions  

Obj1 Obj2 Obj3 

1 3 24 0.41 0.70 

2 4 32 0.45 0.58 

3 5 40 0.48 0.45 

 
Figure 3. Mean diagrams from the Taguchi method 

 

 

TABLE 2. The Comparison of exact and GOA 

Test 

Proble

m 

GOA Gap % 

Obj1 Obj2 Obj3 O1 O2 O3 
Average 

gap 

1 23.85 0.4078 0.689 0.62 0.54 1.49 0.88 

2 31.79 0.4435 0.568 0.66 1.44 2.07 1.39 

3 38.95 0.4699 0.444 2.62 2.10 1.24 1.99 

Average 1.3 1.36 1.6 1.42  

 
 
6. SENSITIVITY ANALYSIS  
 

In this section, we changed some parameters to observe 

the objective functions behavior. Figure 4 displays the 

changes in all objective functions that are based on the 

changes in the total budget of the Red Crescent and the 

Governmental team. As shown in Figure 4, the changes 

on that parameter caused the first objective function to 

rise. When the assessment teams have more budget, 

they can visit and evaluate the more damaged area and 

roads. As a result, the second and third objective 

function increases too. Figure 5 shows the changes of all 

objective functions by changing the maximum time of 

the Red Crescent teams. As can be seen, the first 

objective function first increases with gentle gradients 

and then increases with a nearly steep slope. The second 

objective function increases with a gentle slope. The 

third objective function after passing a point grows 

slowly. We also changed the maximum evaluation time 

for the government team depicted in Figure 6. 

 

 

 
Figure 4. The impact of total budget changes of both 

Assessment Team on the objective functions 
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Figure 5. The impact of Tmax changes of the Red Crescent 

Team on the objective functions 

 

 

 
Figure 6. The impact of Tmax changes of the government 

Team on the objective functions 

 
 
7. CASE STUDY 
 
From mid-March to April 2019, widespread flash 

flooding occurred in large parts of Iran, most severely in 

Golestan, Khuzestan, Lorestan. In the present paper, we 

implement our model to Lorestan province. Heavy rains 

on 3 April, have entirely overwhelmed several towns in 

Lorestan. Figure 7 delineates Lorestan’s map that 

damaged cities are marked with red circles, and the 

existing roads are marked with black lines. According to 

available data, we assume the flood as second scenario1. 

We consider Borujerd as the origin node, so there are 

sixteen roads between the damaged cities and the origin 

node. The cities in Lorestan may have rivers, forests, or 

be mountainous. Moreover, Lorestan has both smooth 

and mountainous roads. Therefore, we consider these 

characteristics for cities and roads. Figure 8 shows the 

Pareto front of the case study and Table 3 depicts the 

allocation of assessment teams. 
 

 
1 https://www.wunderground.com/cat6/Record-Floods-Iran-Kill-62-

Cause-Over-1-Billion-Damage?cm_ven=cat6-widget 

 
Figure 7. Lorestan’s map 

 
 

 
Figure 8. Pareto front of the case study 

 

 
TABLE 3. The Allocation of assessment teams to nodes (RT: 

Red Crescent team, GT: Governmental team) 

Node Origin to i i to j j to origin team 

1 ✓    RT3 

2 ✓   ✓  GT2 

3  ✓  ✓  RT3 

 
 
8. CONCLUSION AND FUTURE RESEARCH 
 

In this study, our focus was on the assessment of the 

conditions and requirements after the disaster. To this 

end, a multi-objective model is presented that can be 

useful for managing and planning assessment operation. 

The intended goals include maximizing the useful 

information gained from the assessment of cities and 

roads and the coverage of cities and roads, separately. 

We categorized disasters in different scenarios 

according to conditions and after-disaster damage and 

injuries. We solved the proposed model with the Lp-

metric method and the GOA for several test problem. It 

was found that this algorithm has been efficiently 

applied and has useful application in real large-scale 

issues. Also, a case study in Lorestan, Iran is 

investigated.  For  future  research,  we  can  study  a 

two-stage or three-stage problem. In addition to the 

different assessment teams that were considered in this 

research. 
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Persian Abstract 
 چکیده 

ی آنها برنامه ریزی کنیم تا تلفات و  با توجه به اینکه حوادث غیرقابل اجتناب است و هر ساله افراد زیادی از آنها رنج می برند ، باید حوادث را مدیریت کنیم و به خوبی برا

و بی شرایط و نیازهای مردم است. ارزیابی باید در اسرع وقت انجام شود  یکی از اقداماتی که سازمانها پس از فاجعه باید انجام دهند ، ارزیا    دهیم.خسارات مالی را کاهش  

غیر قطعی برای مدل سازی در نظر می  اطلاعات باید سریع جمع آوری شود. ما چند ویژگی برای سایت ها و جاده ها و دو تیم متفاوت  برای ارزیابی و همچنین زمان ارزیابی  

در این مقاله ارائه شده است. اولین تابع هدف حداکثر بهره حاصل از ارزیابی مناطق و جاده ها را به حداکثر می کند.   چند هدفه  ی کیبتر  عدد صحیح ریزیگیریم. یک مدل برنامه 

و    ( GAMSز)گمبرای حل مسائل کوچک در نرم افزارمتریک  -LP روشحداکثر می رسانند. ما از  تابع هدف های دوم و سوم پوشش را در مناطق و جاده های آسیب دیده به  

نتایج عددی برای اثبات اعتبار و کارایی مدل   ملخ  الگوریتم بهینه سازی  ارائه شده به عنوان یک الگوریتم فرا ابتکاری برای حل مسایل در اندازه های بزرگ استفاده می کنیم. 
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A B S T R A C T  
 

 

Redundancy technique is used to improve performance and achieving to increase the lifetime of a system. 

Nowadays, the redundancy method is applied in many industries. One of the common methods of 

redundancy is its utilization in the switching systems. In switching systems, one or more components are 
considered active mode and the others in the standby state to be used by switch if necessary. In order to 

be fully utilized all the components in the redundant device, the switch unit must perform its function, 

such as switching, perfectly. Successful coverage by switch unit is expressed with a probability. In this 
paper, a new approach to the likelihood of switch success is proposed, and showing that as increases 

switching in the system, the efficiency and performance of the switch gradually decreases. The analysis 

of this method was based on the stress-strength method. Finally, a few numerical examples for the 
validation of results were applied.  

doi: 10.5829/ije.2020.33.12c.11 
 

 
1. INTRODUCTION1 
 

In recent years, the word “redundancy” has been 

considered one of the idioms that researchers widely used 

frequently in the reliability field. Redundancy in a system 

means that there is an alternative path to successful 

system performance and to enhance machine reliability, 

it used.  The redundancy method is widely used in the 

switch component in the construction of the complex 

system and other mechanical systems. The switch unit in 

the switching systems are usually exposed to various 

loadings in different situations. Therefore, in order to 

prevent unknown failures, it is necessary to investigate 

and analyze the failure probability of switch before their 

implementation.  
Generally, redundancy divided into active (static) 

redundancy and standby (dynamic) redundancy 

categories. In active redundancy, all components operate 

simultaneously at time zero. In other words, all 

components of the system are exposed to tension and 

failure. For the active redundancy, k-out-of-n systems are 

an example of these types of systems. Whereas in standby 

 

*Corresponding Author Email: yafshin50@yahoo.com  (A. Yaghoubi) 

redundancy, redundant components are sequentially put 

into operation when the active one fails, k-out-of-n 

standby systems are well-known examples of these types 

of systems [1, 2].  
Standby redundancy is classified into three types: 

cold, warm, and hot standby. In the cold standby state, 

the redundant components are completely dormant and 

do not fail in this mode, in fact, the failure rate in cold 

standby is zero. The other state is the hot standby mode. 

The pressure that the components tolerate in the hot state, 

is exactly the same as that in the fully active state. Finally, 

the standby mode which is far more complex in terms of 

mathematical modeling than the two previous ones is 

warm standby. In this situation, the components are in the 

semi-active state, hence less pressure than in the fully-

active state. So, their failure rate in warm mode is lower 

than their failure rate in active mode [1-5].  

The redundancy allocation problem (RAP) is one of 

the most important problems in applying the redundancy 

technique. RAP history goes back to the introduction of 

a system by Fyffe [6]. He considered a system with 14 

subsystems and in each subsystem, there were three or 
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four different components connected in parallel. 

Numerous researchers have analyzed Fyffe system 

reliability using various methods and assumptions. For 

example, it could be referred to as the works of Ardakan 

et al. [3], Guilani et al. [7], Sajjadi et al. [8], and Aziz 

Mohammadi et al. [9].  

The main emphasis of this article has been to develop 

a method based on the stress-strength approach that can 

be used to find the failure probability of detector/switch 

unit in complex systems in the second scenario (i.e., 

detection and switching only at time of failure). This 

proposed method can be used in the optimization 

redundancy allocation problem to the selection of 

components with appropriate levels of redundancy or 

reliability to maximize the system reliability under some 

predefined constraints. 

 

 

2. SWITCH UNIT PERFORMANCE  
 

In switching systems, the switch unit is of particular 

importance; because it has a duty too, if necessary, inter 

the redundant components into the circuit for operation. 

In research related to switching systems, there are two 

mechanisms for coverage. The first mechanism is the 

perfect switch. That is, the switch unit, it is 100% reliable 

and failure-free during its mission. But in reality, the 

switch device will be damaged due to the stresses that are 

applied to it during the mission, i.e., the switch is 

incomplete, this means that the switch, will fail like other 

components of the system.  

Yaghoubi et al. [1],  Wu and Wu [10], Huang et al. 

[11], have used in their models, assuming of the perfect 

switch, whereas, Coit [5], Pan [12], Kececioglu and Jiang 

[13], Jia et al. [4], Amari [14] and Sadeghi and Roghanian 

[15] have used imperfect switching in their work.  

 
2. 1. Problem Statement          Generally, there are two 

scenarios called the first scenario (i.e., continual 

monitoring and detection) and the second scenario (i.e., 

detection and switching only at time of failure) for 

switching component mechanisms in switching systems 

[5]. Usually, the first scenario is given more concern by 

the authors, whilst in the second scenario, probably 

nothing has been done because of its simple 

mathematical model, and for it, a constant probability is 

considered.  So, in this study, we are concerned with the 

second scenario. 

In recent decades, extensive researches have been 

conducted on investigating the first scenario and its 

application in complex systems [16-18]. But based on the 

second scenario, there are not a method to calculate the 

failure probability of switch device in switching systems. 

Hence, probability analysis of the switching system 

requires further investigations in the field of the second 

scenario.  

The first scenario in terms of computation, is more 

complex than the second scenario, especially when the 

number of system components increases and as well as, 

the time-to-failure of component follows the non-

exponential distributions. But in the second scenario, 

typically, a constant probability of success for the 

changeover element (denoted 
SP ) is considered. The ,SP

is obtained ratio the number of successful switches to the 

total number of trials possible [19].  

In practice, the switch unit is subjected to various 

stresses due to its dynamics during its mission. So, the 

probability of failure of the switch unit increase over 

time. Therefore, it is expected that the success probability 

of the switch unit will decrease at each switching, and it 

will not be constant during the mission. Hence, in our 

study, we are most concerned about the second scenario 

in which, the probability of the switch unit has been 

considered constant according to previously conducted 

studies, while in this study the probability of switch at 

each step is calculated according to the proposed method. 

For this purpose, in this study, the stress-strength 

probabilistic method is used to analyze the performance 

of the switch unit. In the stress-strength approach, stress 

or load refers to the set of environment activities which 

tends to increase of failure a component, whereas, 

strength is the ability of that component versus to the 

environmental loads [20]. For the applications of 

redundancy strategies, unlike other approaches in the 

second scenario, this method because of the use of non-

constant probability for switch unit, to make it more 

realistic. 

The switch performance is decreased for a variety of 

physical reasons, such as consecutive  coverages. In other 

words, if the number of switching will be increased, the 

performance of the switch unit decreased. If the 

components of the system (active and standby 

components) represented stresses applied to the switch, 

and the switch component stands for strength, then, in 

order for the switch would not fail, strength must be 

dominated on stress, i.e., it must be Pr (Strength> Stress). 

In fact, the lifetime of the switch should be more than the 

sum of the lifetime of the system all components. 

Let us consider a system with an active component 

and (n - 1) standby components. By assuming that all 

spare components do not fail in the standby state. In this 

case, the number of successful changeovers for the 

switch unit is (n - 1). So, if sT  and jT , be lifetimes of 

the switch and jth active component, respectively that 

follows any possible distribution, then the probability 

that the switch can control all components of the 

switching system should have a longer lifetime than the 

total lifetime of the system components. 

If i , be the probability of successful switching of 

the ith order, then calculating this probability is as 

follows: 
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where j denotes the time of failure of system components. 

The probability density function (PDF), of the 

summation of these variables, i.e., 1 2n nS T T T= + ++  

is obtained as follows [21]: 
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(2) 

In special case, where all exponential parameters are 

identical with a constant failure rate i = , for each of 

i’s, Equation (2) simplifies to the following form: 

( )
( )

1  ;   0
Γn

n
n s

Sf s s e s
n

 − −=   (3) 

where Γ(.), is the gamma function. Equation (3) shows 

the PDF of the gamma distribution with shape parameter 

n and scale parameter  . 

Now, let’s consider a system with n component. By 

assuming that all spare components do not fail in the 

standby state. As mentioned, to use all the standby 

components in the system, (n-1) successful switching is 

required for the switch unit. 

If jT follows the exponential distribution with the 

parameter j ( )( ),  0j

j

t

T jf t e t



−

=  , then i can be 

expressed as: 

( ) ( )0 0
0

1

1, , 1

i i

i j
ij j
jj s k j

k j

i n

 

   
= =

=



 
=  

   + − 
 

=  −

 


 
(4) 

If all system components are identical, j = , then i is 

computation from the following equation: 

; 1, , 1
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3. NUMERICAL EXAMPLE  
 

Regarding the results obtained in sections 2, some 

numerical example is solved . 

Example 1. Consider a redundant system with 6 

dissimilar components that are operating with one 

component at the first, and 5 components are available in 

the standby state to replace the failed component. Failure 

rate of components are given in Table 1. 

For different values of the failure rate of the switch 

unit, the switch reliability in each of switching has been 

evaluated by using Equation (4). These results are 

presented in Table 2. According to Table 2, as expected, 

the performance of the switch unit decreases due to the 

increase in switching. When λs  =  0, it means 1i = , for 

each i. In other words, the switch is the completely 

reliable, or so-called perfect switch. If all the components 

of the system are identical and their failure rate in the 

active mode is equal to 0.01, and the failure rate of the 

switch unit is equal to 0.0001 failure per hour, then result 

of the success probability for the switch unit in each of 

changeover (or i ‘s) according to Equation (5), are 

apparent in the Table 3.  

Example 2. One of the continuous statistical 

distributions in statistics and probability theory is 

Gamma distribution.  The probability density function 

(pdf) of the Gamma distribution with shape parameter k  

and scale parameter   is given by ( )
( )

1 tf t t e  − −=
k

k

Γ k

[22].  This distribution is widely used in various fields. If 

k = 1, the exponential distribution is obtained. When k is 

a positive integer, then the distribution represents an 

Erlang distribution and for large k the gamma distribution 

converges to a normal distribution. 
 

 

TABLE 1. Failure rate for components system 

λ5 λ4 λ3  λ2 λ1
    λ0 

0.06 0.05 0.04 0.03 0.02 0.01 

 

 

TABLE 2. Switch reliability with identical units 

λs 0 10-6 10-4 10-2 

ρ1 1.000 0.9999 0.9852 0.3333 

ρ2 1.000 0.9998 0.9819 0.2500 

ρ3 1.000 0.9998 0.9795 0.2000 

ρ4 1.000 0.9998 0.9775 0.1667 

ρ5 1.000 0.9998 0.9759 0.1429 

 

 

TABLE 3. Reliability of switch with identical units 

ρ5 ρ4 ρ3 ρ2 ρ1 

0.6209 0.6830 0.7513 0.8264 0.9091 

 

 

TABLE 4. Reliability of switch for Example 2  

ks ρ1 ρ2 ρ3 

0.5 0.6152 0.5705 0.5410 

1 0.8658 0.8379 0.8174 

2.5 0.9955 0.9938 0.9923 

3 0.9986 0.9980 0.9975 
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Consider a system of 1-out-of-4 with non-identical 

components. In this case, three switchings are required to 

use all the components in the system. If the failure time 

of the switch unit follows the Gamma distribution with 

different parameters of sk that listed in Table 4 and the 

parameter scale λs = 0.01, and time to failure of all system 

components in active state follows the exponential 

distribution with the failure rate λi = 0.i; i = 1, 2, 3, 4, then, 

according to Equation (1), the success probability of the 

switch at each stage of the switching is calculated. These 

results are presented in Table 4. It can be observed that 

the increase in value of sk leads to higher probability. 

Moreover, calculating the probability values of i in the 

above table, when 1,sk = can be also obtained from 

Equation (4). The reliability function of mentioned 

system is equal to:  

( ) ( )1 1 1 1 2 2 1 2 3 3( ) ( )SR t r t I I I     = + + + (6) 

Where, I1, I2, and I3 are the convolution integrals, and 

determined as follows:  

0

0 0 1

1 0 0 1 0 0

0

2 0 0 1 1 2 0 1 1 0

0 0

2 2

3 3 2 1 0

000 0 0

( ) ( )

( ) ( ) ( )

( ) ( )

t

t tt

t t t t tt

j j i

ij

I f t r t t dt

I f t f t r t t t dt dt

I f t r t t dt dt dt

−

− − −

==

= −

= − −

= −



 

  

 (7) 

Now, as for Example 2 and Table 4, we want to 

evaluate the reliability function of the system up to the 

100-hour mission.  Figure 1, shows the computing of 

system reliability, i.e., Equation (6), up to time t=100, 

hours. 

In the above figure, the reliability function of the 

system is plotted with different values of shape 

parameters in Table 4. It is clear that as the value of sk

increases, the reliability functions are equal. 
 
 

 
Figure 1. Reliability functions diagram 

 

It is obvious that these values are obtained for 

validation of the implemented model with the system 

only five components subjected to a specific situation and 

are expected to be different for other types of systems or 

under different situations. As a result, it is suggested that 

the very complex switching systems with lots of sub-

systems and the choice of multiple components be 

identified by the approach developed in the present study. 

For this purpose, due to the limited available 

experimental data, Taguchi method [23], which could be 

employed as a virtual laboratory to extract required data 

for a theoretical model, is proposed for future studies to 

determine probability analysis of switch in complex 

switching system with various stochastic uncertainty, in 

addition, to optimization redundancy allocation problem. 

 
 
4. CONCLUSION 

 

This study aimed to propose a new method for calculating 

the probability of the switch unit in the changeover 

condition (second scenario for the switch mechanism in 

reference [5]).  It should be noted that in this method, it 

has been assumed that unlike the previous studies in the 

second scenario, the probability of the switch is not 

constant and the probability of switch unit at each step is 

calculated according to the proposed method. So, having 

the time-to-failure of switch unit and components, this 

probability assessment can be performed on the system. 

The evaluation of this probability was based on the stress-

strength method. In this method, the switch unit 

represents strength, while other system components 

demonstrate stress, then in order for the switch to be able 

to overcome all system components, it must be able to 

properly connect all subsystem components into the 

system if required. The developed method was then 

applied to some numerical example and observed that the 

performance of the switch decreases as expected by 

increasing the switching in the system, or in other words 

by increasing the spare parts in the system. Thus, using 

developed approach, probability of any switching system 

under other failure mechanisms and optimization 

redundancy allocation problem can be investigated which 

is an ongoing research by the authors. 
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Persion Abstract 

 چکیده 
  نی اس تااد  از ا  نی. بهترش ودیاس تااد  م  عیاز ص نا  یاریدر بس    ی. امروز  از روش افزونگش ودیاس تااد  م یافزونگ  کیاز تکن  هاس ت یطول عمر س   شیه منظور کارکرد بهتر و افزاب

از  چییهستند تا در صورت لزوم توسط سو  ر یحالت ذخ در  هیچند جز در حالت فعال و بق  ای کی  نگ،یچیسو  یهاست یاست. در س نگ یچیسو یهاس ت یروش، اس تااد  ن  در س  

را بدو  نقص انجام دهد.    یدزنیخود مث  کل  اهیوظباید   چییموجود خود اس تااد  کند، جز س و یاجزا  یکه دس تگا  افزونه بتواند به طور کام  از تمامن  یش ود. برا ها اس تااد ن 

دهد که با افزایش و نش ا  میاس ت ش د   ش نهادیپ چییس و تیاحتمال موفق یبرا دیروش جد کیمقاله،  نی. در اردیگیاحتمال ص ورت م  کیبا   چییس ودر جز  موفق   یدزنیکل

به منظور ص حت و  . در نهایت،تاس    فش ار بود  – قدرت  یاحتمال  کردیروش بر اس ا  رو  نیا   یتحلیابد.  ها در س یس ت ، کارایی و عملکرد س وییچ به تدریا کاهش میکلیدزنی

 .دست نمد ، چند مثال عددی زد  شد  استهاعتبار نتایا ب
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A B S T R A C T  
 

 

This study focuses on the effect of friction pressure on the welding joint strength of AISI 316. Single 

factor method was used to evaluate the influence of friction pressure, whilst the other conditions kept 
constant. The experimental data were achieved by temperature measurement using infrared 

thermometer and thermometer by touch, where hardness Hv10 and micro-hardness Hv0.1 realized along 

the axial direction, tensile test specimen with 8 mm effective diameter, scanning electronic microscopy 
(SEM) to observe tensile fracture surface and x-ray diffraction (XRD) to analyze the concentration of 

gamma iron. The results by high friction pressure provide increased temperature during friction and 

forging phase, elevated hardness and micro-hardness values at the welding center, improved ductility 
and ultimate tensile strength (UTS). Whilst the central region of tensile fracture seemed most ductile 

mode and presence of micro-porosities with different forms and dimensions, hence concentration of 

face centered cubic (FCC) structure of gamma iron clearly revealed at level of 111. 

doi: 10.5829/ije.2020.33.12c.12 
 

 
1. INTRODUCTION1 
 

Austenitic stainless steel AISI 316 is used for various 

applications in chemical, manufacture of textile 

equipment, marine, and electrical appliance industries, 

etc. This type of steel is similar to AISI 304, but with 

addition of molybdenum to improve its resistance to 

pitting corrosion and resistance at high temperatures. 

Moreover, AISI 316 is easy to weld by fusion welding 

techniques, but it is prefered to avoid fusion welding 

due to phase transformations occuring in the welding 

and heat affected zones [1], also creating intermetallic 

compounds due to high amount of heat input [2], hence 

leading to loss of some useful original mechanical 

properties of the metal [3].  

Considering all aspects, conditions and 

disadvantages, several studies have suggested replacing 

fusion welding by modern techniques such as friction 

 

*Corresponding Author Email: jabbarhassan1973@yahoo.fr  

welding [4]. This technique is one of the solid state 

welding processes which provides welding below the 

melting temperature of the metal being joined. It is also 

subdivided mainly into two most prominent processes: 

direct drive [5-6] and friction stir [7-11]. The direct 

drive friction welding is a technique which creates 

joining by heat developed between contact surfaces 

under the effect of rotation speed and applied pressure, 

one of the parts is stationary whereas the other is 

rotating and the two still in contact with each other until 

rotation stops abruptly, where the pressure increases to 

complete welding joint. This technique is preferred 

because of sub-melting temperature, high 

reproducibility, and low input energy, easy and fast 

procedure with reduced formation of the inter-metallic 

compounds [6, 12]. 

Several researches have been reported the influence 

of the friction pressure on the properties of welding 

joint [13-14]. In general and according to earlier studies, 

friction pressure should be always kept high to obtain 

elevated strength of welding joint, because of low 
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friction pressure rendering lack of bonding [15]. 

Friction pressure is a significant parameter in changing 

tensile strength and hardness followed by forging 

pressure and speed of rotation. Note that high friction 

pressure increases hardness and tensile strength due to 

higher friction pressure lead to more heat generation 

[16].  

It is worthwhile to mention that some works 

explained the effect of temperature and thermal curve 

during friction welding process [14, 17-18]. Since the 

temperature in the welding center is low relative to the 

peripheral [19], H. Ma et al. [14] and E. P. Alves et al. 

[20] support the idea of measuring the temperature at 

the center. Therefore, the present study explains the 

relation between friction pressure and temperature 

measured in the welding center cause of this relation 

had a low importance in the previous articles. The 

welding temperature created from high friction pressure 

and rotation speed will determine the nature of forging, 

and that will affect the welding joint strength. 

 

 

2. MATERIALS AND METHOD 
 

The steel used in the current study is commercial 

austenitic AISI 316 stainless steel with Ref. No. 4401. 

The metal received as a long shaft of 6 m length and cut 

to small pieces, 45 mm length and 12 mm diameter. The 

general properties are shown in the tables below. Table 

1 illustrates the chemical composition showing the 

amount of alloying elements added to the base metal. 

Tables 2 and 3show the mechanical and physical 

properties of the parent metal, respectively. 

 

 
TABLE 1. Alloying elements of base metal (spectrum, wt. %) 

C Mn Si P S Mo Cr Ni 

0.070 1.500 0.670 0.030 0.021 
2.93-

3.00 

17.93-

18.00 

9.95-

10.00 

 

 

TABLE 2. Mechanical properties of base metal (as received, 

Ref. No. 4401) 

UTS 

(MPa) 

Young’s 

modulus 

(MPa) 

Elongation 

(%) 

Average micro-

hardness (Hv0.1) 

Average 

hardness 

(Hv10) 

670 - 

680 

≈ 1.93 

105 
≈ 45 260 - 265 203 - 206 

 

 
TABLE 3. Physical properties of the test metal (as received, 

Ref. No. 4401) 

Density 

(g/cm3) 

Specific heat (j/kg. 

°k) 0-100°C 

Thermal 

conductivity (w/mk) 

T. melting 

(°C) 

8 5 16.00-16.20 1371-1400 

 

Figure 1 explains the flow chart of procedure of friction 

welding steps, after initializing of the welding machine 

end effector and selects welding conditions, provide 

tests of temperature, mechanical and metallography to 

obtain the results and understand the behaviour of 

friction pressure influence on the joint strength. Figure 2 

exposes the variation of friction welding conditions,that 

is  friction and forging pressure during time of welding. 

It also shows evolution of flash during heating cycle 

under the effect friction and forging pressure. 

The machine used in this study was designed and 

fabricated as a direct drive friction welding machine; it 

is controlled numerically by computer to examine the 

welding conditions. The machine is shown in Figure 3; 

its operating speed can be varied from 0 to 3000 rpm, 

and a maximum pressure of 300 MPa can be applied. 

Selection of the welding conditions were depending on 

the single factor method (Table 4) by changing one 

condition and keeping the others constant. This 

procedure was time consuming and required hard work, 

but achieved better vision on the performance of 

welding joint. Thus, there were other factors considered 

for the selected friction welding conditions, such as 

work-piece dimensions, nature of metal and refer to the 

previous researches [1, 6, 14-15, 19]. 

 

 
 

Initialize of direct drive friction welding end effector 

Select friction welding conditions: rotation speed, friction 

pressure, friction time, forging pressure and forging time 

 

Temperature measurement 
Mechanical and Metallography tests 

preparation 

Calculation of temperature effect 

 

Analysis of Mechanical and 

Metallography tests 

 

Discussion and conclusion 

 
Figure 1. Flow chart of friction welding procedure 
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Figure 2. Diagram of direct drive friction welding conditions 
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Welding temperature recorded near the center of the 

interface of the stationary part (Figure 4). The 

temperature was recorded and verified by two methods 

as revealed in Figure 3, first one is thermometer by 

touch from type K with wire diameter of 0.5 mm and 

maximum temperature is 1400 °C (± 50°C), while 

second one is infrared thermometer (remote) from type 

K with maximum temperature is 1350 °C (± 50°C). 

Scaning electronic microscopy (SEM) performed by 

JEOL JSM-6360 with magnifications of X 27 and X 

150. X-ray diffraction (XRD), on the other hand, 

achieved by X’Pert PRO PANalytical. Whereas 

macroscopic observations were carried out by optical 

macroscopic from type NIKON SMZ 745T to measure 

the form of flash. SHIMADZU HMV testing machine 

were used in ambient temperature conditions for micro-

hardness measurements in axial direction. While, The 

test pieces were polished with abrasive paper up to 1200 

grit follow by 1 μm diamond paste on light disc cloth 

and oiled by ethanol and cleaned via deionized water. 

 

 
 

 

1 2 

3 

 
Figure 3. Friction welding machine and the two 

thermometers, 1. welding machine; 2. Infrared thermometer 

(remote); 3. Thermometer by touch 

 

 
 45 mm 

b a 

Stationary piece Thermometer wire 

 
Figure 4. Thermometer by touch, position of the wire into the 

center of stationary piece, a: axial shortening + 0.5 mm; b: 

penetration distance of thermometer wire into center of 

stationary piece 

 

 

 
TABLE 4. Friction welding conditions 

Rotation 

speed 

(rpm) 

Friction 

time (s) 

Friction 

presssure 

(MPa) 

Forging 

time (s) 

Forging 

pressure 

(MPa) 

3000 12 

110 

130 

150 

170 

5 260 

Vickers micro-hardness conditions were 100 gf load for 

10 s. Whilst Vickers hardness test measurements 

achieved by INSTRON WOLPERT HARDNESS tester 

analyzed along the axial direction also, with 10 kg load 

applied for 10 s. The tensile tests were performed by 

using INSTRAN 5500 with 8 mm diameter under the 

standard of ISO 6892-1: 2009 (F). 

 

 

3. RESULTS AND DISCUSSION 
 

The thermal curves as shown in Figure 5 introduced the 

average values of temperature versus time. The rubbing 

between two pieces increased the temperature at the 

interface until reaches the maximum value (Tmax), while 

the metal at that point still in the solid state. The created 

heat converted the solid metal to soft state, which is led 

to decreased the friction and that gradually reducing 

temperature. Under high rotation speed and pressure, 

the metal extruded from central to the peripheral to form 

flash metal. At the end of friction phase the rotation 

stops suddenly and the pressure increased at level of 

temperature which is called forging temperature (Tf) 

during forging phase period, this temperature has an 

important influence on the obtained welding joint. 

The relation between Tmax and Tf as shown in Figure 

6 exposed that Tmax regularly increased with higher 

friction pressure, the variation of maximum temperature 

between 793 °C - 1057 °C, that make clear of friction 

pressure elevation influences on the maximum 

temperature (Tmax), hence forging temperature (Tf) 

roughly increased between 299 °C - 445 °C. In general, 

friction pressure has a direct proportional with Tmax and 

Tf. Remarkable, with low friction pressure, the forging 

performed in low temperature and that consequently 

effected on the final properties of the joint. 

The macroscopic observation as shown in Figure 7 

represented the amount of flash formation of four 

friction pressures. Notes that with increasing friction 
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Figure 5. The thermal curves for the average values of 

temperatures versus time for different friction pressure 
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Figure 6. The relation between maximum temperature (Tmax) 

and forging temperature (Tf) for different friction pressure 

 

 

pressure; high amount of flash formation can be 

obtained [13, 15]. Obviously, Figure 8 reveals that 

inceasing friction pressure elevated axial shortening, 

that because of increasing in friction pressure leads to 

rising Tmax and Tf, which provide enough superheating 

and amplified the displaced metal from central to the 

peripheral under effect of friction pressure and rotation. 

The amount of flash formation depends on the 

mechanical properties of the metal being welded [21] 

such as hardness [22] also relies on the quantity of 

alloying elements and capability of thermo-plastic 

deformation [6], furthermore, presence of Cr, Ni and 

Mo provide stainless steel to be refractory, which 

requires more presssure and temperature during friction 

welding phases to obtain considerable amount of flash 

formation. 

The hardness obtained along the axial direction 

(Figure 9) recorded the highest values at the welding 

interface, this increasing of hardness due to high friction 

pressure application [19]. While, shows falling of 

hardness when moving from central toward the base  
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Figure 7. Flash formation for different friction pressure 
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Figure 8. Axial shortening vs. friction pressure 

metal, the increasing of hardness perhaps explained by 

the thermo-plasic deformation which exist in the 

interface resulting from dynamic recrystallisation, 

particularly at high friction presssure and temperature. 

P. M. AJITH et al. [16] agreed that with increasing 

friction pressure leads to high level of hardness at the 

interface due to dynamic recrystallization which results 

fine grains, there are also another source which is the 

high temperature at tangential area. 

Micro-hardness profiles for axial direction as 

demonstrated in Figure 10, explain the effect of friction 

pressure has responsibility on the micro-hardness 

increasing of welding interface [13]. Moreover, due to 

high friction pressure with high rotation speed increased 

the superheated which produces dynamic 

recrystallisation. F.C. Liu, and T. W. Nelson [23] 

revealed that when the metal subjected to high plastic 

deformation under high temperature the dynamic 

recrystallisation occurs. On the other hand, the micro-

hardness decreasing in the adjacent zone, due to amount 

of Mo. According to the alloying elements as shown in 

Table 1, AISI 316 has 2.93 % of Mo, that made the steel 

more refractory and led to reduce cooling rate speed and 

slow of heat diffusion causing decreasing micro-

hardness at neighboring zone of welding joint [6]. 

Tensile test curves shown in Figure 11 illustrates the 

effect of friction pressure on the ultimate tensile 
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Figure 9. Hardness profile for axial direction 
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Figure 10. Micro-hardness profile for axial direction 
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strength (UTS) and ductility, the curves reveal also the 

values of UTS varied from 649 MPa to 667 MPa for 

friction pressure of 110 MPa to 170 MPa respactively, 

whilst ductility increased from 24 % to 29 % for friction 

pressure of 130 MPa to 170 MPa respactively. Explain 

this increasing of UTS and ductility by elevation of 

friction presssure because of thermo-plastic deformation 

in the bond line increases, which lead to more mass 

displaced at the interface [13]. I. Kirik and N. Ozdemir 

[21] exposed that high tensile strength was refer to more 

heat input and large plastic deformation at the interface 

under effect of high rotation speed. Moreover, rotation 

speed has important influence on the UTS, with high 

rotation speed UTS increases, while with low rotation 

exhibited a reverse trend, that because of heat 

generation elevates with high rotation speed. This 

phenomenon also observed in friction stir welding as 

mentioned in the references [10, 24]. Thus, the elevation 

of temperature at the two phases (friction and forging) 

has large consequence on the value of UTS and 

ductility. Finally, high friction pressure (170 MPa) and 

high rotation speed (3000 rpm) cause elevated 

temperature (1057 °C), that lead to high level of 

hardness and micro-hardness at the interface, and also 

elevation in UTS and ductility.  

Figure 12 illustrated, on the other hand, the tensile 

specimens after tests, the figure exposed the position of 

fracture in the region close to the welding interface, 

elongation in the gauge length and the necking in the 

fracture position explained the amount of heat input at 

this region. In addition, the reduction in across sectional 

area (necking) provided more explanation about 

ductility than elongation of gauge length. Therefore, the  

 

 
 

 

400

450

500

550

600

650

700

0 0,05 0,1 0,15 0,2 0,25 0,3

S
tr

e
s
s
 (

M
P

a
)

Strain (mm/mm)

X2_8mm
X4_8mm
X1_8mm
X3_8mm

110 MPa 

130 MPa 

150 MPa 

170 MPa 

UTS for AISI 316: 670 MPa 

 
Figure. 11. Curves of tensile tests for all welded joint relative 

to UTS of AISI 316 
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Figure 12. Macro-graphic of tensile test pieces  

necking proved of ductility nature of fracture for 170 

MPa more than in 110 MPa, this is also agreed with the 

tensile curves. 

SEM observation for tensile fracture surface as 

shown in Figure 13 appears the spirals shape on the 

fracture surface for the friction pressure of 110 MPa and 

170 MPa. The thermo-plastic deformation demonstrates 

by existing of that spirals shape on the fracture surface. 

Furthermore, the degree of thermo-plastic deformation 

seems according to the amount of spiral forms, while 

the phenomenon of spiral occurs due to metal flow 

neighboring of weld [6]. In addition, the result of 

aggressive friction pressure at elevated temperature and 

high rotation occurs that type of spiral forms. Whilst, 

magnification of central region of fracture seems most 

ductile mode with micro-porocities of different forms 

and dimensions. This mode of ductile fracture looks 

more clear at 170 MPa, which have the same opinion 

with the results of tensile curves as discussed earlier. 

XRD analysis for friction pressure of 110 MPa and 

170 MPa with compared to the base metal as shown in 

Figure 14. The concentration of FCC structure of 

gamma iron at level of 111 was evidently. This 

concentration gives explanation of thermo-plastic 

deformation due to thermomechanical strain because of 

high rotation speed under application of aggressive 

friction pressure. On the other side, the elevated 

temperature during process and nature of metal play 

major roles on the properties of welding joint. 

Additionally, amount of alloying elements, particularly 
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Figure 13. SEM observation for 110 MPa and 170 MPa 

 

 

 
Figure 14. XRD analysis for 110 MPa, 170 MPa and AIS 316 
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Mo element effects on the quantity of heat diffusion or 

absorptions because of cooling rate that give Mo ability 

to effect on the phase attentiveness in the welding joint. 
 
 

4. CONCLUSION 
 
The effect of friction pressure on the evolution of the 

welding joint properties for AISI 316 summarized as 

following:  

- Friction pressure has a direct proportional with 

maximum temperature (Tmax)  and forging temperature 

(Tf), that  gives enough superheat which responsible on 

high amount of flash formation. On the other hand, with 

low friction pressure, the forging performed in low 

temperature and that consequently effected on the final 

propertie of welding joint, 

- The hardness and micro-hardness variations recorded 

that the highest values at joint center, this elevation due 

to high friction pressure application. Whereas, shows 

falling of hardness and micro-hardness when moving 

from central toward the base metal, 

- Tensile test curves shown increasing of UTS and 

ductility by elevation of friction presssure and due to 

used of high rotation speed led to increases of UTS, 

- SEM observation seemed the degree of thermo-plastic 

deformation according to the amount of spiral forms, 

that result of aggressive friction pressure at elevated 

temperature and high rotation. Whilst, magnification of 

central region of fracture seems  most ductile mode with 

micro-porocities of different forms and dimensions. 

This mode of ductile fracture seems more clear at 170 

MPa, 

- XRD analysis exposed the concentration of FCC 

structure of gamma iron at level of 111 due to 

thermomechanical strain at high rotation speed and 

aggressive friction pressure application. Thus, Mo 

element effects on the cooling rate which give it ability 

to effect on the phase attentiveness in the welding joint, 

- Concerning the grade AISI 316, increasing of friction 

pressure (170 MPa) with high rotation speed (3000 rpm) 

cause elevated temperature (1057 °C), which lead to 

high level of hardness and micro-hardness at the 

interface, and also elevation in UTS and ductility. On 

the other hand, low friction pressure provides poor 

properties of welding joint. 
 

 

5. REFERENCES 
 

1. Titouche, N., Boukharoubab, T., Amzert, S., Hassan, A. J., 
Lechelah, and R., Ramtani, S., Direct Drive Friction Welding 

Effect on Mechanical and Electrochemical Characteristics of 

Titanium Stabilized Austenitic Stainless Steel (AISI 321) 
Research Reactor Thick Tube, Journal of Manufacturing 

Processes, Vol. 41 (2019), 273-283, 

https://doi.org/10.1016/j.jmapro.2019.03.016.  

2. Hincapié, O. D., Salazar, J. A., Restrepo, J. J., Torres, E. A., and 
Graciano-Uribe, J., Control of Formation of Intermetallic 

Compound in Dissimilar Joints Aluminum-steel, International 

Journal of Engineering , Transactions B: Applications, Vol. 

32, No. 1, (2019), 127-136, doi: 10.5829/ije.2019.32.01a.17.  

3. Hamdan, A. I., Stress Concentration Factors (SCFs) in Circular 

Hollow Section CHS-to-H-shaped Section Welded T-Joints 
under Axial Compression, Civil Engineering Journal, Vol. 5, 

No. 1 (2019), 33-47, http://dx.doi.org/10.28991/cej-2019-

03091223. 

4. André, S. J., Douglas, M., Vieira Braga, L. G., Afonso, R., and 

Dornelles, R. F., Replacement of Gas metal arc welding by 
friction welding for joining tubes in the hydraulic cylinders 

industry. Materials Research, 21, No. 4. (2018), 

https://doi.org/10.1590/1980-5373-MR-2018-0015. 

5. Peng, L., Jinglong, L., Muhammad, S., Li, L., Jiangtao, X., and 

Fusheng, Z., Effect of Friction Time on Mechanical and 

Metallurgical Properties of Continuous Drive Friction Welded 
Ti6Al4V/SUS321 Joints, Materials and Design, Vol. 56, 

(2014), 649-656, 

http://dx.doi.org/10.1016/j.matdes.2013.11.065. 

6. Hassan, A.J., Boukharouba, T., Miroud, D, and Ramtani, S., 

Metallurgical and Mechanical Behavior of AISI 316- AISI 304 

during Friction Welding Process, International Journal of 

Engineering , Transactions B: Applications, Vol. 32, No. 2, 

(2019), 284-291, doi:10.5829/ije.2019.32.02b.16. 

7. Ethiraj, N., Sivabalan, T., Sivakumar, B., Vignesh Amar, S., N. 
Vengadeswaran, and Vetrivel K., Effect of Tool Rotational 

Speed on the Tensile and Microstructural Properties of Friction 

Stir Welded Different Grades of Stainless Steel Joints, 
International Journal of Engineering , Transactions A: 

Basics, Vol. 33, No. 1, (2020), 141-147, doi: 

10.5829/ije.2020.33.01a.16. 

8. Villegas, J.F., Guarín, A.M., and Unfried-Silgado, J., A Coupled 

Rigid-viscoplastic Numerical Modeling for Evaluating Effects of 

Shoulder Geometry on Friction Stir-welded Aluminum Alloys, 
International Journal of Engineering, Transactions B: 

Applications, Vol. 32, No. 2, (2019), 184-191, doi: 

10.5829/ije.2019.32.02b.17. 

9. Hasanzadeh, R., Azdast, T., Doniavi, A., Babazadeh, S., Lee, R. 

E., Daryadel, M., and Shishavan, S. M., Welding Properties of 

Polymeric Nanocomposite Parts Containing Alumina 
Nanoparticles in Friction Stir Welding Proces, International 

Journal of Engineering Transactions A: Basics,  Vol. 30, No. 

1, (2017), 143-151, doi: 10.5829/idosi.ije.2017.30.01a.18.  

10. Singh, R., Rizvi, S. A., and Tewari, S. P., Effect of Friction Stir 

Welding on the Tensile Properties of AA6063 Under Different 

Conditions, International Journal of Engineering. 

Transactions A: Basics, Vol. 30, No. 4, (2017), 597-603, doi: 

10.5829/idosi.ije.2017.30.04a.19. 

11. Shishavan, S. M., Azdast, T., Aghdam, K. M., Hasanzadeh, R., 
Moradian, M., and Daryadel, M., Effect of Different 

Nanoparticles and Friction Stir Process Parameters on Surface 

Hardness and Morphology of Acrylonitrile Butadiene Styrene, 
International Journal of Engineering Transactions A: Basics, 

Vol. 31, No. 7 , (2018), 1117-1122, doi: 

10.5829/ije.2018.31.07a.16. 

12. Muralimohan, C.H., Muthupandi, V., and Sivaprasad, K., 

Properties of Friction Welding Titanium-Stainless Steel Joints 

with a Nickel interlayer, Procedia Material Science, Vol. 5, 

(2014), 1120-1129, https://doi.org/10.1016/j.mspro.2014.07.406. 

13. Handa, A., and Chawla, V., Mechanical Characterization of 

Friction Welded Dissimilar Steels at 1000 rpm, Materials 

Engineering, Vol. 20, (2013), 102-111, 

http://fstroj.uniza.sk/journal-mi/PDF/2013/14-2013.pdf. 

http://dx.doi.org/10.28991/cej-2019-03091223
http://dx.doi.org/10.28991/cej-2019-03091223
https://doi.org/10.1590/1980-5373-MR-2018-0015
https://doi.org/10.5829/ije.2019.32.02b.16


2520                              A. Jabbar Hassan et al. / IJE TRANSACTIONS C: Aspetcs  Vol. 33, No. 12, (December 2020)   2514-2520 

 

14. Ma, H., Qin, G., Geng P., Li, F., Fu, B., and Meng, X., 
Microstructure Characterization and Properties of Carbon Steel 

to Stainless Steel Dissimilar Metal Joint Made by Friction 

Welding. Materials and Design, Vol. 86, (2015), 587–597, 

https://doi.org/10.1016/j.matdes.2015.07.068. 

15. Hassan, A.J., Boukharouba, T., and Miroud, D., 

Characterizations of Friction Welding Joint Interface for AISI 
316, China Welding, Vol. 28, No. 1, (2019), 42-48, doi: 

10.12073/j.cw.20180811001. 

16. Ajith, P. M., Afsal Husain, T. M., Sathiya, P., and Aravindan, S., 
Multi-objective Optimization of Continuous Drive Friction 

Welding Process Parameters Using Response Surface 
Methodology with Intelligent Optimization Algorithm, Journal 

of Iron and Steel Research, International, Vol. 22, No. 10, 

(2015), 954-960, https://doi.org/10.1016/S1006-

706X(15)30096-0. 

17. Hassan, A.J., Lechelah, R., Boukharouba, T., Miroud, D., 

Titouche N., and Ouali N., History of Microstructure Evolution 
and its Effect on the Mechanical Behavior During Friction 

Welding for AISI 316, Edts. T. Boukharouba; et al., Springer 

International Publishing Switzerland, (2017), 51-65, http://doi: 

10.1007/978-3-319-41468-3_5. 

18. Kimura, M., Kusaka, M., Kaizu, K., Nakata K., and Nagatsuka 

K., Friction Welding Technique and Joint Properties of Thin-
Walled Pipe Friction Welded Joint Between Type 6063 

Aluminum Alloy and AISI 304 Austenitic Stainless Steel, 

International Journal of Advanced Manufacturing 

Technology, Vol. 82, (2016), 489-499, 

https://doi.org/10.1007/s00170-015-7384-8 

19. Ajith, P.M., Barik, B. K., Sathiya, P., and Aravinda S., 
Multiobjective Optimization of Friction Welding of UNS 

S32205 Duplex Stainless Steel, Defence Technology, Vol. 11, 

(2015), 157-165, https://doi.org/10.1016/j.dt.2015.03.001. 

20. Alves, E. P., Neto, F. P., An, C. Y., and Castorino da Silva E., 

Experimental Determination of temperature During Rotary 

Friction Welding of AA1050 Aluminum with AISI 304 Stainless 
Steel. Journal of Aerospace Technology and Managment, Vol. 

4, No.1, (2012), 61-67, doi 10.5028/jatm.2012.04013211. 

21. Kirik, I., and Ozdemir, N., Weldability and Joining 
Characteristics of AISI 420/AISI 1020 Steels using friction 

welding, International Journal of Materials Research, Vol. 
104, No. 8, (2013), 769-775, 

https://doi.org/10.3139/146.110917. 

22. Khidhir, G. I., and S. A. Baban, Efficiency of Dissimilar Friction 
Welded 1045 Medium Carbon Steel and 316L Austenitic 

Stainless Steel Joints, Journal of Materials Research and 

Technology, Vol. 8, No. 2, (2019), 1926–1932, 

https://doi.org/10.1016/j.jmrt.2019.01.010. 

23. Liu, F.C., and Nelson, T.W., Twining and Dynamic 

Recrystallization in Austenitic Alloy 718 During Friction 
Welding, Material Characterization, Vol. 140, (2018), 39-44, 

https://doi.org/10.1016/j.matchar.2018.03.035. 

24. Kaushik, N., and Singhal, S., Experimental Investigations on 
Microstructural and Mechanical Behavior of Friction Stir 

Welded Aluminum Matrix Composite, International Journal of 

Engineering, Transactions A: Basics, Vol. 32, No. 1, (2019), 

162-170, doi: 10.5829/ije.2019.32.01a.21.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Persian Abstract 

 چکیده 

متمرکز است. برای ارزیابی تأثیر فشار اصطکاک از روش تک عاملی استفاده شد ، در حالیکه   AISI 316 این مطالعه بر روی تأثیر فشار اصطکاک بر مقاومت اتصال جوشکاری

 Hv0.1 و میکروسختی  Hv10 مز و دماسنج با لمس ، جایی که سختیسایر شرایط ثابت نگه داشته می شوند. داده های تجربی با اندازه گیری دما با استفاده از دماسنج مادون قر

با قطر موثر   آزمایش کششی  نمونه   ، امتداد جهت محوری  الکترونی روبشی  8در  ، به دست آمد. سطح   (SEM) میلی متر ، میکروسکوپ  آمد  برای مشاهده کشش به دست 

گاما. نتایج حاصل از فشار اصطکاک بالا ، افزایش دما در مرحله اصطکاک و جعل ، مقادیر سختی و ریز برای تجزیه و تحلیل غلظت آهن  (XRD) شکستگی و پراش اشعه ایکس

را فراهم می کند. در حالی که ناحیه مرکزی شکستگی کششی به نظر می رسد بیشتر   (UTS) سختی بالا در مرکز جوشکاری ، شکل پذیری بهبود یافته و مقاومت کششی نهایی

نشان داده   111آهن گاما به وضوح در سطح   (FCC) وجود ریز تخلخل ها با اشکال و ابعاد مختلف باشد ، از این رو غلظت ساختار مکعب صورت محور  حالت شکل پذیری و

 .شده است
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A B S T R A C T  
 

 

Today, the charpy impact test is required as a general quality control test in various industries. Several 

industrial standards have been formulated to perform the test accurately. It is important to determine the 

dynamic fracture energy in the charpy impact test and its relation to the fracture toughness through semi-
empirical equations. In the present study, the charpy impact test on AZ31 magnesium alloy with standard 

ASTM E23 sample size is measured by the effect of groove depth, temperature and angle of groove on 
fracture energy. Taguchi and L18 arrays have been used to design the experiments and obtain the optimal 

state according to the number of factors studied. The effect of each input variable on the target parameter 

was analyzed by using ANOVA and the values of input parameters were extracted to maximize the 
amount of fracture energy by signal to noise method. The results showed that the groove depth has the 

greatest effect on the fracture energy and decreased with increasing groove depth. Also the best 

combination to maximize fracture energy was obtained in the non-grooved sample at -10 °C with a 
groove angle of 60 °. 

doi: 10.5829/ije.2020.33.12c.13 
 

 
1. INTRODUCTION1 
 
Today, one of the strongest alloys in the industrial is 

AZ31 magnesium alloy [1]. Its high strength to weight 

ratio, coupled with the old natural features, make it 

attractive for aircraft construction applications [2]. 

Impact testing is one of the standard methods for 

determining the fracture energy of materials caused by 

dynamic stress [3]. The basis of the impact testing is the 

determination of the amount of energy needed to break 

the component [4, 5]. The information obtained from this 

test is very useful in understanding how the strength of 

materials in real applications [6]. The purpose of the 

impact testing is to simulate actual conditions in an 

attempt to prevent failure and to predict the failure of the 

sample [7]. Two of the most important and common 

methods of impact testing are the two methods of Izod 
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and Charpy [8, 9]. The two methods differ only in how 

the samples are placed in the impact tester [10]. The 

behavior of the material against the instantaneous load 

(impact) is very different from the similar static load 

(tension) [11]. Impact testing is a good criterion for 

determining and classifying different plastics tendency 

for crisp behavior [12]. Given that several factors are 

involved in empirically determining the energy of sharp 

fracture (primary groove angle, groove depth, groove 

root radius, Exit the center of groove relative to the center 

of mass of the hammer, sample cross-section dimensions, 

radius and spacing of supports, geometry and velocity 

Hammer blow and primary groove making method). It is 

important to study the changes in these parameters and 

quantify the effect of these changes on the measured final 

energy [13, 14]. The charpy impact test as a general 

quality control test in various industries is required and 
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several industrial standards have been accurately 

formulated to perform this test [15]. 

Druce et al. [16] investigated the effect of groove 

geometry and its behavior at different temperatures on 

the charpy impact experiment in stainless steel. They 

used a cast stainless steel sample containing 25% delta 

ferrite for testing, which resulted in the optimal 

determination of the sample for fracture toughness and 

energy. Sidener et al. [17] investigated the numerical 

study of fracture energy of charpy impacted samples for 

groove depth, groove angle, and groove radius on three 

point bending test samples in two types of U and V 

grooves. They used a pressure fracture tensile method to 

start the modeling, which stated that the results of the 

fitting width were 2.5 mm, which is consistent with the 

experimental results of other researchers. Barati et al. 

[18] have experimentally and numerically investigated 

the influence of the depth and radius of the U-shaped 

groove on the value of J-integrals in a three-point bending 

experiment. They used Elastic-Plastic to study the 

fracture behavior of cracked parts in specimens with high 

radius of plastic around the crack, which are the results 

of two J-integral parameters and the crack tip 

displacement as the fracture parameter. Salavati-Pour et 

al. [19] experimentally and numerically investigated the 

effect of groove depth and radius on the force applied in 

a three point bending experiment on graded steels that 

perform austenitic stainless steel and carbon steel. The 

root radius parameters of the gap are from 0.2 to 2 mm 

and the gap depth from 5 to 7 mm. They presented 

simulation results with empirical process experiments in 

high compatibility complex loading mode. Hossein-

Zadeh et al. [20] experimentally investigated the effect of 

groove depth in charpy impact testing on API X65 steel, 

the results of which were used in the pipeline industry 

and provided a equation  for groove depth and fracture 

energy, which is linear. 

The presence of geometrical discontinuities, such as 

grooves or holes in an object, cause an uneven 

distribution of stress around it or the same concentration 

of stress, which is the main reason for the less stress of 

the applied failure than the theoretical failure stress; 

therefore, the harmful effect of cracks, the increase in 

local stress, and the emergence of a three-dimensional 

stress state in front of the crack root, which is loaded 

under plane strain conditions. It is important to determine 

the dynamic fracture energy in the Charpy impact test and 

its relation to the dynamic fracture toughness through 

semi-empirical equation. In recent years, the U and V 

grooves have received much attention due to large radius 

of plastic zone around the groove. 

Due to extensive research done on the charpy impact 

test, no research was conducted on the design of 

experiments to investigate the failure energy. For this 

purpose, in the present study, at first, different variables 

of Charpy test including groove depth, temperature and 

angle of groove were investigated. Experimental design 

based on Taguchi method with L18 array was designed 

by Minitab software and the effect of groove depth, 

temperature and angle on AZ31 magnesium alloy 

fracture energy was analyzed and the optimum case is 

presented. 

 

 

2. MATERIALS, EQUIPMENT AND TESTS 
 

2. 1. Materials and Equipment         AZ31 magnesium 

alloy is a thermal alloy and is commonly used in the 

manufacturing of components such as body panels and 

aircraft wings in the aerospace industry. The materials 

selected in this study were AZ31 magnesium alloy with 

dimensions of 55 mm×10 mm×10 mm. Using the 

quantmetric test, the chemical composition and 

mechanical properties of the AZ31 magnesium alloy 

from are shown in Tables 1 and 2, respectively. 

To prepare samples from the raw material, the parts 

are subjected to a machining process. The size, tolerance, 

and groove characteristics are notable features in the 

fabrication of the samples as shown in Figure 1, 

American society for testing and materials (ASTM E23) 

charpy impact test. Sample machining after the final heat 

treatment, all machining and sealing steps are performed. 

Unless the impact characteristics of the samples before 

heat treatment and after are proved to be exactly the 

same. The groove should be perfectly flat, and since the 

change in the test results is highly influential; it is 

necessary to observe the transitions given in Figure 1. 

 

 
TABLE 1. Chemical Composition of AZ31 Magnesium Alloy 

Element Wt (%) 

Mg Bal 

Al 2.45 

Zn 0.92 

Mn 0.31 

Cu 0.006 

Ni 0.002 

Si 0.07 

Fe 0.023 

 

 
TABLE 2. Mechanical Properties of AZ31 Magnesium Alloy 

Mechanical Properties Value 

Yield Strength (Pa) 172× 106 

Ultimate Tensile Strength (Pa) 244× 106 

Elasticity Modulus (Pa) 34× 106 

Total Elongation (%) 16.7 
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It has been proven that high surface smoothness is not 

necessary, but a 2 µm surface finish is required for the 

grooved and opposite surface and 4 µm for the other 

surfaces. The groove can be struck in any way, but it must 

be careful not to damage the surface of the whole (the 

starting point of the sample failure). 

Sample grooves can be pressed or machined 

(Chevron groove V-shape) according to API 5L3 

standard, which is created by a wire cut machine and 

electric discharge machine. The pressing groove created 

in the laboratory by pressing the sample is sharp enough 

and there are no residual stresses in the groove tip and 

also the type of groove can affect the fracture start 

energy. In this research, the grooves were created by wire 

cut machine on the samples. Samples were with standard 

dimensions of 55×10×10 mm and grooves with angles of 

45 to 60 degrees (18 samples with a difference of 15 

degrees), groove depths of 0 to 10 mm (18 samples with 

2 mm differences) and temperatures of (-10 to +10 °C) 

using liquid nitrogen and boiling water bath (18 samples 

with difference of 10 °C). 

In order to achieve the objectives of the study, 90 

charpy samples were selected in 18 groups of 5. The 

impact test was performed using the charpy Gant impact 

machine shown in Figure 2 with a capacity of (25 J and 

40 J) with a C-shaped impactor, an 8 mm radius hammer 

at 23 °C. 
 

 

 
Figure 1. Standard Sample Dimensions of Charpy Impact 

Test 
 

 

 
Figure 2. Charpy Gant Impact Machine 

2. 2. Experimental Design Method        The Taguchi 

method was used to design the experiments. In the 

present work, the factors that are important and 

controllable in the process of charpy impact testing and 

are considered as input factors in the experiments are 

groove depth (mm), temperature (°C) and angle 

respectively (degree). The range of values used in the 

design of the experiments is shown in Table 3. 

In Table 4, considering the different levels of the three 

factors of groove depth, temperature and angle of the 

groove, the experiments were designed by Taguchi 

method and empirical process experiments were 

performed in 18 experiments. Then, a total mean failure 

energy response was calculated. In the following, the 

results of the experiments for each response are analyzed 

and the effect of each factor on the responses is analyzed. 

Table 5 illustrates the experiments designed by the 

Taguchi method. With respect to the L18 array used, no 

duplication experiments were performed in Table 5, 

which is one of the reasons for the reduction in the cost 

of experimental work in the design of the experiment. 
 

 

3. RESULTS AND DISCUSSION 
 

By designing the experiments according to the L18 array 

and performing the empirical experiments, the fracture 

energy values were extracted in Table 6 and by using 

ANOVA, Taguchi signal to noise and response surface 

diagrams, the effect of groove depth parameters, 

temperature and angle of groove on fracture energy, were 

investigated. 

 

3. 1. Charpy Impact Test Results              After 

preparing the specimens for use with the charpy impact 

testing machine, the samples were first used with wire cut 

to create groove depth and groove angle. Temperature 

changes were based on the parameters to reduce the 

temperature using liquid nitrogen and boiling water bath 
 

 

TABLE 3. Range of Sharp Process Input Factor Values 

High Low Symbol Factor 

10 0 H Groove depth (mm) 

10 -10 T Temperature (°C) 

60 30 A Angle of groove (degree) 

 

 

TABLE 4. Levels for the Factors in the Experiments 

6 5 4 3 2 1 
level 

Factor 

10 8 6 4 2 0 Groove depth (mm) 

- - - 10 0 -10 Temperature (°C) 

- - - 60 45 30 Angle of groove (degree) 
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TABLE 5. Experiments the Taguchi L18 array 

Angle of groove 

(degree) 

Temperature 

(°C) 

Groove depth 

(mm) 
Ex 

30 -10 0 1 

45 0 0 2 

60 10 0 3 

30 -10 2 4 

45 0 2 5 

60 10 2 6 

30 -10 4 7 

45 0 4 8 

60 10 4 9 

30 -10 6 10 

45 0 6 11 

60 10 6 12 

30 -10 8 13 

45 0 8 14 

60 10 8 15 

30 -10 10 16 

45 0 10 17 

60 10 10 18 

was used to increase the temperature. Empirical 

experiments were performed at room temperature and 

completely identical conditions. Samples were prepared 

for each parameter five samples in 18 groups. The 

reported fracture energy is an average of five samples 

based on Joules. The experimental results are shown in 

Table 6. 

According to Table 6, the Sharpe impact test was 

repeated 5 times for each sample and the average failure 

energy was obtained. It should be noted that the testing 

of the specimens was initially performed with a capacity 

of 25 Joules sharp impact machine, but the non-grooved 

sample exhibited a fracture energy greater than 80% 

capacity, so the experiment was repeated with a capacity 

of 40 Joules machine and the results were reported. This 

device has a power display system and can digitally read 

the sample failure energy from its monitor screen. All 

samples of charpy impact test have been broken, 

indicating the correctness of the test. 

 

3. 2. Analysis of Variance           An analysis of variance 

is an important method for analyzing the effect of 

determinants on a response [21]. Statistical analysis of 

variance was performed to investigate whether process 

parameters had a significant and statistically significant 

effect on fracture energy. The F-value and percentage 

share    for   each    parameter    indicates    which    input 

 

 
TABLE 6. Experimental Results of the Charpy Impact Test 

Average fracture energy (J) Sample 5 Sample 4 Sample 3 Sample 2 Sample 1 Ex 

20.90 21.90 21.37 21.54 20.68 21.85 1 

20.70 21.30 21.04 21.10 20.98 21.12 2 

20.80 20.57 20.8 20.90 20.95 20.78 3 

10.87 10.93 10.85 10.68 10.78 11.10 4 

10.74 10.65 10.45 10.35 10.12 10.42 5 

9.95 9.90 9.97 9.92 10.10 9.98 6 

5.98 6.17 6.03 5.89 6.10 6.03 7 

5.63 5.70 5.67 5.61 5.72 5.69 8 

5.36 5.41 5.43 5.38 5.49 5.51 9 

3.37 3.42 3.39 3.45 3.21 3.53 10 

3.18 3.10 3.13 3.21 3.07 3.12 11 

3.08 3.01 3.02 2.98 2.89 3.09 12 

1.66 1.71 1.69 1.78 1.63 1.69 13 

1.51 1.48 1.48 1.43 1.49 1.53 14 

1.30 1.21 1.27 1.29 1.25 1.32 15 

0.89 0.80 0.82 0.76 0.87 0.78 16 

0.64 0.61 0.62 0.59 0.63 0.64 17 

0.57 0.63 0.58 0.59 0.61 0.53 18 
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parameters and how much they contribute to the 

response. To investigate the effect of parameters on the 

mean fracture energy of the mean, ANOVA using P-

value was used. The P-value indicates the occurrence of 

the first type of error [22]. A P-value less than 0.05 

indicates a significant effect of the parameter on the 

response [23]. For the accuracy of analysis of variance, 

the distribution of data must be normal. Figure 3 is a 

probability distribution graph for the response values 

where the distribution of points around the diagonal line 

represents the normality of the data distribution. The 

obtained results clearly show the effect of each factor 

separately and interoperable on the mean failure energy 

function model presented in Table 7. Among the two 

factors, the groove angle factor had the smallest effect on 

the response variations, while the groove depth factor had 

a significant effect on the mean failure energy response 

function. 

The adequacy of the R2 model was 99.99%, which is 

acceptable. The R2 parameter indicates the adequacy of 

the  model,  which  indicates  the  correct  estimation  of 

the data with the model. Equation (1) is used to calculate 

R2: 

R2 = 1 −
SSError

SSTotal
 = 

SSRegression

SSTotal
 (1) 

In this respect, SSError is the sum of squares caused by 

error, regression is the sum of squares caused by 

treatments, and SSTotal is the sum of squares corrected. In 

Equation (2) the failure energy regression model was 

presented: 

E = 21.3611 + 0.0 H1 - 10.6467 H2 - 15.36 H3 

- 17.89 H4 - 19.59 H5 - 20.3967 H6 + 0.0 T1 

- 0.2933 T2 - 0.5133 T3 + 0.0 A1 + 0.0233 A2 

- 0.09 A3 

(2) 

Influence of input factors and their values are presented 

in Tables 7 and 8 which had the greatest effect on groove 

depth with  96%  contribution and then temperature with 

 

 

 
Figure 3. Normal Distribution Probability Diagram for 

Fracture Energy 

TABLE 7. Analysis of Variance for Charpy Impact Test 

P F MS SS DF Source 

0.000 8884.53 98.890 890.008 9 Regression 

0.000 15977.09 177.834 889.169 5 H 

0.000 35.75 0.398 0.796 2 T 

0.207 1.93 0.021 0.043 2 A 

  0.011 0.089 8 Error 

   890.097 17 Total 

R-Sq(pred)= 99.95% R-Sq= 99.99% R-Sq (adj)= 99.98% 

 

 
TABLE 8. Signal to Noise Analysis Results of Charpy Impact 

Test 

A T H Level 

11.6392 12.7248 26.4728 1 

11.9793 11.8465 20.3549 2 

12.2821 11.3293 15.1247 3 

  10.0383 4 

  3.34635 5 

  -3.53578 6 

A3 T1 H1 Optimum level 

 

 

4% and finally groove angle had zero degree percent 

fracture energy on sample. 

 

3. 3. Signal to Noise Analysis and Main Effects of 
Parameters For Charpy Impact Testing         Sharp 

impact tests were performed on laboratory samples by 

measuring the depth of groove failure. The average 

failure energy of 5 samples was then obtained from each 

groove depth as shown in Table 6. 

By incorporating charpy impact test results into 

Minitab software and signal to noise analysis data into 

the larger is better method (since it aims to increase the 

failure energy of the samples). The results of the main 

effects of the parameters and the signal to noise are 

shown in Figure 4 and Table 7. Table 8 also shows the 

order of parameters by degree of impact. 

Figure 5 illustrates the interaction effects on fracture 

energy. According to the values obtained from the 

analysis of variance and the diagrams of Figure 5, only 

two factors of groove depth and temperature were 

observed. According to the signal to noise results, the 

groove depth is the most effective parameter on the 

charpy impact test of the AZ31 samples, which decreased 

with increasing depth of groove energy of the samples 

fracture and signal to noise ratio. As the groove depth 

increases, the fracture energy of the sample is 

significantly reduced. This can be attributed to the 
 



2526                                  M. R. Maraki et al. / IJE TRANSACTIONS C: Aspetcs  Vol. 33, No. 12, (December 2020)   2521-2529 

 

 
Figure 4. Main Effects Of Parameters For Fracture Energy 

 

 

 
Figure 5. Diagram of Interaction of Factors on Fracture 

Energy 

 

 

approach of the groove on the sample with neutral 

filament in the sample, which in experiment 1 (without 

groove) had the highest fracture energy, which caused the 

groove on the sample to weaken the sample and reduce 

its strength. The results of Table 7 showed that 

temperature is the second most effective parameter on the 

fracture energy of the specimens which decreases with 

increasing temperature, charpy impact test and signal to 

noise ratio. The reason for this can be stated that with 

decreasing temperature, contraction is created within the 

material and the grains approach each other and are 

pressurized to each other. For this reason, the failure 

energy for negative temperature samples is higher than 

for high temperature samples. According to the results 

presented in Table 7, the parameter that had the least 

impact on the fracture energy is the groove angle. As the 

groove angle increases, the fracture energy and signal to 

noise ratio increase. In other words, the best level for the 

groove angle is 60 °C. The reason for this can be claimed 

to be the departure of the groove tip from the neutral 

thread. 

 

 

4. RESPONSE LEVELS 
 

Another evaluation that can be made of the influence of 

process parameters on output parameters is the use of 

three dimensional response surface graphs. In the plots, 

two parameters are changed and the other parameter is 

kept constant. Three dimensional surfaces for groove 

depth, temperature, and angle are shown in Figures 6-8. 

Figure 5 shows that with decreasing depth of fracture 

energy increases and with decreasing temperature in the 

test specimen it is higher than the temperatures. 

 
4. 1. Optimization With Taguchi Method       Taguchi 

method uses the signal to noise  ratio to optimize. The 

term "signal" represents the desired effect for the output 

characteristics and the term "noise" stands for the 

undesirable effect for the output characteristics. Since the 

 

 

 
Figure 6. Three dimensional Diagram of the Effects of 

Groove Depth and Temperature on Fracture Energy 
 

 

 
Figure 7. Three dimensional Diagram of the Effects of 

Groove Depth and Groove Angle on Fracture Energy 
 

 
 

 
Figure 8. Three Dimensional Surface Diagram for the 

Effects of Groove Angle and Temperature on Fracture 

Energy 
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goal in this paper is to achieve more fracture energy, the 

larger is better of the signal to noise  ratio was used. The 

larger is better equation  is shown in Equation (3): 

𝑆
𝑁⁄ = −10 𝑙𝑜𝑔10 [

1

𝑛
(∑ 𝑦𝑖

2𝑛
𝑖=1 )]  (3) 

Yi is the response value measured in the i-th experiment 

and in the number of iterations per experiment. The 

signal to noise ratio values calculated from Equation (3) 

are presented using the results given in Table 7. 

According to the signal to noise results in Table 9, the 

level of parameters having the highest signal to noise 

ratio is the optimal level. In the main graph, the deviation 

from the horizontal line indicates the greater impact of 

the process parameter on the response variable. 

 

 
TABLE 9. Signals to Noise Results 

S/N Ex 

26.5961 1 

26.4609 2 

26.3613 3 

20.7086 4 

20.3823 5 

19.9739 6 

15.6063 7 

15.0717 8 

14.6960 9 

10.6040 10 

9.9109 11 

9.6001 12 

4.5577 13 

3.4052 14 

2.0761 15 

-1.7237 16 

-4.1522 17 

-4.7314 18 

 

 

5. CONCLUSION 
 

In this study, the effect of three groove depth, 

temperature, and groove angles on the fracture energy of 

the charpy impact test in AZ31 magnesium alloy was 

investigated. For this purpose, first, using Taguchi 

method, experiment design was performed. For this 

purpose, 90 samples were prepared in 18 groups of 5 and 

then the experimental results were extracted. The fracture 

energy of the samples was then obtained by performing a 

charpy impact test on the fabricated samples. The average 

failure energy of the five samples was then calculated for 

each groove depth and the equation  between the Charpy 

failure energy; the changes of the three factors were 

determined. Using the normal probability distribution 

graph, the normality of the data distribution was 

confirmed. Then, the effect of factors on each of the 

responses was investigated by drawing diagrams of main 

and interaction effects. The summary of results are: 

1. According to the S/N ratio, the best combination 

values for maximizing fracture energy in a non-

grooved sample are -10 °C and a groove angle of 60°. 

Also the groove depth factor has the greatest impact 

on fracture energy. 

2. ANOVA analysis showed that the greatest impact 

was the groove depth with 96% and then the 

temperature with 4% and finally the groove angle on 

the sample with 0° percent fracture energy. 

3. Depth of groove and temperature have a significant 

impact on the fracture energy of the charpy impact 

test. By increasing the groove depth or increasing 

temperature, the fracture energy decreased. But 

regarding the effects of the groove angle due to the 

very small amount of fracture energy changes due to 

the groove angle it can be said that the effect of this 

factor is not significant compared to the other two 

factors. Concerning the interaction, it can be said that 

the interaction of parameters is not significant in 

affecting the failure energy response function. 

4. Regarding the effect of parameters on the fracture 

energy uniformity, it can be said that the results of 

analysis of variance showed that the groove depth had 

the greatest effect on the uniformity of the transverse 

strain distribution after which the temperature had the 

greatest effect but the groove angle distance was 

almost ineffective. But the main effect diagrams 

showed that the variations of the fracture energy 

value were very small in the range of parameter 

changes and the effect of the parameters cannot be 

judged on the basis of the main effect diagrams. As 

for the interaction of parameters, the effect of groove 

depth, temperature, partly the interaction of groove 

depth and groove angle, on the transverse strain 

uniformity. 
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Persian Abstract 

 چکیده 
تست کنترل کیفیت عمومی در صنایع مختلف مورد نیاز است و چندین استاندارد صنعتی برای انجام دقیق این آزمون تدوین شده است.  به عنوان یک  ضربه شارپی  امروزه تست  

بر    ارپیشضربه    تستی و ارتباط آن با چقرمگی شکستگی از طریق روابط نیمه تجربی بسیار مهم است. در مطالعه حاضر،  پتعیین انرژی شکستگی پویا در آزمایش ضربه شار

 هایآرایه  و  تاگوچیروش  با استفاده از عمق شیار، دما و زاویه شیار بر انرژی شکستگی اندازه گیری شده است. از   ASTM E23 با اندازه استاندارد AZ31 آلیاژ منیزیمروی  

L18 ده شده است. تأثیر هر متغیر ورودی در پارامتر هدف توسطبرای طراحی آزمایش ها و بدست آوردن حالت مطلوب با توجه به تعداد فاکتورهای مورد مطالعه استفا 

ANOVA ز استخراج شد. نتایج  مورد تجزیه و تحلیل قرار گرفت و مقادیر پارامترهای ورودی برای به حداکثر رساندن مقدار انرژی شکست با استفاده از روش سیگنال به نوی

یابد. همچنین بهترین ترکیب برای به حداکثر رساندن انرژی شکست در  ستگی دارد و با افزایش عمق شیار کاهش میدهد که عمق شیار بیشترین تأثیر را در انرژی شکنشان می

 .درجه به دست آمد 60درجه سانتیگراد با زاویه شیار  -10نمونه غیر شیار در 
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A B S T R A C T  
 

Many legged robots have been designed and built by universities, research institutes and industry; 

however, few investigations regard energy consumption as a crucial design criterion. This paper presents 
a novel configuration for legged robots to reduce the energy consumption. The proposed leg can be either 

used as a single leg or easily attached to bodies with four, six and eight legs. This mechanism is a parallel 

four-bar linkage equipped with one active and four passive joints. In fact, the usage of the passive 
elements leads to simple feed-forward control paradigms. Moreover, another distinctive feature of this 

design is the arrangement of one-way clutches and flat springs to store the potential energy for utilizing 

it in the next step. A locomotion prototype of the proposed mechanical structure is built and its simulation 
is also presented in this paper. Comparing the results with other structures demonstrates the superiority 

and efficiency of this work regarding energy consumption problem. 

doi: 10.5829/ije.2020.33.12c.14 

 

 
1. INTRODUCTION1 
 
Multi-legged robots exhibit many advantages over 

wheeled and tracked counterparts on natural terrains. 

However, current implementations have the disadvantage 

of achieving poor energy efficiency along with the fact 

that walking robots are relatively complex compared to 

the wheeled and tracked robots [1-5]. In other words, the 

energy consumption plays a key role in the design and 

development of walking robots in regard to not only 

electronics systems and control algorithms but 

mechanisms as well [6]. Different approaches have been 

employed by a number of researchers to enhance the 

energy efficiency for the multi-legged robots [7-11]. One 

of these techniques is the employment of energy storage 

devices to recover the energy. Alexander [12] and Shin 

and Streit [13] are among the first investigators who used 

the springs to decrease the power demand in the legged 

robots. A 2D monopod, which uses leg and hip 

compliances has been designed [14] and implemented in 

[15]. This plan saves the energy in the leg and hip 

actuators and presents more efficient locomotion. Linear 

rotational springs have been implemented to store and 
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release the kinetic and potential energy of the body and 

legs during each gait cycle for multi-legged walking 

vehicles [16]. Furthermore, series of elastic actuators 

have been implemented for biped robots in order to store 

a part of the impact energy, preserving the gait efficiency 

and stability [17,18]. Hyon and Mita [19] have proposed 

a one-legged running robot that contains an articulated 

leg, two hydraulic actuators as muscles and a tensile 

spring as a tendon. Iida and Pfeifer [20] have described a 

four-legged robot model and successfully applied the 

elastic materials for making efficient the rapid 

locomotion. In an under actuated one-legged hopping 

robot model has been proposed for researching the 

utilization of the elastic energy of flexible mechanical 

systems, repeatedly [21]. Scarfogliero et al. [22] have 

implemented compliant joints and elastic elements to 

store the energy in bio-inspired legged robots. A 

completely passive model has been introduced in 

literature [22] to reuse a part of the impact energy. He and 

Geng have studied the design and the applications of 

elastic underactuated mechanisms for improving the 

energy efficiency of a one-legged hopping robot [23]. In 

[24], spring clutches have been utilized in all active leg 
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joints to absorb unused kinetic energy (maximum torque) 

and transmit it to the joints. Gürel et al. [25] have studied 

the trade-off between the cycle time and the energy 

consumption of a robot that produces identical parts in a 

robotic cell for loading and unloading of machines. A 

task energy characteristic model has been suggested by 

Cao et al. [26] as a polynomial function of the feedrate 

override to forecast the energy consumption of the 

polishing process. Sun et al. [27] have addressed an 

energy efficient robotic assembly line balancing problem 

with some criteria to minimize both the cycle time and 

total energy consumption. A mathematical model of the 

total energy consumption of cycle pick-and-place tasks, 

which considers operating motion and homing motion of 

a given trajectory with different joint configurations has 

been investigated by Feng et al. [28]. 

From this literature survey, it is obvious that 

improvement of the energy efficiency is an important 

factor, especially for the legged robots. Here, in an 

attempt to reduce the energy consumption via applying 

elastic springs and decreasing the number of actuators, a 

parallel four-bar linkage is proposed for the leg of the 

walking robots. In this model, there are four passive 

joints and only one active joint. A motor is installed on 

the location of the active joint and used to move the leg 

vertically. Further, the kinetic energy of the leg is stored 

as the elastic potential energy in the flat springs and 

applied to move it to forward. To the best of authors’ 

knowledge, this is the most successful work to consider 

the energy-efficient problem for multi-legged robots, and 

conduct and implement experiments in a real-life 

environment. 

The rest of the paper is organized as follows. Section 

2 deals with mechanical design of the proposed one-leg 

model. The dynamical motion equations are explained in 

Section 3. Experiments and simulation results in the 20-

sim software environment are compared in Section 4. 

Some concluding remarks are made in Section 5. 

 

 

2. MECHANICAL DESIGN 

 

The proposed leg is an ultra-lightweight mechanism and 

can be either used as a single leg (as a test-bed for general 

robotic research) or combined in quadruped, hexapod or 

octopod constructions (Figure 1). This model is a parallel 

four-bar linkage that has one active and four passive 

joints, i.e. the first, second, third and fourth joints’ axes 

are parallel to each other and perpendicular to the fifth 

joint’s axis (Figure 2). The first, second, third and fourth 

links are about 150 mm, 100 mm, 100 mm and 150 mm 

long, respectively. This skeleton is made of the Delrin rod 

with an easy snap-in system construction. The overall 

weight of the leg is about 500g. Furthermore, a motor is 

installed on the location of joint 3 and used to move the 

leg vertically. This motor is rated at 20 W (MAXON DC 

motor), coupled through a one stage 4.8:1 planetary gear 

head and has a three-channel encoder (MAXON 

HED_5540 encoder). When link 2 moves, then link 3 will 

rotate parallel to it around joint 4. A series of mechanisms 

is prepared on the location of joint 4 to store and transfer 

energy via the created torque on this joint.  

At first, when the leg is going up by the motor, the 

first one-way clutch between the shaft and helical gear 1 

does not transmit any torque (Figure 3). However, when 

the leg is going down, then the power is transmitted to 

the helical gears (ratio 2:1) through this clutch. In this 

situation, the second one-way clutch between the support 

and the shaft allows the shaft to rotate (similar to Figure 

3), and the impact and  kinetic energies of the leg will be 

stored as elastic potential energy in the flat spring set 

(Figure 2). During this locomotion, the gear lock 

mechanism is locked, and only when the leg is near the 

maximum height, this mechanism is opened by a cable, 

 

 

 
(a) Used as a test-bed for general robotic researches 

 
(b) Attached to a multi-legged body 

Figure 1. Different applications of the proposed leg 
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(a) Front view 

 
(b) Back view 

Figure 2. An overview of the proposed leg 

 
 

 
Figure 3. Structure of a one-way clutch with a gear and a 

shaft 
 

and the elastic potential energy is released. Via two spur 

gears (ratio 1:1); this power will be transferred to rotate 

the leg to forward. 

 

 

3. MATHEMATICAL MODELLING AND DYNAMICAL 
MOTION EQUATIONS 
 
Figure 4 shows a simple configuration of the robot model 

(four links and five joints) that we use to represent a 

single leg of our walking robot. In this figure,    and    

represent the angles of link 2 with respect to  x  and z   

axis, respectively . 

In order to derive the mathematical dynamic 

equations of the model, Lagrange’s formulation [29] is 

used: 

i

ii

Q
q
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L

dt
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
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
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
 

(1) 

where, PKL −=   is the Lagrangian function. K  and P
are the kinetic and potential energy functions, 

respectively. 
iq  denotes the generalized coordinate of 

the system, and 
iQ  represents the corresponding external 

force/torque  . 

Initially, it is supposed that the proposed leg is gone 

up by the motor; therefore, the generalized coordinate is 

=1q , and the corresponding external torque is 

mQ =1
 (

m  is the motor torque). Thus, the kinetic 

energy could be achieved by the following formulation: 


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Figure 4. Frame assignment of the leg model. Black circles 

denote the actuated joints (joint 3 is actuated by a motor and 

joint 5 actuated by flat springs) and white circles show the 

passive joints 
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where, i  indicates the link number, 
iv   is the velocity of 

the mass centre of link i  th. 
im  is the mass of link i th. 

Moreover,  
z

iJ  is the inertia moment of link i th with 

respect to rotation around z  axes. It is obvious that link 

1 has a pure transfer motion, and 211 ,0 lvJ z == . 

Links 2 and 3 have pure rotation motion and

 
3322

2

1
,

2
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lvlv == . That )4,3,2,1( =ili indicates the 

length of link i  th. Therefore: 
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Furthermore, the potential energy function can be 

computed as follows.   
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Finally, the equation of motion for the leg with respect to 

generalized coordinate =1q   results in: 
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(8) 

Secondly, it is supposed that the proposed leg is moved 

forward by the flat springs; therefore, the generalized 

coordinate is regarded as =2q , and the corresponding 

external torque is defined as 
sQ =2
 (

s  is the flat 

spring torque). Via a procedure similar to the first 

generalized coordinate, the motion equation of the leg for 

second generalized coordinate =2q  results to: 

s

yyyy CJJJJ  =++++ )( 4321
 (9) 

where, )4,3,2,1( =iJ y
i

 is the inertia moment of link i   with 

respect to axes y . C  is the coulomb friction coefficient 

of the spur gears. 
 

 

4. EXPERIMENTAL AND SIMULATION RESULTS  
 
Figure 5 shows the one-legged robot designed and built 

based on the leg model proposed in the previous sections 

at the Robotics and Mechatronics (RAM) group, 

University of Twente. Its main specifications are given in 

Table 1. Moreover, the simulation of this model is 

conducted in 20-sim-4.2 to reflect the essential 

characteristics of the real robot in the 3D environment. It 

consists of four links and five joints in which the third 

joint is actuated by a motor and the fifth joint is actuated 

by a spring (compare Figure 2 with Figure 6). In Figure 

6, a dynamical model of the one-legged robot is provided 

in the 20-sim 3D mechanics toolbox. Furthermore, 

Figure 7 shows a complete model of the proposed 

mechanism in the graphical editor environment of the 

software. Here, a spring and motor torque are used to 

actuate joints 3 and 5, respectively. Non-ideal gearbox 

mechanisms are applied to simulate planetary, spur and 

helical gears. Furthermore, to control the motor torque, a 

simple Proportional Derivative (PD) controller with 

coefficients and is implemented. The observations show  
 

 

 

 
Figure 5. One-legged robot prototype developed at RAM 

group, University of Twente, the Netherlands 
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TABLE 1. Specifications of the leg model 

Parameter Description Value 

1m  Mass of link 1 91.16 g 

2m  Mass of link 2 68.45 g 

3m  Mass of link 3 68.45 g 

4m  Mass of link 4 60.05 g 

1l  Length of link 1 293 mm 

2l  Length of link 2 220 mm 

3l  Length of link 3 220 mm 

4l
 

Length of link 4 193 mm 

C
 

Coulomb friction coefficient 0.07 

r  Radius of the rod for the skeleton 18 mm 

k  Flat spring constant 36.6 N/mm 

1  Spur gears efficiency 0.9 

2  Helical gears efficiency 0.8 

3  Planetary gear head efficiency 0.8 

g  Gravity acceleration 9.81 m/s2 

 

 

 
Figure 6. Proposed leg model in the three-dimensional 

mechanics toolbox of 20-sim software 
 

 

that the simulated dynamical locomotion is fairly 

comparable to the real one.Figure 8 illustrates the typical 

time responses of the joint angles which characterize the 

movement of the robot body. As shown in this figure, the 

motor brings leg up during 1s to about 25 degrees. Then, 

the leg will go down in about 1s. Furthermore, when the 

leg is near the maximum height, the elastic potential 

energy is realized, and the leg rotates forward at about 37 

degrees. Moreover, all angles go back to the beginning 

state of the of the leg step cycle, which ensures a periodic 

gain pattern. 

The observations in Figure 9 further validatee the 

previous simulation results. In this figure, the electrical 

energy transforms to the gravity potential and kinetic 

energies of the leg between 1s and 2s. During this 

 

 

 
Figure 7. A model of the proposed mechanism in the 

graphical editor environment of 20-sim 
 
 

 
(a) ten leg step cycles 

 
(b) one leg step cycle 

Figure 8. Time responses of the joint angles during different 

step cycles 
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locomotion, the gravity potential energy changes from a 

minimum value ( 0=P ) to a maximum value ( jP 15.0= ), 

and the kinetic energy oscillate between a minimum 

value ( 0=K ) and a maximum value ( jK 0021.0= ). The 

elastic potential energy of the flat springs modelled as 

linear springs is realized between 1.75s and 2s. After 2s, 

the gravity potential, kinetic and impact energies of the 

leg transform to the elastic potential energy of the spring. 

In the following, in order to complete our 

comprehensive behavior analysis, we compare our 

proposed structure with two other models in the term of 

the energy consumption. The first model shown in Figure 

10(a) has been used in References [30-32] (first 

structure). This model has two active joints and three 

passive joints. Besides, the second model illustrated in 

Figure 10(b) has been applied in References [33, 34] and 

has three active joints (second structure). In this two 

models, all actuated joints are activated by the electrical 

motors, whereas the proposed structure has two 

stimulated joints that one of them implements the 

  

 

 

 
Figure 9. Time responses of the energy of the leg during one 

leg step cycle with respect to the first generalized coordinate 

 

 

 
(a) First structure used in References [26-28] 

 
(b) Second structure utilized in References [29,30] 

Figure 10. Structures applied to compare with the proposed 

model. Black circles denote actuated joints and white circles 

represent passive joints 

 

 

 

potential energy saved in the flat springs, and only the 

other one has a motor. The main specifications of these 

models are determined similar to our model such that 

their torque demands are comparable. Figure 11 shows a 

complete 20-sim model of these mechanisms in the 

graphical editor environment. Table 2 illustrates the 

simulation results in terms of the energy consumption for 

three different models in the one  leg step cycle. From 

this table, we can see that our model can achieve an 

average of 2.5371 and 4.2897 times reduction for the 

energy consumption compared to the first and second 

structures, respectively. 

 

 

 
(a) First structure implemented in References [26-28] 
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(b) Second structure employed in References [29,30] 

Figure 11. 20-sim models of the compared mechanisms 

 

 
TABLE 2. Comparison of the energy consumption for the 

different models 

Model Energy consumption (J) 

First structure (Figure 10(a)) used in 

References [26-28] 
0.8924 

Second structure (Figure 10(b)) 

used in References [29,30] 

1.3346 

 

 

5. CONCLUSIONS  
 
The legged robots are preferred to the wheeled robots to 

move through environments which generally contain 

some irregularities. In such an environment, the legged 

robots offer better mobility than their wheeled 

counterparts. In the legged robot design, one of the most 

challenging problems is minimization of the energy 

consumption. A reduction in energy consumption results 

in robots thatcan not only travel more, but also require 

smaller actuators that typically yield a reduction in the 

robot’s weight and cost. The main objective of the 

present study is to minimize the energy consumption of 

the multi-legged robots through the storing and releasing 

of the kinetic and potential energy of the leg during each 

cycle. The passive and elastic elements have been 

adapted to strongly increase the robots performances and 

keep it simple and cheap. The dynamical modelling of the 

proposed one-legged robot has been provided in the 20-

sim 3D mechanics toolbox. Moreover, a real world 

sample of it has been successfully built at the Robotics 

and Mechatronics (RAM) group, University of Twente. 

The analyses of the results have demonstrated that this 

structure operates considerably better in terms of power 

demand in comparison with those introduced in the 

literature. 
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Persian Abstract 

 چکیده 
گونه این  یمصرف انرژروی    بر  یکم  نسبتاً  یقات حال، تحق  یناند. با او ساخته شده  یطراح  یعو صنا  یقاتیسات تحقوسمها،  توسط دانشگاه  یاریبس  پادارپا  دارای    یهاروبات 

ارائه شده است.  ها  در آن  ی کاهش مصرف انرژ  به منظور   پادار   پا دارای    یهاربات   ی براییدجد  یکربندیپ   ،مقاله  ین در ا  انجام شده است.  ی اساس  یار مع   یکبه عنوان    هاربات 

  ای یلهاتصال چهار م  یک  ،مزیمکان  ین. امتصل نمودچهار، شش و هشت پا    های دارایربات   به  یراحتبه   یاپا استفاده کرد    یکتوان به عنوان  ی را م  یشنهادیپ  ساختار مکانیکی 

  یگر د یکی ، ینابرشود. علاوهیم دهسا خورپس کنترل  یهایممنجر به پارادا یرفعالعناصر غ کارگیریبه. در واقع، است یرفعالمفصل فعال و چهار مفصل غ  یک مجهز به  یمواز

 مکانیزماز    یهنمونه اولیک  استفاده از آن در مرحله بعد است.    به منظور  پتانسیل  یانرژ  یرهذخ  یتخت برا  یطرفه و فنرهایک  یهاکلاچ  یدمانطرح، چ ینبارز ا  یهایژگیاز و

مصرف   از نقطه نظر کاهشرا    حاضر  کار  ییو کارا  ی، برترساختارها  یربا سا  یجنتا  یسهاست. مقا  دهمقاله ارائه ش  یندر ا  یزآن ن  ی سازیهساخته شده و شب  یشنهادیپ   یکیمکان

 دهد.ینشان م یانرژ
35.  
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A B S T R A C T  
 

 

Equal channel angular pressing (ECAP) process of AA7075 billet with the copper casing is 

comprehensively investigated. Firstly, ECAP process is simulated based on finite element method (FEM) 

in ABAQUS software and then is verified in comparison to the experimental data. The design of 
experiments using response surface methodology (RSM) is performed in order to investigate the 

processing parameters. The main effect of four considered parameters (channel angle, corner angle, 

friction coefficient and thickness of casing) on the maximum required force and strain was studied. Also, 
the regression models for estimating the maximum forming force and strain are represented in high 

reliability using analysis of variance (ANOVA). The results indicated that channel angle by 93.5% of 

contribution is the most effective parameter on the required forming force. It is concluded that the 
thickness of copper casing does not affect the forming force. Also, all terms of the presented regression 

model are effective on the strain value, according to the obtained results. Based on ANOVA results, 

channel and corner angel are the most effective parameters on the strain by 80 and 16% of the 
contribution, respectively. Also, the friction coefficient and the thickness of copper casing have almost 

no significant effects on the strain. 

doi: 10.5829/ije.2020.33.12c.15 
 

 
1. INTRODUCTION1 
 
Nowadays, the attention of researchers has been 

particularly attracted to the production of ultra-fine 

grained (UFG) structure, because of the physical and 

mechanical properties of these materials are significantly 

higher than ordinary materials [1]. In addition to high 

strength, the UFG materials have good deformation 

properties so that, even at the lower temperature and 

higher strain rates, they exhibit excellent superplastic 

properties [2]. In general, nanostructure materials are 

made by two main approaches of top-down and bottom-

up. In the first approach, the nanostructure is created by 

connecting atoms and molecules. In the second approach, 

the nanostructure is produced by applying severe plastic 

deformation (SPD) processes on the materials with large 

macroscopic dimensions and coarse grains [3]. In this 

method, due to applying strain to the material, its 

structure changes and it is possible to modify the 
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microstructure, reduce the grain size to the nanometer 

scale and improve the mechanical properties, especially 

the strength, without changing its apparent dimensions 

[4]. There are no limits on the applying of strain in these 

processes because the dimensions of the samples are 

remained constant and following that the achieving to 

high strain is easy in the material [5]. 

One of the SPD methods is the equal channel 

angular pressing (ECAP) for bulk materials. The die of 

this method consists of two channels with equal cross 

sections which have an intersection in the channel and 

corner angles. The schematic of the ECAP  process is 

shown in Figure 1. The billet is inserted from one side of 

the channel, and then it is guided into the channel by the 

punch and passes through it. The billet is bent when it 

passes through the intersection of two channels; hence 

the created strain in the sample is purely shear strain at 

this stage. Since the dimensions of the cross-section of 

the billet remain unchanged, the pressing may be 
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repeated several times to attain very high strains. Also, 

there is no possibility of cracking and fracturing of billet, 

because it is bound to the channel and a high hydrostatic 

stress is applied to the billet. One of the important 

parameters in the ECAP process is the amount of applied 

strain at each stage of deformation, which can be 

obtained as Equation (1) [6]. 

2cot( ) csc( )
2 23

eq

N    
 

+ + 
= + 

 

 (1) 

where Φ is the angle between the two channels, Ψ is the 

corner angle of intersection of two channels, and N is the 

number of passes. 

Yu et al. [7] studied the effect of fine-grained Al-Mg-

Si alloy on the mechanical and electrical properties in the 

ECAP process. They found that after the ECAP process, 

the mechanical properties and the electrical conductivity 

of samples were improved. Extruded ZK60 Mg alloy 

samples were processed in ECAP for four passes at 250 

°C by Dumitru et al. [8] The results showed a reduction 

in the grain size and forming of high angle grain 

boundaries. Also, there was a slight increase in the 

recrystallization temperature. The tensile test revealed 

that after four passes of ECAP, the elongation to failure 

had increased about twice as much as extruded 

specimens. The pure titanium samples were processed for 

four passes using the ECAP by Zhao et al. [9]. They 

found that the grain size has decreased from 25 μm to 150 

nm. Also, the results showed that hardness, tensile 

strength, and elongation to failure were significantly 

increased after the ECAP process. Goodarzy et al. [10] 

investigated the mechanical properties of 2024 Al alloy 

after the ECAP process. The hardness and yield stress of 

the samples were significantly increased. The ductility 

and work hardening exponent of the deformed specimens 

were decreased due to the formation of shear bands 

within the microstructure. Mostaed et al. [11] used the 

ECAP process in four passes for ZM21 Mg alloy. After 

the first stage of ECAP, they observed the UFG structure 

in the specimens. Also, the tensile test results revealed 

that the yield stress and the elongation to failure of 

samples were increased by the ECAP process. Tang et al. 

[12] investigated the effect of the ECAP process on the 

yield strength and elongation to failure of AZ80 Mg 

alloys. They concluded that the yield strength and the 

elongation to failure improved by 135% and 17% by 

ECAP process, respectively. Safari and Joudaki [13] 

studied the effect of performing the ECAP process at 

elevated temperature on the tensile strength of pure 

aluminum and aluminum alloy samples. Their results 

showed that high temperature reduces the tensile strength 

of AA6063 and pure Al samples by 5% and 12%, 

respectively. Djavanroodi et al. [14] investigated of the 

effect of channel angle and corner angle on the strain 

distribution behavior in the ECAP process. They 

introduced Ф=60° and Ψ=15° as optimal conditions for 

Punch

B
illet

Channel

 

Flow path
 

Figure 1. Schematic of a) before and b) after the ECAP 

process 
 

 

achieving uniform strain distribution. A proper die for the 

ECAP process was designed and constructed by 

Reihanian et al. [15]. The mechanical properties and 

deformation behavior of pure Al have been investigated. 

Also, the effect of the pass numbers on the microstructure 

of the material is discussed. The significant increase in 

hardness and yield stress has been observed after the 

ECAP process. 

Design of experiments (DOE) is one of the important 

issues in scientific researches to reduce the number of 

experiments, cost and time. Also, its purpose is 

simultaneous investigation effects of changing several 

parameters on an output variable and finding the optimal 

conditions. One the most important methods of DOE that 

are used in scientific studies especially in engineering 

investigations is response surface methodology (RSM). 

Lqbal et al. [16] studied the twist extrusion forming on 

the AA6082-T6 Al alloy. For this purpose, they used the 

RSM to investigate the effects of forming load, 

temperature, and number of passes on the tensile strength 

and hardness of samples. Balta et al. [17] obtained the 

relationship between the welding parameters of steel tube 

and their mechanical properties using the RSM. They 

studied the effects of friction pressure, friction time, 

b 

a 
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forging pressure and forging time on the tensile strength, 

elongation and petal crack length. The results showed 

that there is a little difference between the prediction 

results of RSM and the experimental results. Hasan-nejad 

et al. [18] used the RSM to examine the effects of blank 

holder force, die nose radius, punch nose radius, blank 

radius, and friction coefficients parameters on the 

forming load and thickness reductions of the produced 

brass-steel laminated sheets in the deep drawing process. 

They simulated the designed experiments by using the 

finite element (FE) model, which the obtained results 

showed a good correlation with the experimental results. 

Teimouri and Ashrafi [19] investigated the effects of die 

geometry and fluid pressure on the thinning ratio and 

punch force in the hydrodynamic deep drawing process 

of Al 7075. Also, they used the desirability approach to 

determine the desired parameters to achieve the 

minimum thinning and forming force simultaneously. 

The results indicated that the punch and die corner 

radiuses and fluid pressure have significant effects on the 

response parameters. Guo and Tang [20] used the RSM 

to determine the limiting sheet diameter in the deep 

drawing process to predict the early quality before 

production of samples. Also, it should be noted that the 

obtained results had a good correlation with the 

simulation results. 

Naseri et al. [21] experimentally investigated the 

ECAP process of 7075 aluminum alloys. They stated that 

some age-hardenable aluminum alloys are difficulty to 

process by ECAP at room temperature. In this case, to 

use a casing is a new idea in ECAP. They used a copper 

casing that has good frictional properties due to the 

possibility of cracking aluminum because of its 

undesirable frictional properties. They reported that by 

using of copper casing the required force forming is 

decreaced and the hardness is increased. 

The comprehensive investigation of a process 

especially when numerous parameters affect that process 

is experimentally difficult, costly and time-consuming. 

According to the literature, DOE methods can be 

effective in these situations. The comprehensive study of 

ECAP processes as one the most important UFG 

approaches seems to be necessary. For this purpose, the 

ECAP process of 7075 Al alloy with copper casing is 

simulated using a FEM model. The simulation process is 

verified in comparison to experimental results reported in 

literature [21]. The most important parameters are 

selected as input and their effects on the required force 

and strain were investigated using RSM. In fact, the aim 

and innovation of the present paper are a comprehensive 

study of the effect of important processing parameters of 

the ECAP process and the effect of using the casing for 

samples by the FEM-RSM couple method. It also 

provides optimal conditions for simultaneously 

achieving the minimum forming required force and the 

maximum strain.  So that such a comprehensive study 

was not seen in the literature. Therefore a comprehensive 

study is performed and helpful results are demonstrated 

using the combination of the FEM-RSM model. 

 

 

2. FINITE ELEMENT (FE) SIMULATION 
 

In order to investigate the effects of processing 

parameters and casing thickness on the maximum 

required force and the strain in ECAP process, the finite 

element software of Abaqus/CAE 6.12-3 was used. The 

die and punch were modeled as analytical rigid according 

to the presented dimensions in Figure 2. Deformable 

form is used to model samples that including billet and 

casing as shown in Figure 3. The AA7075 and copper 

have been utilized as the billet and casing in this process, 

respectively. The used Holloman equations for AA7075 

and copper are σ=642ɛ0.35 and σ=297ɛ0.443, respectively 

according to the experiments results reported in literature 

[22, 23]. Figure 4 shows the stress-strain diagram for 

AA7075 and copper. Also the properties of the AA7075 

and copper are given in Table 1. The friction coefficient 

is considered between aluminum billet and copper 

casing, because they should not have relative movement 

on each other during the ECAP process [21]. The billet 

and casing have been meshed using tetrahedral elements. 

The number of elements was selected based on the mesh 

sensitivity test and by considering the lower modeling 

time. The final sample after ECAP process respect to 

strain is shown in Figure 5.  

 

 

3. FEM VALIDATION 
 

In order to verify the simulation results of present study, 

the maximum force is compared to the experimental 

results of Naseri et al. [21]. The simulation conditions  
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Figure 2. Schematic geometry and dimensions of die and 

punch 
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Figure 3. Schematic geometry and dimensions of samples 

 

 

 
Figure 4. The stress-strain diagram of AA7075 and copper 

[22,23] 
 

 
TABLE 1. Mechanical and physical properties of materials 

[22,23] 

Materials 

Properties 

Yield 

stress 

(MPa) 

Ultimate 

stress 

(MPa) 

Young’s 

modulus 

(GPa) 

Density 

(kg/m3) 

Poisson’

s ratio 

AA7075 103 228 71.7 2810 0.33 

Cu 33.3 210 110 8930 0.343 

 

 

 
Figure 5. The FEM simulation of final sample after ECAP 

process respect to strain 
 

 

from literature [21] are given in Table 2. The comparison 

results are presented in Table 3. According to Table 3, 

the simulation results of present study have a good 

correlation with experimental results of Naseri et al. [21] 

and maximum difference between the experimental and 

simulation maximum force is almost 4.5%; therefore, the 

simulation of this study is highly authenticated. 

TABLE 2. Conditions of validation runs [21] 

Run t (mm) d (mm) D (mm) L (mm) 

R1 0 20 

20 140 

R2 1 18 

R3 2 16 

R4 3 14 

R5 4 12 

R6 5 10 

 

 
TABLE 3. Maximum force validation 

 Maximum force (kN) 

Run 
Experimental 

[23] 

Simulation 

(present study) 

Difference 

(%) 

R1 196 194 1.02 

R2 180 182 1.11 

R3 152 152 0.00 

R4 135 141 4.44 

R5 125 128 2.40 

R6 112 109 2.68 

 

 

4. RESPONSE SURFACE METHODOLOGY (RSM) 
 

RSM is one of the mathematical and statistical techniques 

that is used to optimize response variables in the presence 

of various factors. This method saves time and cost by 

reducing the number of experiments. Furthermore, the 

RSM accurately predicts the interactions of different 

independent variables that change at the same time on the 

response variable. Another advantage of the RSM is its 

non-linearity model, which improves the modeling 

accuracy. Therefore, in addition to evaluating the best 

level, this model finds the exact value that optimizes the 

design. The most recommended types of RSM designs 

are Box-Behnken and central composite designs (CCD). 

CCD is used for the design of experiments in this study 

[24-26]. Equation (2) shows the second-order polynomial 

for the RSM [27, 28]. 

 
(2) 

In Equation (2), y is the response variable, β0, βi, βii and 

βij are constants, linear, quadratic and interaction 

coefficients, respectively. xi and xj are the independent 

variables and ɛ is the statistical error. The correctness of 

regression model is determined using the R2 that obtained 

by analysis of variance (ANOVA). So that R2 to be closer 

to one, the model will be more efficient. 

In the present study, the angle between the two 

channels (Φ), the corner angle (Ψ), and friction 
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coefficient (µ) as ECAP process parameters and the 

thickness of casing (t) were considered as variable 

parameters. Their effects were investigated on the 

maximum force and strain distribution as the criteria in 

DOE approach by using FEM-RSM couple method. For 

this purpose, according to the processing and applicable 

conditions in the validated simulation, by applying lower 

and higher levels of variable parameters, according to 

Table 4 the experiments were designed in accordance 

with the CCD procuring 31 experiments using Minitab 

software as shown in Table 5. 

 

 
TABLE 4. The considered levels of variable parameters 

Parameters 
Levels 

Low High 

Φ (deg) 82.5 127.5 

Ψ (deg) 7.5 22.5 

µ 0.038 0.112 

t (mm) 1 3 

 

 

5. RESULT AND DISCUSSION 
 

The simulation process of ECAP samples was performed 

according to the design of experiments and the conditions 

set as Table 5. The obtained results for the maximum 

force and the strain are reported in Table 6. 

 

5. 1. Maximum Force 
 
5. 1. 1. Contribution            The contribution of each 

parameter on the maximum force is expressed based on 

the results of analysis of variance (ANOVA) tool of RSM 

method as Table 7. The results indicate that Φ is the most 

effective parameter on the maximum force and has a 

significant contribution of 93.5%. After Φ, µ and Ψ are 

the second and third effective parameters on the 

maximum force by contribution of 3.8 and 2.5%, 

respectively. Also, the results illuminate that t has not 

influence on the maximum force. 
 

 
TABLE 5. Design of experiments according to RSM 

 Parameters 

Run Φ (deg) Ψ (deg) µ t (mm) 

1 127.5 7.5 0.112 3 

2 82.5 7.5 0.038 1 

3 105.0 15.0 0.075 2 

4 82.5 7.5 0.038 3 

5 105.0 15.0 0.075 2 

6 127.5 7.5 0.112 1 

7 105.0 15.0 0.075 2 

8 105.0 15.0 0.075 2 

9 82.5 22.5 0.112 3 

10 105.0 15.0 0.149 2 

11 127.5 7.5 0.038 3 

12 82.5 22.5 0.038 1 

13 82.5 22.5 0.112 1 

14 127.5 22.5 0.038 1 

15 105.0 15.0 0.075 0 

16 105.0 15.0 0.075 4 

17 127.5 7.5 0.038 1 

18 82.5 7.5 0.112 1 

19 105.0 15.0 0.075 2 

20 60.0 15.0 0.075 2 

21 82.5 22.5 0.038 3 

22 105.0 15.0 0.075 2 

23 82.5 7.5 0.112 3 

24 105.0 0.0 0.075 2 

25 105.0 30.0 0.075 2 

26 127.5 22.5 0.038 3 

27 105.0 15.0 0.001 2 

28 127.5 22.5 0.112 1 

29 150.0 15.0 0.075 2 

30 127.5 22.5 0.112 3 

31 105.0 15.0 0.075 2 

 

 

TABLE 6. The results of the obtained maximum force and 

strain from FEM simulation 

Run Maximum force (kN) Strain (mm/mm) 

1 15.3 0.95 

2 49.6 1.82 

3 22.2 1.11 

4 50.3 1.82 

5 22.2 1.11 

6 15.7 0.82 

7 22.2 1.11 

8 22.2 1.11 

9 41.0 1.46 

10 29.5 1.33 

11 10.7 0.72 

12 47.9 1.12 

13 49.7 1.23 

14 11.0 0.75 

15 21.6 0.89 
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16 22.2 1.04 

17 13.0 0.72 

18 74.9 2.12 

19 22.2 1.11 

20 75.5 2.24 

21 39.2 1.28 

22 22.2 1.11 

23 72.9 2.25 

24 22.3 1.60 

25 20.6 0.88 

26 10.5 0.76 

27 18.3 1.02 

28 16.2 0.74 

29 7.4 0.63 

30 15.2 0.84 

31 22.2 1.11 

 

 

TABLE 7. Contribution of parameters on the maximum force 

Parameters Contribution (%) Rank 

Φ  93.5 1 

Ψ 2.5 3 

µ 3.8 2 

t 0.2 4 

 

 

5. 1. 2. Main Effect of Parameters          Main effect of 

considered parameters on the maximum force is shown 

in Figure 6. According to Figures 6(a) and 6(b), by 

increasing Φ and Ψ, the required force for the ECAP 

process is reduced. By increasing Φ from 75 to 100° and 

Ψ from 5 to 15° the maximum force decreases 48 and 

18%, respectively. By increasing Φ and Ψ, the sample 

flows through a less bending path; therefore, the lower 

forming force is needed. But as can be seen, with a further 

increase in Φ (from 125 to 150°) and Ψ (from 25 to 30°), 

the maximum force remains almost constant. In fact, 

increasing Φ and Ψ to a certain amount reduces the 

maximum force, due to the increase in ease of movement, 

and the further increase will not have much effect on the 

force. Also, Figure 6(c) illustrates that increasing µ 

increases the required force. By increasing µ, the 

maximum force is increased 48%. The contact between 

the sample and the channel justifies this occurrence. 

Increasing friction coefficient between the casing and the 

inner surface of the channel increases the forming force 

to confront with the friction force in the opposite 

direction. As shown in Figure 6(d), the t does not have 

significant effect on the forming force as the ANOVA 

results illuminated. 
 

5. 1. 3. Regression Model            Using the ANOVA 

results, the regression model to calculate the maximum 

force was obtained using Equation (3). 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6. Main effect of a) Φ, b) Ψ, c) µ, and d) t on the 

maximum force 
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2 2 2 2

264.7 3.530 2.57 357 6.97

0.01153 0.0150 1060 0.96 0.02529

2.57 0.0404 9.34 0.124 1.8

Maximumforce t

t

t t t

  

    

      

= − − + −

+ + + + + 

−  +  −  −  − 

 
(3) 

According to the ANOVA results, R2 value is 95.4%, that 

shows the obtained model is efficient and can be used to 

estimate the maximum force with high reliability. The P-

value results for each term of regression model of 

maximum force are presented in Table 8. According to 

the default error which is considered by Minitab software 

(i.e. 5%), a P-value smaller than 0.05 shows that the 

corresponding parameter has a significant contribution in 

the maximum force. In other words, a P-value larger than 

0.05 indicate that the corresponding parameter can be 

eliminated from the model due to its ineffectiveness. 

According to the results given in Table 8, t can be 

deleted among the linear terms and among the square and 

interaction terms, Φ2 and Φ˟Ψ have significant 

contribution, respectively and the other terms can be 

ignored. Finally, the regression model is presented using 

Equation (4). 

2

264.7 3.530 2.57

357 0.01153 0.02529

Maximumforce  

   

= − −

+ + + 

 
(4) 

 

5. 1. 4. Interaction Effects of Parameters          Since 

Φ˟Ψ had a significant contribution, the interaction effect 

of Φ and Ψ on the maximum force is investigated in 

Figure 7 by surface and contour plots. The results 

indicate that in all values of Ψ, the force decreases by 

increasing Φ, but the effect of Φ is more significant in the 

 

 
TABLE 8. Obtained P-value for terms of regression model of 

maximum force using the ANOVA 

Terms of regression model P-value 

Φ 0.000 

Ψ 0.016 

µ 0.005 

t 0.442 

Φ
2 0.000 

Ψ
 2 0.438 

µ
2 0.190 

t2 0.381 

Φ˟Ψ 0.008 

Φ˟µ 0.152 

Φ˟t 0.531 

Ψ˟µ 0.087 

Ψ˟t 0.520 

µ˟t 0.963 

lower Ψ. Also, the changes of Ψ have a noteworthy effect 

in the lower Φ and by increasing Ψ, the force reduces, 

while changes of Ψ are almost effectless in large Φ. 

Finally, according to Figure 7(b), it is revealed that high 

values of Φ and low values of Ψ are suitable for reducing 

the forming force. 
 

5. 2. Strain 
 

5. 2. 1. Contribution            The ANOVA results show 

the contribution of parameters on the strain as presented 

in Table 9. According to the results, Φ with contribution 

of 79.8% affect the strain as the most effective parameter. 

Ψ and µ are the next effective parameters on the strain. 

The contribution of Ψ and µ on the strain is 15.9 and 

3.4%, respectively. Also, t has a contribution lesser than 

1% on the strain. 
 

 

 
(a) 

 
(b) 

Figure 7. Interaction effect of Φ and Ψ on the maximum 

force a) surface plot b) contour plot 

 

 
TABLE 9. Contribution of parameters on the strain 

Parameters Contribution (%) Rank 

Φ  79.8 1 

Ψ 15.9 2 

µ 3.4 3 

t 0.9 4 

50
001

0

04

80

5050
10

0
051

02

10

30

80

021

)Nk( ecroF

)ged( ψ

)ged( Φ

Ф (deg)

Ψ
 (

d
eg

)

15014013012011010090807060

30

25

20

15

10

5

0

–  

–  

–  

–  

<  20

20 40

40 60

60 80

80 100

(kN)

Force



M. Daryadel / IJE TRANSACTIONS C: Aspetcs  Vol. 33, No. 12, (December 2020)   2538-2548                                     2545 

 

5. 2. 2. Main Effect of Parameters           Main effect 

of considered parameters on the strain is shown in Figure 

8. Figure 8 shows that by increasing Φ and Ψ the strain 

decreases. By increasing Φ from 75 to 125° and Ψ from 

5 to 20° the strain reduces 55 and 21%, respectively. It 

can be explicated that by increasing Φ and Ψ, the sample 

flows easily from the intersection of two channels, it 

bends a little and subjected to less shear forces, therefore 

lower strain is generated. Also, Figure 8 reveals that the 

effects of µ and t have almost no significant effects on the 

strain as shown by ANOVA results in previous section. 
 

5. 2. 3. Regression Model            The obtained regression 

model based on the ANOVA results for the strain is 

expressed as Equation (5). The results illuminate that R2 

parameter for regression model of strain is 99.81%. 

Therefore, the regression model has a high reliability to 

estimate the strain of ECAP samples. 

2

2 2 2

6.141 0.06360 0.14386 6.28 0.1780 0.000165

0.000606 13.39 0.03413 0.001035 0.04745

0.000783 0.1600 0.002103 0.708

Strain t

t

t t t

   

     

    

= − − + + +

+ − +  − 

−  −  +  + 

 
(5) 

According to the P-value results that are given in 

Table 10, it is clear that all terms of regression model 

have a significant contribution on the strain since all P-

values are lesser than 0.05. 

 

5. 2. 4. Interaction Effects of Parameters        Since t 

has little effect on the output and for brevity, the 

interaction effect of the other three parameters (i.e. Φ, Ψ  

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 8. Main effect of a) Φ, b) Ψ, c) µ, and d) t on the 

strain 
 

 

TABLE 10. Obtained P-value for terms of regression model of 

strain using the ANOVA 

Terms of regression model P-value 

Φ 0.000 

Ψ 0.000 

µ 0.000 

t 0.000 

Φ
 2 0.000 

Ψ
 2 0.000 

µ
 2 0.002 

t2 0.000 

Φ˟Ψ 0.000 

Φ˟µ 0.000 

Φ˟t 0.019 

Ψ˟µ 0.000 

Ψ˟t 0.034 

µ˟t 0.001 

 
 

and μ) will be examined on the strain. The interaction 

effect of Φ and Ψ on the strain is shown in Figure 9 by 

surface and contour plots. It can be seen that increasingΦ 

in the lower values of Ψ has led to significant reduction 
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in the strain, whereas in the larger values of Ψ, have not 

significant effect on the strain. Also, by increasing Ψ in 

all values of Φ, the strain decreases but the effect of Ψ is 

more significant in the lower values of Φ. As shown in 

Figure 9(b), lower Φ and Ψ values are required to achieve 

high strain. 

Figure 10 shows the interaction effect of Φ and µ on 

the strain. By increasing Φ, the strain reduces in all values 

of µ. Also, contrary to larger values of Φ, the strain 

enhances sharply by increasing of µ in the lower values 

of Φ. The contour plot also shows that the highest strain 

is obtained at low values of Φ and high values of µ. 

 

 

 
(a) 

 
(b) 

Figure 9. Interaction effect of Φ and Ψ on the strain a) 

surface plot b) contour plot 
 

 

 
(a) 

 
(b) 

Figure 10. Interaction effect of Φ and µ on the strain a) 

surface plot b) contour plot 
 

 

Also, the interaction effect of Ψ and µ on the strain is 

presented in Figure 11 by surface and contour polts. 

According to Figure 11, increasing Ψ decreases the 

strain, while its effect is more significant in the larger 

values of µ. The increasing µ in the lower values of Ψ 

causes increasing the strain. But in the larger values of Ψ, 

there is no significant effect of μ on the strain. The strain 

increases by decreasing Ψ and increasing µ. 

 

 

 
(a) 

 
(b) 

Figure 11. Interaction effect of Ψ and µ on the strain a) 

surface plot b) contour plot 
 

50
1 00

0

1

2

5050
01

0
150

02

01

30

3

)mm/mm( niartS

)ged( ψ

)ged( Φ

Ф (deg)

Ψ
 (

d
eg

)

15014013012011010090807060

30

25

20

15

10

5

0

>  

–  

–  

–  

–  

–  

<  0.5

0.5 1.0

1.0 1.5

1.5 2.0

2.0 2.5

2.5 3.0

3.0

(mm/mm)

Strain

05
01 0

6.0

2.1

8.1

0505 50.0

0. 00
1 05

.0 1

50.0

0.15

10

2.4

)mm/mm( niartS

μ

)ged( Φ

Ф (deg)

µ

15014013012011010090807060

0.14

0.12

0.10

0.08

0.06

0.04

0.02

>  

–  

–  

–  

<  1.0

1.0 1.5

1.5 2.0

2.0 2.5

2.5

(mm/mm)

Strain

0
01

20

0.1

1.5

0 0.05

.0 00
30

0.1

0.05

.150

01

0.2

)mm/mm( niartS

μ

)ged( ψ

Ψ (deg)

µ

302520151050

0.14

0.12

0.10

0.08

0.06

0.04

0.02

>  

–  

–  

–  

–  

–  

<  1.0

1.0 1.2

1.2 1.4

1.4 1.6

1.6 1.8

1.8 2.0

2.0

(mm/mm)

Strain



M. Daryadel / IJE TRANSACTIONS C: Aspetcs  Vol. 33, No. 12, (December 2020)   2538-2548                                     2547 

 

6. OPTIMIZATION 
 

Based on the prediction of Minitab software using the 

RSM method, the optimal conditions for minimizing the 

maximum required force and maximizing the strain are 

Ф=93.64°, Ψ=0°, µ=0.001, and t=1.62 mm. Under these 

conditions, the maximum force and strain are obtained 

32.65 N and 1.72, respectively, by presented regression 

models. 

 

 

7. CONCLUSION 
 

In this study, a verified finite element simulation of the 

ECAP process of billet with the casing was studied. RSM 

was implemented in order to the investigation of the 

process in proposed 31 tests. The channel angle, corner 

angle, friction coefficient, and the casing thickness of the 

samples were introduced as variable parameters and the 

maximum force and strain were considered as the output 

parameters. The most important results are listed below: 

- The most effective parameters in the order of 

significance on the maximum force are: channel 

angle, friction coefficient and corner angle. 

- The most effective parameters in the order of 

significance on the strain are: channel angle, corner 

angle and friction coefficient. 

- The thickness of copper casing has almost no 

significant effects on the maximum force and strain. 

- The required forming force was reduced by 

increasing channel and corner angles and 

decreasing the friction coefficient. 

- The strain was increased by decreasing channel and 

corner angles and increasing friction coefficient. 

- The high accuracy regression models for estimating 

the required force and strain were obtained using 

ANOVA results. 

- The interaction effects of parameters were 

investigated and it was revealed that the minimum 

required force is obtained at high values of Ф and 

low values of Ψ. 

- The interaction effects of parameters showed that 

the maximum strain is obtained at low values of Ф 

and Ψ. 

- The optimal conditions for reducing the maximum 

required force and increasing the strain in the ECAP 

process were predicted as Ф=93.64°, Ψ=0°, 

µ=0.001, and t=1.62 mm. 
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Persian Abstract 

 چکیده 
اجزای  با پوشش مس بطور کامل بررسی شده است. ابتدا این فرآیند با استفاده از مدل  7075دار برای میله آلومینیوم های هم مقطع زاویه در این کار، فرآیند اکستروژن در کانال 

سنجی مدل در مقایسه با نتایج تجربی تایید شده است. به منظور بررسی تاثیر پارامترهای فرآیندی، طراحی سازی شده و سپس صحتمحدود توسط  نرم افزار آباکوس شبیه

وشه، ضریب اصطکاک و ضخامت پوشش( بر روی حداکثر ها به وسیله روش رویه پاسخ صورت گرفت و تاثیر چهار پارامتر در نظر گرفته شده)زاویه کانال، زاویه گآزمایش

آورد حداکثر نیرو و کرنش ارائه شده  نیروی مورد نیاز و کرنش مورد مطالعه قرار گرفت. همچنین با استفاده از تحلیل واریانس، مدل رگرسیونی با قابلیت اطمینان بالا برای بر 

مشارکت دارد. آشکار گردید که ضخامت پوشش مسی    %5/93باشد که به میزان  امتر بر روی حداکثر نیروی مورد نیاز میاست. نتایج نشان داد که زاویه کانال تاثیرگذارترین پار

دهی نداشته است. همچنین مطابق نتایج بدست آمده مشخص شد که تمامی متغیرهای ارائه شده در مدل رگرسیون بر میزان کرنش  ای بر روی نیروی شکل تاثیر قابل ملاحظه 

باشند و درصد مشارکت، موثرترین پارامترها بر روی کرنش می   16و    80گذارند. نتایج آنالیز واریانس نیز حاکی از این است که زاویه کانال و خم گوشه به ترتیب با  ر می تاثی

 پوشی هستند. تقریبا تاثیر پارامترهای ضریب اصطکاک و ضخامت پوشش مسی قابل چشم
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A B S T R A C T  
 

 

Currently, non-destructive testing is widely used to investigate various mechanical and structural 
properties of materials. In the present study, non-destructive ultrasonic testing was applied to study the 

relationship between the tensile strength value and the velocity of longitudinal ultrasonic waves. For this 

purpose, fourteen specimens of composites with different formulations were prepared. The tensile 
strength of the composites and the velocity of longitudinal ultrasonic waves inside them was measured. 

The relevance vector machine regression analysis, as a new methodology in supervised machine 

learning, was used to define a mathematical expression for the functional relationship between the tensile 
strength and the velocity of longitudinal ultrasonic waves. The accuracy of the mathematical expression 

was tested based on standard statistical indices, which proved the expression to be an efficient model. 

Based on these results, the developed model has the capability of being used for the online measurement 
of the tensile strength of rubber with the proposed formulation in the rubber industry. 

doi: 10.5829/ije.2020.33.12c.16 
 

NOMENCLATURE   

𝐾(. , . )  Kernel function Greek Symbols  

𝑁(. |µ, 𝜎2)  Normal distribution with mean µ and variance 𝜎2 𝛼  Vector of hyper-parameters 

𝑝(. |. )  Conditional probability distribution function µ  Mean Value 

𝑡  Vector of targets 𝜎2  Variance of Gaussian distribution 

𝑊  Vector of weight coefficients   

 
1. INTRODUCTION1 
 
The microstructure of the material shows its 

macrostructure properties. It is typically believed that the 

macrostructural properties of a material, such as its 

physical and mechanical properties, cannot be 

determined by merely investigating its structural data. 

One of the conventional approaches to investigate the 

relationship between the microstructure of materials and 

some of their macrostructural properties is via the 

ultrasonic wave velocity through these materials [1]. The 

characteristics of a pulse traversing among the medium 

are changed and take information on the medium’s 
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microstructure and macrostructure. The application of 

the ultrasonic wave velocity measurement technique is 

not confined only to the measurement of physical and 

mechanical properties but is also used in non-destructive 

tests. 

There are various experimental methods for 

evaluating the physical and mechanical properties of 

materials. The samples were taken from the considered 

sample port which caused destruction. Non-destructive 

testing is used as one of the analytical techniques to 

evaluate the properties of many materials without 

causing damage. The specimen remains usable for the 

detection of defects and the determination of material 
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properties. With the use of an ultrasonic test, it is possible 

to determine several properties of a material by 

measuring the time duration between the emission and 

reflection of ultrasonic waves [2]. The investigation of 

quality and the determination of the physical and 

mechanical properties of materials have been practiced 

by calculating the changes in the ultrasonic wave velocity 

for a wide variety of materials and applications. The 

investigations have ranged from the investigation of fruit 

quality [3] and the determination of limestone properties 

in historical monuments [4], to the evaluation of weld 

quality in friction stir welding of aluminum [5]. In this 

method, the ultrasonic waves and their reflection are 

displayed on the monitor, and the required data is 

obtained by interpretation of these signals, i.e., the initial 

and the reflected pulses, as shown in Figure 1. 

As the ultrasonic test parameters are greatly affected 

by the material’s microstructure and mechanical 

properties, this method has been proven as one of the best 

and most cost-effective non-destructive testing 

approaches for investigating mechanical material 

properties. Due to the recent advances in the electronic 

components used in the testing equipment, the precise 

measurement of the ultrasonic wave properties has 

provided the possibility of evaluating various mechanical 

properties at a reasonable and satisfactory level. Thanks 

to high test speeds, lack of part damage during the test, 

and the ability to perform the test on the parts while being 

manufactured, non-destructive tests provide a suitable 

substitute for traditional inspection methods. 

Remarkable studies have been conducted on the 

determination of properties by ultrasonic waves for 

metals. Grain size, the presence of impurities, elasticity 

modulus, hardness, toughness, and yield strength in 

metals are among the items that have been measured by 

ultrasonic testing [6]. Also, the wave-mode-converted 

principle was used to calculate the shear wave and 

longitudinal wave velocities of magnesium-based 

composite samples; to evaluate the relationship among 

the reinforcement content and the dual-mode ultrasonic 

velocities. The elastic modulus is also calculated [7]. 

Based on the relationship between surface roughness and 

ultrasonic attenuation, an inverse model for the 

attenuation, using Weaver’s diffuse scattering theory, is 

fixed to measure grain size in polycrystals [8].  However, 

 
 

 Figure 1. Schematic of Ultrasonic Test 

only a few surveys have been performed on the 

application of ultrasonic testing for the determination of 

the properties of rubbers.  

One of the fundamental properties of rubber is its 

ultimate tensile strength, which is a measure of its ability 

to withstand a pulling force. The ultimate tensile strength, 

often shortened to tensile strength, is measured by the 

maximum stress that a material can withstand while 

being stretched or pulled before breaking. Although 

rubber does not reach its ultimate tensile strength, this 

property is regarded as an index of the quality of the 

produced rubber. However, online measurement of this 

property in the production cycle is not possible, and 

therefore non-destructive testing approaches provide an 

efficient alternative for this purpose. 

In line with previous research by the authors on the 

use of ultrasonic waves in the rubber industry [9, 10], in 

this study, an ultrasonic test has been presented as a novel 

approach for the measurement of the tensile strength of 

rubber. The proposed method is capable of online 

measurement of the rubbers' tensile strength while being 

manufactured. To this end, the tensile strength values in 

several specimens with different formulations were 

measured together with the longitudinal ultrasonic wave 

velocity through them. In addition, the relationship 

between the tensile strength value and the longitudinal 

ultrasonic wave velocity was investigated using a novel 

supervised machine learning algorithm, namely the 

relevance vector machine (RVM). 

Machine learning is a subfield of computer science, 

in which the study and construction of algorithms that are 

capable of learning from and making predictions based 

on a limited set of observed data are explored. Supervised 

learning is the machine learning task of inferring a 

function from a set of labeled training data. For this 

purpose, a model is generated from the dependency of the 

targets on the inputs based on a set of N observed input 

vectors {𝑥𝑛} 𝑛=1
𝑁  and the corresponding targets {𝑡𝑛} 𝑛=1

𝑁 , 

in order to predict the targets for inputs that have not been 

observed [11].  

Supervised learning algorithms can be used to 

establish a global model from the functional relationship 

between the outputs and the inputs based on a limited 

number of measurements [12]. 

Support vector machines (SVMs) are supervised 

learning models with associated learning algorithms used 

for the classification and regression analysis [13], which 

have proven to be efficient in many practical applications 

[14]. For SVM-based regression, the input space is 

mapped into a high dimensional feature space, based on 

a set of kernel functions and then an optimal linear 

regression is performed in this space, which can be 

expressed as follows: 

 (1) = = +
=

f x y x w w K x x w
i

i i i

N
, ,  

1
( ) ( ) ( ) 0

https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Regression_analysis
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where {wi} is the model weights, K (.,.)a kernel function, 

and N the number of training samples. The most common 

formulation of the kernel function is the radial basis 

function (Gaussian) defined in Equation (2) in which 𝜎 is 

the kernel function parameter. Substituting this kernel 

function in Equation (1) results in function f(x) estimated 

in the form of Equation (3). 

𝐾(𝑥, 𝑥𝑖) = 𝑒𝑥𝑝 (−
𝑥−𝑥𝑖

2

𝜎2
)  (2) 

( ) ( )
2

021
,  

N
i

i i
i

x x
f x y x w w exp w

=

 −
= = − + 

 
 

  (3) 

Despite its widespread success, the SVM suffers from 

some disadvantages, which have been overcome in a 

newer probabilistic approach named the Relevance 

Vector Machine (RVM) as proposed by Tipping [15]. 

RVM is a nonlinear pattern recognition model with a 

simple structure based on the Bayesian Theory and 

Marginal Likelihood [15]. The main advantage of the 

RVM over SVM in our application is the fact that in 

addition to precision and sparseness, it utilizes a fewer 

number of kernel functions. Therefore, it is suitable for 

the development of a formula for an input-output 

relationship. 

In this study, the relevance vector machine regression 

analysis was used to obtain a mathematical expression for 

the tensile strength based on the longitudinal ultrasonic 

wave velocity. The accuracy and generalization 

capability of the obtained expression are verified based 

on standard statistical indices, which prove it to a suitable 

model for the rubber tensile strength based on the 

ultrasonic wave velocity. 

 

2. EMPIRICAL EXPERIMENTS 
 

2. 1. Materials               For the fabrication of composites, 

the following materials have been used: solution 

caoutchouc styrene-butadiene 1500, butadiene cis 

caoutchouc, soot, high dispersible silica (HDS), silane, 

sulphur, sulfonamide accelerator, zinc oxide, stearic acid, 

zinc stearate. 

 

2. 2. Preparation of Composites               In the present 

research, in order to investigate the relationship between 

the tensile strength of rubber and longitudinal ultrasonic 

wave velocity, 14 rubber specimens with different 

formulations (Table 1) were produced. 

The composites were prepared in a 2-lit experimental 

Banbury made by Pomini under similar conditions. The 

R-E Mccin 305x152 double-roll grind made by Italian 

Bergamo for material mixing, the experimental 100 tones 

vulcanizing press made in Japan for the vulcanization of 

rubber composites, and the Rheometer made by English 

Alpha co. have been utilized for determination of 

vulcanization properties. The rotor’s revolution in the 

stages of adding caoutchouc, chemical materials, and 

filler was a constant value of 20 rev/min. To ensure 

complete silanization, the rotor’s revolution was a set 

variable during the final stages of mixing to maintain the 

mixing temperature for a long time within a range of  

130–150 °C. The overall mixing duration for the 

composites was set to be six minutes. 

 

2. 3. Tensile Strength Test             To evaluate the 

tensile strength of the rubber specimens, 14 dumbbell-

shaped  samples  were  prepared,  as  shown  in  Figure 2,  

 

TABLE 1. The weight of the materials used in final formulations of the sample rubbers used 

No Sulphor (gr) CBS (gr) 
High Dispersible 

Silica (gr) 
Silane (gr) 

Soot N330 

(gr) 
BR CIS (gr) 

SBR1500 

(gr) 

Other 

Chemicals (gr) 

1 5.7 4.95 0 0 386.86 0 773.71 39.43 

2 5.7 4.95 0 0 386.86 232.11 541.6 39.43 

3 5.56 4.82 377.13 30.17 0 0 754.26 38.44 

4 5.56 4.82 377.13 30.17 0 226.28 527.98 38.44 

5 6.39 5.54 260.69 26.07 0 260.69 608.27 44.28 

6 4.87 4.22 461.29 46.13 0 197.7 461.29 33.58 

7 6.53 5.66 0 0 266.48 266.48 621.78 45.26 

8 5.06 4.39 0 0 479.74 205.6 479.74 34.92 

9 6.29 5.36 377.13 30.17 0 226.28 527.98 38.44 

10 7.22 6.16 260.69 26.07 0 260.69 608.27 44.28 

11 5.51 4.7 461.29 46.13 0 197.7 461.29 33.58 

12 7.02 5.36 377.13 30.17 0 226.28 527.98 38.44 

13 8.06 6.15 260.69 26.07 0 260.69 608.27 44.28 

14 6.15 4.69 461.29 46.13 0 197.7 461.29 33.58 
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based on the ASTM D624 standard [16] employed a 

dynamometer made by Hounsfield. 

 
2. 4. Ultrasonic Test           To investigate the 

relationship between the tensile strength of rubber and 

ultrasonic wave velocity, the longitudinal wave velocity 

for each specimen was measured. To this end, a Tru-

Sonic ultrasonic test machine was employed. The 

specifications of the machine, specimens, and the probe 

are shown in Table 2. The ultrasonic waves, which are 

transmitted through the material, always lose a portion of 

their energy due to the dispersion at microscopic 

interfaces, as well as the effect of internal frictions in the 

material. The attenuation effect is actually the drop of the 

sonic wave energy during the emission of waves through 

the environment. In this empirical study, regarding the 

more intense attenuation effect in rubbers [17], a probe 

with a frequency of 4 MHz was utilized for the 

determination of the ultrasonic wave’ velocity.  

The longitudinal ultrasonic wave emission velocity 

for different specimens was measured by recording the 

elapsed time between the emission of waves and their 

reflex, which is displayed on the monitor by the standard 

electronic circuit. The ultrasonic wave measurement 

system is shown in Figure 3. The measurement precision 

of the ultrasonic wave velocity is 1 m/s. Because the 

calculated duration between the transmission and 

reception of the wave incorporates the time of the wave’s 

traverse across the probe and coupler during each stage 

of the wave’s travel, the time carries some errors. 

Consequently, it causes an error in the calculation of the 

wave emission velocity.  First,  the travel duration of the 

 

 

 
Figure 2. Tensile strength test sample based on the ASTM 

D624 standard [16] 

 

 

TABLE 2. Specification of Instrument, Probe, and Samples 

Specification Value 

Manufacturer tru-sonic 

Probe diameter (mm) 12 

Probe frequency (MHz) 4 

Sample diameter (mm) 41 

Sample thickness (mm) 6 

 
Figure 3. A System for Measuring Ultrasonic Waves 

Velocity: (1) Ultrasonic Instrument, (2) Probe, (3) Rubber 

Compound Sample 

 

 

longitudinal ultrasonic wave across the probe and coupler 

was measured using the standard block. It was eliminated 

from the calculations for the approximation of the 

longitudinal wave emission velocity, and then the 

longitudinal wave velocity in specimens was calculated. 

The measurements were accomplished at a frequency of 

4 MHz at the room temperature. 

 

 

3. THEORY of RELEVANCE VECTOR MACHINE 
 

In RVM-based regression, to predict a function based on 

a set of N input-target pairs{𝑥𝑛 , 𝑡𝑛}𝑛=1
𝑁 , each target is 

modeled as a function of the corresponding inputs with 

additive white Gaussian noise to accommodate 

measurement error on the target: 

𝑡𝑖 = 𝑦(𝑥𝑖 , 𝑤) + 𝜀𝑖  (4) 

𝜀𝑖 is assumed to be mean-zero Gaussian with variance 𝜎2 

and similar to the SVM, 𝑦(𝑥, 𝑤), is considered as a linear 

combination of N kernel functions centered at the 

training samples inputs, in the form of Equation (3). 

Therefore, with the assumption that we know 𝑦(𝑥𝑛), each 

target is of normal independent distribution with the 

mean 𝑦(𝑥𝑛) and variance 𝜎2, expressed as [17]: 

𝑝(𝑡𝑛|𝑥) = 𝑁(𝑡𝑛|𝑦(𝑥𝑛), 𝜎2)  (5) 

Due to the assumption of independence of the targets, the 

likelihood function of whole samples can be obtained by 

the multiplication of the probability distributions as 

𝑝(𝑡|𝑤,𝜎2) =  
𝑒

{
−𝑡−𝜑 𝑤2

2𝜋𝜎2 }

(2𝜋𝜎2)
𝑁
2

  (6) 

where 

𝑡 = (𝑡1 …  𝑡𝑁)𝑇  (7) 

𝑤 = (𝑤0 …  𝑤𝑁)𝑇  (8) 

and 𝝋 is an N*(N+1) matrix, calculated as follows: 
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𝜑𝑁∗(𝑁+1) =

[
 
 
 

1 𝑘(𝑥1,  𝑥1) 𝑘(𝑥1,  𝑥2) … 𝑘(𝑥1,  𝑥𝑁)

1 𝑘(𝑥2,  𝑥1) 𝑘(𝑥2,  𝑥2) … 𝑘(𝑥2,  𝑥𝑁)

  ⋮ ⋮
1 𝑘(𝑥𝑁,  𝑥1)

⋮
𝑘(𝑥𝑁,  𝑥2)

⋱ ⋮  

… 𝑘(𝑥𝑁,  𝑥𝑁)]
 
 
 
  

(9) 

To avoid over-fitting, a ‘prior’ zero-mean Gaussian 

probability distribution is assumed for the weights as: 

𝑝(𝑤|𝛼) =  ∏𝑁
𝑖=0 𝑁(𝑤𝑖|0, 𝛼𝑖

−1)  (10) 

where 𝜶 is a vector of N+1 hyper-parameters [17]. The 

variance of this Gaussian probability distribution, 𝛼𝑖
−1 

controls how far from zero each weight can deviate. 

The posterior over w can be obtained based on the 

Bayesian posterior inference as: 

𝑝(𝑤|𝑡, 𝛼, 𝜎2) =  
𝑝(𝑡|𝑤,𝜎2)  𝑝(𝑤|𝛼)

𝑝(𝑡|𝛼,𝜎2) 
= 

(2𝜋)− 
𝑁

2   |∑|− 
1

2  𝑒
{− 

(𝑤−µ)𝑇 ∑−1 (𝑤−µ)

2
}
 

(11) 

In this formulation, ∑ is the variance and is calculated as 

∑ =  (𝜎−2𝜑𝑇𝜑 + 𝐴)−1   (12) 

wherein A is a diagonal matrix formulated as 

𝐴 = 𝑑𝑖𝑎𝑔(𝛼0,  𝛼1,  … ,  𝛼𝑁)  (13) 

The mean value µ can be obtained as 

µ =  𝜎−2∑𝜑𝑇 𝑡  (14) 

It can also be concluded based on this formulation that 

when 𝛼𝑖 → ∞ , 𝜇𝑖 → 0. 

Integrating 𝑝(𝒘|𝒕, 𝜶, 𝜎2) over the weights w, the 

marginal likelihood [13] for the hyper-parameters is 

calculated as 

𝑝(𝑡|𝛼, 𝜎2) =  ∫ 𝑝(𝑡|𝑤, 𝜎2) 𝑝(𝑤|𝛼) 𝑑𝑤  (15) 

The above integral is a convolution of Gaussians, which 

can be calculated as 

𝑝(𝑡|𝛼, 𝜎2) = (2𝜋)− 
𝑁

2   |Ω|− 
1

2  𝑒
{− 

𝑡𝑇 Ω−1 𝑡

2
}
  (16) 

The matrix Ω in the marginal likelihood can be obtained 

as 

Ω =  𝜎2 𝐼 + 𝜑 𝐴−1𝜑𝑇  (17) 

The optimal parameters 𝜶 and 𝝈𝟐 can be obtained by 

maximizing the marginal likelihood 𝑝(𝒕|𝜶, 𝜎2) over the 

training dataset. They are estimated in an iterative re-

estimation procedure in the learning process of RVM. 

Following the approach of MacKay [18], the following 

iterative relationships were proposed for this purpose: 

𝛼𝑖
𝑛𝑒𝑤 =

1− 𝛼𝑖∑𝑖𝑖

𝜇𝑖
2   (18) 

(19) 

The iterative calculation of the parameters 𝛼𝑖 and 𝜎2 

from Equations (18) and (19) concurrent with updating 

of the following statistics ∑ and µ from Equations (12) 

and (14) is repeated until some suitable convergence 

criteria have been satisfied.  

At the end of this procedure, the maximizing 

values 𝜶𝑀𝑃 and 𝜎𝑀𝑃
2  are obtained, and the predictions for 

the new samples are made based on the posterior 

distribution over the weights conditioned on them. For a 

new sample 𝑥∗, a Gaussian predictive distribution is 

assumed for the output, expressed as [19]: 

𝑝(𝑡∗|𝑡) = 𝑁(𝑡∗|𝑦∗,  𝜎∗
2)  (20) 

where 

𝑦∗ =  𝜇𝑇 𝜑(𝑥∗)  (21) 

𝜎∗
2 =  𝜎𝑀𝑃

2 +  𝜑(𝑥∗)𝑇 ∑ 𝜑(𝑥∗)  (22) 

𝜑(𝑥∗) =  [1,  𝐾(𝑥∗ ,  𝑥1),  …  ,  𝐾(𝑥∗ ,  𝒙𝑁)]𝑇 , 
 𝑁 = 1,  … ,  𝑁 

(23) 

The mean value of the distribution 𝑦∗ is considered as the 

predicted output value and the variance, 𝜎∗
2, provides an 

index of uncertainty in prediction.  

In the iterative calculation of hyper-parameters 𝛼𝑖, 

many of them tend to infinity. This means that the 

probability distribution of the corresponding weights 𝑤𝑖  

is peaked at zero and they are estimated to be zero; thus, 

pruning many of the kernel functions used in Equation 

(1), which results in the sparseness of the model. The 

training set, which associates with the remaining nonzero 

weights, is called the relevance vector. 

 

 

4. RESULTS AND DISCUSSION 
 

In this survey, non-destructive tests using ultrasonic 

waves were used to examine the tensile strength of rubber 

composites, and a database of fourteen values of tensile 

strength and the corresponding longitudinal ultrasonic 

wave speed was obtained, as shown in Table 3. The RVM 

model was trained by eleven values of the measurements 

listed in Table 3, and it was tested by three of them, 

marked in bold. The Sparse Bayes package for Matlab 

[20] was used for the implementation of the model. Using 

the Gaussian kernel function formulated as Equation 

(25), with the parameter of 𝜎 = 45, the relevance vector 

contains only two of the training samples. Therefore, 

based on the calculated weights, the functional 

relationship between the tensile strength and the 

longitudinal wave speed can be defined as 

𝑦̂ =  1.483 ∗ 𝑒𝑥𝑝 (−
(𝑥−1749.5)2

2025
) − 8.796 ∗ 

𝑒𝑥𝑝 (−
(𝑥−1483.2)2

2025
) +  16.153   

(24) 
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TABLE 3. The resilience and longitudinal ultrasonic waves' 

velocity of the samples used 

No 
Longitudinal ultrasonic 

waves' velocity (m/s) 

Tensile Strength 

(MPa) 

1 1717 17.04 

2 1537.5 15.25 

3 1749.5 18.46 

4 1494 7.53 

5 1469.6667 7.47 

6 1536.75 14.9045 

7 1501.16667 7.63 

8 1573.75 15.34 

9 1559.833 13.65 

10 1500.8 10 

11 1483.2 7.67 

12 1599 16.94 

13 1467 10.03 

14 1467.125 6.06 

 

 

The accuracy of the proposed expression was 

evaluated based on root-mean-square error (RMSE) and 

the coefficient of determination (R2) of statistical indices, 

defined as follows: 

( )
2
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In these equations, 𝑦𝑖  and 𝑦𝑖̂ are the measured and the 

predicted outputs, respectively. N is the number of 

training samples, 𝑦𝑚𝑎𝑥  and 𝑦𝑚𝑖𝑛 are the maximum and 

minimum values of the measured outputs, and 𝑦̅ is the 

mean value of the measured output, calculated as 

follows: 

1 

N

i
i

y
y

N

==


 (27) 

The calculated values of the indices are listed in Table 4.  

As it can be observed, the RVM method provides the 

possibility of defining an explicit mathematical 

expression along with reasonable accuracy and a 

generalization capability. The measured outputs, together 

with the outputs predicted by the RVM method, are 

depicted in Figure 4, showing a good agreement between 

them. 

 

 
TABLE 4. Statistical indices for evaluation of the RVM model 

Database RMSE R2 

Training 1.2957 0.9023 

Testing 0.6259 0.9768 

 

 

 
Figure 4. The measured outputs and the outputs predicted by RVM 

 

 

5. CONCLUSION 
 
In this paper, the application of ultrasonic testing for the 

measurement and modeling of the tensile strength of 

rubber has been proposed. For this purpose, the tensile 

strength of a set of rubber samples together with 

longitudinal ultrasonic wave velocity is measured. Based 

on these measurements, the relevance vector machine 

regression analysis is used to define an explicit 

mathematical expression to model the relationship 

between the tensile strength and the wave velocity, which 

is proven to provide reasonable accuracy and 

generalization capability. Based on these results, the 

developed model has the capability of being used for the 

online measurement of the tensile strength of rubber with 

the proposed formulation in the rubber industry. 
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Persian Abstract 

 چکیده 
 فراصوتی  مخرب ریغ  آزمونحاضر، از    پژوهش. در  گسترش فراوانی یافته استمواد    یو ساختار   یکیمختلف مکان  یهای ژگیو  یبررس  یمخرب براریغ  استفاده از بازرسی،  امروزه

  ه و شد  هیمختلف ته  یهابا فرمول   تیمنظور چهارده نمونه کامپوز  ن یا  ی. براه استاستفاده شد  ی طول  یو سرعت امواج فراصوت  یکشش   استحکاممقدار    نی رابطه ب  ی بررس  یبرا

  ی ری ادگیدر  دیروش جد  کی، به عنوان رابطبردار  نی ماش ونیرگرس لی. تحلشده است یریگها اندازه در داخل آن یطول یها با سرعت امواج فراصوتتیکامپوز یاستحکام کشش

براساس    ی اضیر  انیب  ارزیابی دقت .  ی مورد استفاده قرار گرفته استطول  یو سرعت امواج فراصوت  یمقاومت کشش  نیب ریاضی  رابطه    پیدا کردن  یتحت نظارت، برا  نیماش

  استحکام  برخط   یریگاستفاده در اندازه   تی قابل  ارائه شده، مدل  نتایج به دست آمدهمدل کارآمد است. براساس    کپیشنهادی یثابت کرد که مدل    استاندارد  یآمار  یهاشاخص

 دارد.  کیرا در صنعت لاست کیلاست یکشش
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A B S T R A C T  
 

 

Frost formation is a renowned phenomenon in HVAC, aeronautical and refrigeration industries. In this 
paper, numerical modeling and parametric study of the frost formation in the interrupted Micro Channels 

Heat sinks (MCHS) is investigated considering microfluidic effects in slip flow regime. For numerical 

modeling, basic equations of humid air and frost including continuum, momentum, energy and phase 
change mechanism are numerically solved and results are compared with reported data. Knudsen number 

(Kn) is changed so that slip flow regime requirement is accomplished. This requirement is also 

considered for setting boundary conditions. The effect of different parameters like cold surface 
temperature, time and Kn are studied on the frost formation and details of the flow field. Results revealed 

that with an increase in time and a decrease in Kn and cold surface temperature, weight and thickness of 

the frost increase. Moreover, with thicker frost maximum flow velocity rises in the microchannel. The 
details of frost formation and flow field, revealed by the numerical results can remarkably assist 

designing interrupted microchannel.    

doi: 10.5829/ije.2020.33.12c.17 
 

 
1. INTRODUCTION1 
 
Frost formation is a renowned phenomenon in HVAC, 

aeronautical and refrigeration industries. Frost mounting 

on the heat exchanger surfaces, causing higher thermal 

resistance and also it blocks the air path. Both phenomena 

decrease energy efficiency of the system. Frost naturally 

is a porous media with packs of the air trapped in the ice 

matrix. Therefore, it possesses a marked thermal 

resistance. The presence of frost in the heat exchanger’s 

channels causes pressure drop with narrowing down the 

path of the air. In the process of the frost formation, 

humid flows pass coolant surface and mass transfer of 

steam present in the wet flow to the ice crystals when the 

air is saturated. This causes thicker frost and higher 

freezing density. Many researchers already have studied 

frost formation by numerical and experimental 

approaches. Hayashi et al. [1] was one of the pioneers 

who studied the growth of frost in three different time 

periods. The first period includes the primary initiation of 
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the ice crystals which is quite short in comparison of the 

total time period. In this period frost does not grow 

markedly thick. Moreover, for this phase, it is not a 

porous media as it can be assumed as ice idols where 

convection heat and mass transfer are main growth 

mechanisms and diffusion to the frost sounds trivial. For 

the second period known as frost growth phase, frost is a 

porous media where molecular diffusion of the water 

vapor is dominant. Mass flow of the water vapor 

contributed in both increasing the density of the frost as 

well as growing it. Finally, in the complete growth period 

of the frost, the temperature of the freezing surface 

reaches to water triple-point temperature. Therefore, a 

cyclic process starts where compressed water vapor 

diffuses through the frost and gradually freezes due to 

internal temperature gradient. Aoki et al. [2] thoroughly 

investigated this phase. Modeling frost formation can be 

classified in analytical models and computational fluid 

dynamics (CFD) based models. Analytical models 

generally assume the growth of the frost in only one 
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direction. Tao et al. [3, 4] proposed a model for mass 

transfer in frost layer. Lee et al. [5, 6] presented a uni-

dimensional model for simulating growth in frost density 

and thickness and also they developed a model for 

analyzing frost layer and air flow. Using averaging local 

volume method Le Gall et al. [7] introduced the relative 

equilibrium to anticipate frost growth. Na and Webb [8-

10] suggested a model based on density of supersaturated 

water vapor in the frost layer. Yang et al. [11] found an 

effective model to prognosticate the performance of the 

fin-tube heat exchanger. Recently, Hermes et al. [12] 

developed a mathematical model which could accurately 

predict the frost thickness with a 10% discrepancy with 

experimental results. Kandula [13, 14] proposed novel 

equations for frost over the straight surface and 

investigated the effect of different ambient parameters on 

frost characteristics.  

Micro-channel heat exchangers are very efficient 

compact exchangers. Their benefit in comparison with 

fin-tube exchangers includes lower volume and weight 

and higher efficiency. They also possess lower internal 

space which decreases refrigeration load of the 

exchanger and potentially decreases the contribution in 

global warming with lower possible leakage of the 

refrigerant [15]. Lately, micro-channel exchangers are 

prevalent in HVAC systems. These exchangers are 

increasingly applied in chillers especially thermal pumps 

where they should work in wet and freezing condition. 

Shao et al. [16] studied a model with distributed micro-

channel exchangers used in commercial thermal pumps 

to analyze the frost over the fin-tube evaporators. 

Moallem et al. [17, 18] investigated the effect of surface 

temperature, surface coating and water blockage on the 

freezing performance of the micro-channel heat 

exchangers. Surface temperature was more important 

than surface coating and water blockage over frost 

growth speed and freezing time. Some other studies 

focused on the frost-defrost cycle of the heat exchangers 

which is very vital in designing thermal pump systems. 

Xia et al. [19] studied five different louvered-fin micro-

channel heat exchangers and found that condensed 

droplets dramatically influence the pressure drop and 

heat transfer in recurring freezing cycles. Zhang and 

Hrnjak [20] studied the freezing performance of the 

micro-channel heat exchangers with parallel-flow 

parallel-fin (PF2) horizontal flat tubes. In comparison 

with conventional serpentine fins, the freezing 

performance was improved which is attributed to the 

superior permeability of the PF2 exchangers. Tso et al. 

[21] developed a distribution model taking into account 

the non-uniform distribution of the wall and air 

temperature in the coil to anticipate dynamic behavior of 

the finned-tube heat exchanger for both frost and non-

frost conditions. Wu et al. [22] studied the frost properties 

of a micro-channel exchanger with louvered-fin and 

derived the equation for the thickness of the frost.  In 

recent years, Zhu et al. [23, 24] concentrated on 

increasing thermal transfer through the concept of 

reconstruction of developed thermal layers. This study 

included some parallel longitudinal micro-channels with 

some transverse channels. The transverse channels were 

used to divide the length of the flow into some 

independent streams. They found that computed 

hydraulic and thermal boundary layers were readily 

improved due to the shorter total length of the divided 

streams within the micro-channel. In addition, it was that 

the pressure drop and also heat transfer improved in 

divided micro-channels in comparison with conventional 

micro-channels. In another similar study Cheng [25] 

analyzed the flow and heat transfer of a double 

accumulated micro-channel using some micro-processor. 

The effect of height of the fin’s wall to the height of the 

micro-channel was examined. They found their superior 

performance compared to the conventional micro-

channels. The evaluation of the 3D micro-channels 

divided with the transverse micro-pores was followed by 

Chai et al. [26] using experimental and numerical 

methods. They found the pressure drop and heat transfer 

for different conditions and geometries of rectangular 

walls in transverse micro-pores. Wang and Li [27] 

numerically simulated flow field in micro-channels with 

triangular walls in transverse micro-pores. Their 

parametric studies eventuated in an optimized micro-

channel with promising performance. Hajmohammadi et 

al. [28] investigated the slip regime in microchannel heat 

sinks with one phase flow. They finally compared the 

results with the related results without slip regime. To the 

best of author’s knowledge, there has been no study 

focusing on the numerical modeling of the frost in micro 

channels considering the micro-fluidic effects in slip 

regime. Therefore, such an issue is the aim of this paper.   
 
 

2. MATHEMATICAL MODELING 
 

The details of numerical modeling is described in this 

section. 
 

2. 1. Geometry                  The geometry investigated in 

this paper has been schematically illustrated in Figure 1. 

As is shown in this figure, a number of parallel domains  
 

 

 
Figure 1. The schematic of geometry 
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have been placed next to each other and formed a MCHS. 

Since, in this MCHS, the flow field in each computational 

domain is the same, the governing equations have been 

numerically solved for one domain and finally, the 

amount of heat transfer from total MCHS have been 

multiplied by the number of domains to get the total 

values. The total pressure drop and heat transfer for the 

set of MCHS are computed as follows: 

𝑄𝑡𝑜𝑡 = 𝑛𝑄1  (1) 

Δ𝑃𝑡𝑜𝑡 = Δ𝑃1  (2) 

𝑛 =
𝑊

2(𝑐+2𝑎)
  (3) 

In this paper, the basic dimensions of the MCHS (W 

and L) are constant and equal to 5 mm, while channel 

width (D) is 160 µm. In this way, the examined channels 

are classified as microchannels ( mDm  20010  ). 

Other geometrical and non-geometrical parameters are 

shown in Table 1 and Figure 2. 

 
2. 2. Governing Equations      In the present CFD 

modeling it is assumed that humid air is treated as an 

incompressible Newtonian fluid in laminar flow and 

density (𝜌a), mass diffusivity coefficient (𝐷a) and 

specific heat capacity (𝑐pa) of air are constant. Natural 

convection is negligible in both humid air and frost. 

Moreover, the humid air within the frost layer is 

considered saturated [13, 29]. The continuity, 2D 

momentum, energy and mass transport equations are as 

follows: 

𝜕𝜌a

𝜕𝑡
+

𝜕(𝜌a𝑢)

𝜕𝑥
+

𝜕(𝜌a𝑣)

𝜕𝑦
= 0  (4) 

 

 

TABLE 1. Geometrical and non-geometrical parameters 

Parameter Value 

Half of fin thickness (a) 20 𝜇𝑚 

Fin length (b) 225 𝜇𝑚 

Half of channel width (c) 80 𝜇𝑚 

Chip length (L) 5 𝑚𝑚 

Chip width (W) 5 𝑚𝑚 

Inlet velocity 0.1 𝑚 𝑠⁄  

Kn 0, 0.05, 0.1 

Time 5, 10, 15 Min 

Cold wall temperature -15, -10, -5 ℃ 

 
 

 
Figure 2. Geometrical parameters 
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𝜕𝑥
(

𝜆a

𝐶𝑝,a

𝜕𝑇

𝜕𝑥
) +

𝜕

𝜕𝑦
(

𝜆a

𝐶𝑝,a

𝜕𝑇

𝜕𝑦
)  

(7) 

𝜕(𝜌a𝑤)

𝜕𝑡
+

𝜕(𝜌a𝑢.𝑤)

𝜕𝑥
+

𝜕(𝜌a𝑣.𝑤)

𝜕𝑦
=

𝜕

𝜕𝑥
(𝜌a𝐷a

𝜕𝑤

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝜌a𝐷a

𝜕𝑤

𝜕𝑦
)  

(8) 

Using an energy balance for a differential frost 

volume in the interior of the frost layer, energy equation 

can be expressed as: 

𝜕(𝜌f𝑇)

𝜕𝑡
=  

𝜕

𝜕𝑥
(

𝜆f

𝑐𝑝,f

𝜕𝑇

𝜕𝑥
) +

𝜕

𝜕𝑦
(

𝜆f

𝑐𝑝,f

𝜕𝑇

𝜕𝑦
) +

𝑞sub

𝑐𝑝f

𝜕𝜌f

𝜕𝑡
  (9) 

For the densification rate of frost layer, the equation 

proposed by Na and Webb [9] has been used: 

𝜕𝜌f

𝜕𝑡
=

𝜕

𝜕𝑥
(𝜌a𝐷ef

𝜕𝑤

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝜌a𝐷ef

𝜕𝑤

𝜕𝑦
)  (10) 

The viscosity and thermal conductivity are 

considered to be temperature dependent. The thermal 

conductivity of frost is commonly expressed as a function 

of frost density. In this study, it is used a correlation 

reported by Lee et al. [6]: 

𝜆f  [W
(m. K)−1⁄ ] = 𝐴1 + 𝐴2𝜌f + 𝐴3𝜌f

2  [
ρ in kg

m3⁄ ]  (11) 

where 𝐴1 = 0.132  𝐴2 = 3.13 × 10−4 and 𝐴3 = 1.6 ×
10−7. The specific heat is defined as a function of frost 

density and porosity, as follows: 

𝑐p,f =
(𝑐p,f𝜌g(1−𝜀)+𝑐p,a𝜌a𝜀)

𝜌f
.  (12) 

The diffusive mass coefficient in the frost layer is 

determined as Na and Webb [8]: 

𝐷ef = 𝐷a𝜀
1+𝜀

2
.  (13) 

 
2. 3. Boundary and Initial Conditions            For 

numerical simulation, the equations of previous sections 

should be solved subject to the related boundary and 

initial conditions. The schematic subjected boundary 

conditions are shown in Figure 3. The fluid entered to the 

channel with known velocity and temperature (inlet) and 

exited with the known pressure (outlet). The fins are 

walls with known temperature lower than freezing 

temperature. The slip 1st order boundary conditions 

(0.001<Kn<0.1) are investigated for walls. This study 
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models the frost layer growth period while the effects of 

crystal growth period are treated as initial conditions. 

Initial frost layer temperature is assumed to be constant 

and equal to the plate temperature, since the initial 

thickness is sufficiently thin. 

 

2. 4. Numerical Methods            Numerical simulation 

is performed using finite volume method. A second order 

upwind method is used for the convective and diffusive 

terms and the SIMPLE algorithm is employed to solve 

the coupling between the velocity and pressure fields. To 

make sure that the results are independent of the size and 

the number of generated grids, several grids with 

different sizes along different directions has been tested 

for each MCHS; and it has been attempted to consider for 

each one the best grid, with the highest accuracy and the 

lowest computation cost. A sample of generated grid is 

shown in Figure 4.  
 
2. 5. Validation           To validate the numerical model, 

its finding is compared with reliable results reported in 

related references. Since, there is neither experimental 

nor numerical study available on the frost formation in 

micro channels considering microfluidic effect in slip 

regime each frost formation and microfluidic effect 

should be evaluated separately. Figure 5 compares the 

results of frost formation in a conventional macro 

channel with that of Wu et al. [22]. As can be seen from 

Figure 5, present modeling is able to accurately simulate 

the frost formation. Similarly, Figure 6 shows the effect 

of slip effects in a micro-channel developed in this study 

with that of Hajmohammadi et al. [28] with one phase 

which reveals great correlation. Therefore, it can be said 

that presented model is accurate and reliable for 

simulation of frost formation in micro-channels 

considering microfluidic effects. 
 

 

 
Figure 3. The schematic subjected boundary conditions 

 

 

 
Figure 4. Sample of grid generation 

 
Figure 5. Validation of the model predictions of the frost 

formation 

 

 

 
Figure 6. The effect of slip conditions in a micro-channel 

 

 
3. RESULTS AND DISCUSSION 
 

The effect of different parameters like time, cold wall 

temperature and Kn number on the growth of the frost 

and flow field are discussed in this section. 

Frost formation is studied in three different time 

periods of 5, 10 and 15 minutes. Figure 7 illustrates the 

volume fraction contour of humid air with the time 

passing by. As can be observed from Figure 7, with 

increasing time from 5 to 15 minutes the growth of the 

frost speeded up and minimum volume fraction of humid 

air decreases from 0.7 to 0.3 which shows the frost 

growth with time increasing. Figure 8 depicts the velocity 

contour of the humid air with time corresponding to the 

higher frost growth. It can be inferred that until 15 

minutes of time there is no discernable change in air 

velocity and it is probable that with a longer time period 

the air path becomes blind. 

Similarly, frost formation is studied in three different 

cold wall temperatures of -15, -10 and -5 oC. Figure 9 

illustrates the volume fraction contour of humid air with 

the cold wall temperature changing. As can be observed 
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from Figure 9, with decreasing cold wall temperature 

from -5 to -15 oC, the growth of the frost speeds up and 

minimum volume fraction of humid air decreases from 

0.9 to 0.2 which shows the frost growth with decreasing 

of cold wall temperature. Figure 10 depicts the velocity 

contour of the humid air with cold wall temperature. It 

can be inferred that as the cold wall temperature 

decreases, maximum humid air velocity increases due to 

growth in frost formation and narrowing of the air 

passage. 

Three different Kn numbers 0, 0.05 and 0.1 is 

examined to analyze frost formation. Figure 11 shows the 

humid air volume fraction contour with different Kn 

numbers which reveals that with higher Kn number, 

lower growth of the frost occurs. Figure 12 shows the 

 

 

 
Figure 7. The volume fraction contour of humid air with the 

time passing 

 

 

 
Figure 8. The velocity contour of humid air with the time 

passing 

 

 

 
Figure 9. The volume fraction contour of humid air with the 

cold wall temperature changing 

 
Figure 10. The velocity contour of humid air with the cold 

wall temperature changing 

 

 

 
Figure 11. The humid air volume fraction contour with 

different Kn number 

 

 

 
Figure 12. The humid air velocitycontour with different Kn 

number 

 
 
humid air velocity contour with increasing Kn number 

corresponding to the frost reduction. As can be observed 

with Kn number equal to 0, which corresponds to non-

slipping condition, air flow velocity is maximized.  

 
 
4. CONCLUSION 
 

In this paper, numerical modeling and parametric study 

of the frost formation in the interrupted MCHS was 

investigated considering microfluidic effects in slip flow 

regime. For numerical modeling, basic equations of 

humid air and frost including: continuum, momentum, 

energy and phase change mechanism were numerically 

solved. Kn number was changed so that slip flow regime 
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requirement was accomplished. This requirement was 

also considered for setting boundary conditions. The 

effect of different parameters like cold surface 

temperature, time and Kn were studied on the frost 

formation and details of the flow field. Results revealed 

that with an increase in time and a decrease in Kn and 

cold surface temperature, weight and thickness of the 

frost increase. The details of frost formation and flow 

field, revealed by the numerical results can remarkably 

assist designing interrupted microchannels.  
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Persian Abstract 

 چکیده 
ی ضریب که دارای محدوده  0.1و    0.005،  0های  کانال در نادسنهای مستطیلی انجام شده است. میکروهای با زائدهکانالمیکروسازی عددی تشکیل برفک در  در این مقاله مدل

اله  شوند. این مقسازی میسازی شده است. با ترکیب مدل برفک و روش جریان چند فازی اولرین، تشکیل برفک محلی و مشخصات جریان بخار آب شبیهلغزشی هستند مدل

بینی  گذاری شده است. این مدل برفک، پخش چگالی برفک، پخش دما و پخش سرعت بخارآب را پیشهای تجربی صحهو همچنین تغییر دمای محلی با داده   VF  یبا مقایسه

آب توسط پخش  بخار  یبرفک و منطقه   یلایه  یطقه یابد. مشخصات متفاوت انتقال حرارت در مندهد که با گذر زمان وزن و ضخامت برفک افزایش میکند. نتایج نشان میمی

آب  بخار  یبرفک نزدیک به صفر است و در منطقه   یلایه  یسرعت هوا در منطقه که  دهد  سازی شده نشان میشوند. پخش سرعت شبیهسازی شده نشان داده میدمایی شبیه

سازی شده، ضخامت برفک محلی، پروفایل برفک، ضخامت برفک میانگین و وزن برفک با نتایج  یابد. دمای محلی شبیهکند سرعت هوا افزایش میهر چقدر برفک رشد می

 آزمایشگاهی تطابق دارند.
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A B S T R A C T  
 

 

The flowforming process is a chipless metal forming process that is used to produce precise thin walled 
tubes. Manufacturing of internal gears using flowforming process is a difficult-to-achieve, but very 

interesting process in which the gear may be produced without the need for high forming forces and r 

high tooling cost. In this study, manufacturing of internal gears using flowforming process is studied. 
The process has been numerically analyzed and simulated. The plastic behavior of the material, and 

friction conditions were determined using tensile and friction tests, respectively. Several controlled test 

were performed to evaluate the validity of simulation results. A comparison of simulation and 
experimental results indicates very good agreement. Once the simulation is verified, the effects of roller 

diameter, thickness reduction percentage, feed rate and attack angle on tooth height were obtained using 

design of experiments (DOE) procedure. According to DOE results, attack angle (α), thickness reduction 
percentage (T), interaction between roller diameter and attack angle (D×α), and interaction between 

roller diameter and feed rate (D×f) are the most significant parameters affecting the tooth height. The 

tooth height increases with increasing the roller diameter and thickness reduction, but decreases with 
increasing the feed rate and attack angle. 

doi: 10.5829/ije.2020.33.12c.18 
 

NOMENCLATURE   

𝐷  Roller diameter (mm) f Feed rate (mm/rev) 

𝑇  Thickness reduction (%) 𝛼  Attack angle (degree) 

 
1. INTRODUCTION1 
 
Flowforming, also known as tube spinning, is a novel 

metal forming method that is used to produce thin-walled 

high precision tubular products. A tubular workpiece 

(preform) is held onto a mandrel, and the material can be 

displaced axially by one or more rollers moving axially 

along the mandrel. The advantages of flowforming are 

flexibility, simple tooling, low production cost and low 

forming loads, which makes it suitable for automotive 

production [1]. Forming a tube along with internal teeth 

(such as internal gears) is another application of this 

process. Internal gears are widely used in defense and 

aerospace industries as external sun gears of planetary 

mechanisms due to their compact structure, large torque-

to-weight ratio, high gear ratio, reduced noise and 

vibration, etc. [2]. Gears are generally manufactured via 
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metal cutting processes, which require more time and can 

lead to material waste. Moreover, gears are subjected to 

various stress conditions and should be strong enough to 

withstand these conditions. A gear that is manufactured 

through metal cutting procedure has poor strength [3]. To 

overcome this drawback, flowforming can be used for 

manufacturing of internal gears. 

Because of the importance of flowforming in 

manufacturing the tubular parts including internal teeth, 

a number of studies have been carried out using 

theoretical analyses and experimental methods. Groche 

and Fritsche [4] investigated gear manufacturing using 

flowforming. They studied the influence of the number 

of rollers on the force applied to the mandrel teeth. To 

achieve a uniform distribution of the force on the mandrel 

teeth, they suggested using a ring instead of a roller. Jiang 

et al. [5] studied manufacturing of thin-walled tubes 
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including internal teeth using ball spinning process. They 

calculated the influence of thickness reduction on teeth 

height using the finite element method, and compared the 

results with experiments. Jiang et al. [6] studied the 

influences of roller diameter, feed rate and the initial 

thickness of the tube on the height of teeth using neural 

networks. Jiang et al. [7] simulated manufacturing of 

thin-walled tubes with internal teeth using finite element 

method (FEM). They investigated the influence of the 

roller diameter on teeth height and surface roughness. 

Jiang et al. [8] investigated the influence of the number 

of passes during thickness reduction on teeth height, 

surface roughness and microstructure of the tube. 

Haghshenas et al. [9–11] investigated the influences of 

microstructure, hardness, thickness reduction and strain 

hardening rate on the plastic strain in metals with FCC 

structure. Xia et al. [12] analyzed Trapezoidal internal 

gear production defects, experimentally and numerically. 

They examined the effect of thickness reduction and 

direction of rotation of the mandrel on the shape of the 

gear. Xu et al. [13] studied both experimentally and 

numerically the multi-stage internal gear production 

using a plate. They investigated the effect of process 

parameters on the tooth height and filling rate of the 

mandrel cavity. The process was applied to ASTM 1035 

mild steel using three rollers in two stages. Although the 

process has received attention from the research 

community, the application of flowforming to 

manufacture of internal gears has been a new attempt so 

far. Achieving the desired teeth is one of the most critical 

tasks in flowforming of internal gears and the 

deformation mechanism of teeth in this process is more 

complex compared with the counterparts with no inner 

ribs. Moreover, the influence of parameters has not been 

studied so far.  

In the present study, the emphasis is on investigating 

the influence of process parameters on tooth height in 

backward flowforming of internal gears using the results 

of experiment and FEM. In this study, the flowforming 

process is simulated using FEM, and then the results are 

validated by experimental tests. This FEM model is used 

in DOE and determination of parameters affecting teeth 

height. Finally, the optimum value is predicted. Research 

methodology is shown in Figure 1. 

 

 

2. Material and method 
 
2. 1. Tensile Test           To determine the plastic behavior 

of the material, tensile testing was carried out using the 

Zwick/Roell tensile test machine with a maximum load 

of 600 kN and a servo motor control. The setup is shown 

in Figure 2. Test samples were prepared according to the 

ASTM. The tests were carried out with a rate of 20 

mm/min at temperatures of 25, 100 and 150ºC. The 

obtained stress-strain diagrams are presented in Figure 3. 

 
Figure 1. Research methodology in this study 

 

 

 
Figure 2. Setup of tensile test equipment 

 

 

 
Figure 3. Stress-strain curves of copper workpiece at 

different temperatures in degrees Celsius 

 

 
2. 2. Friction Test           To determine the friction 

coefficient, the ring pressure test was carried out at 

temperatures of 25, 60, 100, and 150ºC. The test samples 

were rings with a standard geometric ratio of 2:3:6 

(thickness, internal diameter and external diameter of 8, 

12 and 24 mm, respectively). A Zwick/Roell pressure test 

machine with a maximum load of 600 kN was used to 

carry out the tests (Figure 4).  
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Figure 4. Setup of ring pressure test 

 

 
2. 3. Flowforming Process          In this study, a 

backward flowforming was performed using a universal 

lathe. The preform was a C12200 copper alloy tube with 

an internal diameter of 13.2 mm and a wall thickness of 

2.5 mm (Figure 5). A ball-bearing (deep groove ball-

bearing SKF 6203/VA201 with a diameter of 40 mm and 

a width of 12 mm) was used as the roller. A gear with 20 

teeth and an outer diameter of 13.2 mm, which was heat-

treated to get the surface hardness of 58 RC, was used as 

the mandrel (Figure 6). The experimental setup is shown 

in Figure 7. The gear was complete in four passes of 

forming. The minimum thickness reduction should be 

determined so that the plastic metal flow not to be limited 

to the external surface, which is usually 15% [14]. The 

primary preform was removed from the mandrel when 

25% thickness reduction was achieved. This was 

repeated in the second step, i.e., another 25% thickness 

reduction was carried out in the second step. In the third 

step, the thickness reduction was 20%, and in the fourth 

step 15%. To evaluate the quality of the gear teeth, it was 

necessary to section the specimens;  this was done using  

 

 

  
Figure 5. Dimensions of preform 

 

 

 

 
Figure 6. Mandrel used to form internal gear 

 

 
Figure 7. Setup of the experiment and the produced final 

gear 

 

 
a wire-cutting machine. A video measuring machine 

(VMM) was used to measure the profile and teeth height 

of gear in the sectioned specimens. Then, the gear 

microstructure was investigated. 

 

 

3. MODELING OF FLOWFORMING PROCESS 
 
The model is shown in Figure 8. In this study, the 

workpiece material was C12200 copper alloy that is 

considered an elastic-plastic material (the stress-strain 

curve is shown in Figure 3). The mechanical properties 

of C12200 are shown in Table 1. The geometrical 

dimensions of pre-form, rollers and mandrel are 

described in Section 2.3. To investigate the effects of 

friction and temperature on the process a thermo-

mechanical analysis was carried out, and 41470 C3D8RT 

type  elements with the  ALE  formulation were used for  

 

 

 
Figure 8. Schematic of backward flowforming in FEM 

model 
 
 

TABLE 1. Mechanical properties of copper workpiece  

Material σy(MPa) σu(MPa) E(GPa) υ ρ(kg/m3) 

C12200 227 295 115 0.3 8930 
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meshing [15, 16]. For simplicity, the mandrel and roller 

were considered to be rigid. The Coulomb friction model 

was used to define the contact surfaces, and the friction 

coefficient was determined according to the friction test 

(as it is described in Section 2.2). Due to high 

deformation and complicated contact conditions in the 

flowforming process, the dynamic explicit solving 

procedure used because of the numerical robustness and 

computational efficiency in the case of highly non-linear 

and large-scale applications [1]. In this analysis, the mass 

scaling factor was used to reduce the solution time. The 

process was simulated using FEM software along with 

some codings. Finally, to validate the simulation model, 

the tooth height was compared in two experimental and 

simulation in four steps, which is shown in Table 2. 

 

 

4. RESULTS 
 
4. 1. Experimental and Simulation Results            In 

this section, the results of simulation and experiments are 

discussed. The manufacturing of the gear was carried out 

in four steps and the gear teeth were formed gradually. 

Figures 9 and 10 present the form and height of a gear 

tooth in four steps, which was obtained from the 

simulation and experimental results. 

 

4. 2. Microstructure of Gear           Analysis of the 

microstructure of the gear produced by flowforming 

helps to understand the deformation mechanism. In this 

research,  samples  from  the  preform  and  gear  (in  four 

 

 
TABLE 2. Comparison between Tooth heights in four steps 

 Step 1 Step 2 Step 3 Step 4 

Simulation 0.44 0.84 1.19 1.35 

Experimental 0.5 0.89 1.21 1.35 

Error 12% 5% 2% 0 

 

 

 
Figure 9. Tooth height at different steps of simulation 

 

 

 

 

 
Figure 10. Tooth formation in four steps 

 

 

passes) were prepared. Microstructures of the samples 

were obtained using a light microscope, and the results 

are shown in Figures 11 and 12. As can be seen in Figure 

11, the microstructure of the preform consists of 

equiaxed grains. However, as shown in Figure 12, severe 

deformation and misaligned orientation of the grains in 

the gear are quite evident; hence, an inhomogeneous 

plastic deformation can be inferred. As shown in Figure 

12, the grains are oriented in the tangential and radial 

directions so that the mandrel grooves are snugly filled. 

In each pass, the amounts of elongation and deformation 

of the grains are increased until the fourth pass in which 

the maximum elongation of the grains is achieved. 

 

 

 
Figure 11. Microstructure of preform 
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(a) (b) 

  
(c) (d) 

Figure 12. Microstructure of gear, a) Pass 1, b) Pass 2, c) 

Pass 3, and d) Pass 4 

 

 

4. 3. Effective Parameters and Statistical 
Optimization            Achieving a specific geometry is 

important in manufacturing industrial components; thus, 

the investigation of the influence of each parameter on 

tooth height is necessary. However, there is no concrete 

objective function to be used by statistical methods for 

optimizing the process parameters. Response surface 

method (RSM) was used to investigate the effect of each 

parameter on tooth height. Response surface method is a 

statistical method that is used to model and analyze 

processes that are affected by several parameters. The 

goal of this method is to model and optimize the response 

[17]. In this study, a central composite design (CCD) was 

applied. In this process, four parameters including roller 

diameter, thickness reduction percentage, feed rate and 

attack angle (as shown in Figure 13) are more important 

than others [1]. The levels of these parameters are given 

in Table 3. According to the applied method, 31 

experiments were considered with α=2.  

After doing the tests, the teeth height was obtained for 

each test, and the ANOVA results were obtained (Table 

4). Figure 14 presents the residual distribution of the 

present study, and the normality of the distribution can be 

 

 

 
Figure 13. Effective parameters in flowforming process 

TABLE 3. Effective parameters and their levels 

Parameter 

Roller 

diameter 

(d) 

Thickness 

reduction 

(t%) 

Feed rate 

(f) 

Attack 

angle 

(α) 

Low level 20 mm 15% 0.05 mm/rev 20º  

High level 60 mm 35% 0.25 mm/rev 60º  

 

 

TABLE 4. ANOVA table for teeth height 

Source DF Adj SS Adj MS F-Value 
P-

Value 

Model 14 0.34517 0.02465 24023.3 0.000 

Linear 4 0.27014 0.06753 65804.2 0.000 

D 1 0.00003 0.00003 31.62 0.000 

T 1 0.05008 0.05008 48794.7 0.000 

f 1 0.00265 0.00265 2577.73 0.000 

α 1 0.22187 0.22187 216185.5 0.000 

Square 4 0.02220 0.00555 5408.29 0.000 

D*D 1 0.00040 0.00040 391.79 0.000 

T*T 1 0.00818 0.00818 7967.74 0.000 

f*f 1 0.00000 0.00000 8.52 0.011 

α*α 1 0.01111 0.01111 10821.1 0.000 

2-Way 

Interaction 
6 0.04441 0.00741 7211.73 0.000 

D*T 1 0.00859 0.00859 8367.28 0.000 

D*f 1 0.01111 0.01111 10827.4 0.000 

D*α 1 0.01256 0.01256 12238.9 0.000 

T*f 1 0.00069 0.00069 668.81 0.000 

T*α 1 0.00553 0.00553 5385.69 0.000 

f*α 1 0.00039 0.00039 386.19 0.000 

Error 15 0.00001 0.00000   

Lack-of-Fit 9 0.00001 0.00000 1.81 0.242 

Pure Error 6 0.00000 0.00001   

Total 29 0.34518    

 

 
confirmed. A significance level of 95% was selected; that 

is the results are correct with a confidence level of 95%. 

Therefore, a parameter is significant if the P-value is less 

than 0.05. 

According to Table 4, all parameters and interactions 

are significant and affect the teeth height. Pareto chart is 

shown in Figure 15, which expresses the magnitude of 

the effect of each parameter on tooth height. According 

to Figure 15, attack angle (α), thickness reduction (T), 

interaction   between   roller   diameter   and   attack   angle 
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Figure 14. Normal probability of residuals for tooth height 

 

 

 
Figure 15. Pareto chart for teeth height 

 

 
(D×α), and interaction between roller diameter and feed 

rate (D×f) are, respectively, the most significant 

parameters affecting the tooth height. In this analysis, R-

Sq = 99.99 and R-Sq (adj) = 99.98 that confirm ultra-high 

accuracy of the model developed using RSM. To 

investigate the influences of the parameters effective on 

the teeth height, the main effects and interactions should 

be investigated precisely. In this section, the influence of 

each parameter will be discussed. In the analysis of 

interactions, other parameters were considered in a 

balanced mode (central point) of tests. 

 

4. 3. 1. Influence of Roller Diameter          The 

influence of the roller diameter on tooth height is shown 

in Figure 16, which indicates that the tooth height 

increases with increasing the roller diameter up to 40 mm 

and decreases with further increase. Additionally, 

according to the D×T interaction, which is shown in 

Figure 17, the height increases with increasing the roller 

diameter at low thickness reductions, but at values above 

25%, the height decreases. As the roller diameter 

increases, the plastic deformation zone increases, and this 

leads to an increase in material flow beneath the roller 

and tooth height. However, as the roller diameter 

increases (more than 40 mm in Figure 16 and at thickness 

reductions above 25% in Figure 17), the S/L ratio 

(circumferential contact length (S) to axial contact length 

(L)) increases, and due to friction, the material flow 

increases in axial direction. However, to increase the gear 

height, the axial flow must be reduced. According to the 

D×f interaction in Figure 18, the increase in feed rate 

decreases the tooth height because at high feed rates, the 

material does not remain beneath the roller and tends to 

escape from underneath it and flow in the opposite 

direction of the roller axial movement. However, this 

effect is reversed by increasing the roller diameter. As the 

roller diameter increases, the contact area becomes larger 

and the engagement of roller and the workpiece 

increases, so the material escape from the roller less 

frequently. Consequently, increasing the diameter of the 

roller results in a better flow of material in the radial 

direction and an increased tooth height. According to 

Figure 19, which shows the D×α interaction, the tooth 

height increases with increasing the roller diameter. 

 

4. 3. 2. Influence of Thickness Reduction 
Percentage           According to the main effect of 

thickness reduction percentage (Figure 20) as well as the 

interactions of T×F (Figure 21), T×α (Figure 22) and 

D×T (Figure 17), the tooth height increases with 

increasing the thickness reduction percentage. As the 

thickness reduction percentage increases, the plastic 

deformation zone increases, and this causes an increase 

in material flow and tooth height. In addition, at high 

thickness reduction, the S/L ratio decreases and the axial 

flow is restricted. According to the F- value in the Table 

4, the interaction of T×f has little effect on the tooth 

height which is shown in Figure 21. 

 

 

 
Figure 16. Effect of roller diameter on tooth height 

 

 

 
Figure 17. Interaction effects of roller diameter and 

thickness reduction on tooth height 
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Figure 18. Interaction effects of roller diameter and feed rate 

on tooth height 

 

 

 
Figure 19. Interaction effects of roller diameter and attack 

angle on tooth height 

 

 

 
Figure 20. Effect of thickness reduction on tooth height 

 
 

 
Figure 21. Interaction effect of thickness reduction on tooth 

height 

 
Figure 22. Interaction effects of thickness reduction and 

attack angle on tooth height 

 

 

4. 3. 3. Influence of Feed Rate          According to 

Figure 23, increasing the feed rate, reduces the tooth 

height, as described in Subsection 4.3.1. Increasing feed 

rate increases the S/L ratio, and due to the friction, the 

material flow increases in the axial direction and the tooth 

height decreases. The interaction of D×f and T×f was 

explained in Subsection 4.3.1 and 4.3.2 respectively. The 

interaction of f×α Almost no effect on the tooth height as 

shown in Figure 24. 

 

4. 3. 4. Influence of Attack Angle          The influence 

of attack angle is shown in Figure 25, which indicates that 

the tooth height decreases with increasing the attack  

 

 

 
Figure 23. Effect of feed rate on tooth height 

 

 

 
Figure 24. Interaction effects of feed rate and attack angle 

on tooth height 
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angle. This effect can also be seen in Figure 19 

(interaction of D×α), Figure 22 (interaction of T×α) and 

Figure 24 (interaction of f×α). If the attack angle is zero, 

the flow of materials is in the radial direction and 

increases the gear height. As the attack angle increases, 

the axial flow of the material also increases, and the gear 

height decreases. 

 

4. 3. 5. Response Optimization          In the previous 

sections, the parameters affecting tooth height were 

found. In this section, we can find the situation for 

optimizing the response by using response optimization. 

In fact, in this method, from the selected levels, the best 

settings are set to achieve the desired goal, which is to 

achieve maximum teeth height. As shown in Figure 26, a 

maximum tooth height of 0.7272 is obtained for D=20 

mm, T=35%, f=0.05 mm/rev and α=20º. 

 

 

 
Figure 25. Effect of attack angle on tooth height 

 

 

 
Figure 26. Response optimization plot for tooth height 

 

 

5. CONCLUSION 
 
The flowforming process is a relatively new method for 

producing internal gears that is suitable for batch 

production. In the present study, flowforming process 

was used to produce an internal gear on a lathe. Then, the 

process was modelled and the model was verified by 

comparing the simulation and experimental results. 

Achieving the desired teeth is one of the most critical 

tasks in flowforming of internal gears and formability of 

the tooth depends mainly on roller diameter, thickness 

reduction, feed rate, and attack angle of the roller. Due 

to the complexity of the process, the effect of input 

parameters on tooth height can not be calculated 

analytically, and therefore the design of experiment 

method (DOE) was used. By analyzing the process and 

obtaining the tooth height for each test, the results of the 

ANOVA analysis were obtained as follows: 

- All parameters and interactions affect tooth height. 

attack angle (α), thickness reduction (T), interaction 

between roller diameter and attack angle (D×α), and 

interaction between roller diameter and feed rate (D×f) 

are, respectively, the most significant parameters 

affecting the tooth height. 

- The tooth height initially increases with increasing 

the roller diameter up to 40 mm, and then, decreases with 

a further increase in the diameter. 

- The tooth height increases with increasing the 

thickness reduction. 

- The tooth height decreases with increasing feed rate. 

- The tooth height decreases with increasing the attack 

angle. 

- A maximum tooth height of 0.7272 is obtained for 

D=20 mm, T=35%, f=0.05 mm/rev and α=20º. 

Predicting the formation and tooth height with statistical 

and optimization methods (such as ANN), as well as 

investigating the effect of process parameters on the 

defects of this process is one of the tasks that can be done 

in the future. 
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Persian Abstract 

 چکیده 

در این تحقیق،  .شوندرهزینه تولید می ها با نیروي کم و بدون نیاز به ابزارآلات پُاست که در آن دندانه  ي جدیدداخلی با استفاده از فرآیند فلوفرمینگ، فرایند  يدندهساخت چرخ

چندین آزمایش   .سازي قرار گرفترد تحلیل و شبیهاین فرآیند به صورت عددي مو  .یند فلوفرمینگ مورد بررسی قرار گرفته استاداخلی با استفاده از فر يدندهساخت چرخ

سازي، تطابق بسیار خوب بین این نتایج است. پس از تایید نتایج شبیه   يدهندهسازي و تجربی نشاننتایج شبیه  يسازي انجام شد. مقایسهتجربی براي ارزیابی صحت نتایج شبیه 

طبق نتایج تحلیل    .حمله بر روي ارتفاع دندانه بررسی گردید  ي صد کاهش ضخامت، پیشروي و زاویهاثرات قطر غلتک، در(DOE) هاي  با کمک روش طراحی آزمایش

به ترتیب بیشترین تاثیر را بر روي ارتفاع دندانه دارند. با افزایش قطر غلتک و   (D×f) و  (D×α)حمله، درصد کاهش ضخامت، اثر متقابل ي(، زاویهANOVAواریانس)

 حمله اثر معکوس بر روي ارتفاع دندانه دارند. يیابد، اما پیشروي و زاویهارتفاع دندانه افزایش میدرصد کاهش ضخامت 
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A B S T R A C T  
 

 

Wire and tube heat exchanger has been utilized in refrigerators whose cooling performance depends 
on how much the wire are releasing heat. Wire efficiency is an important factor of the performance. 

The woven matrix is a new design of wire configuration on wire and tube heat exchanger. This 

research focused on optimization design of woven matix by varying wire pitch (pw 5,7,9 mm) and 
three inlet massflows with controlling the hot fluid temperature at 353K.  Computational Fluid 

Dynamic Simulation is used to determine heat transfer distribution of fluid in tube. The validation 

was conducted experimentally by measuring 9 temperature points at heat exchanger.  This research  
revealed that pw 7 mm with massflow rate 0.000571kg/s can decrease fluid temperature until it 

reaches 30oC with all wires working to release the heat and it results 74% wire efficiency. Then, pw 

9 mm with massflow 0.0011kg/s has 64% wire efficiency, it was because the heat exchanger cannot 
decrease the fluid temperature to 303K. At high massflow, heat exchanger need more wire to 

decrease the temperature down to 303K. This research is recommended for cooling system widely 

applied in food industry, an optimal cooling system will reduce the cost of electricity consumption 
for cooler. 

doi: 10.5829/ije.2020.33.12c.19

 
 

NOMENCLATURE 

h Convection heat transfer coefficient  Greek Symbols  

Aw Wire area ηw Wire efficiency 

At Tube area Subscripts  

T Temperature t Tube 

pw Wire picth w Wire 
  ∞ Surrounding  

 
1. INTRODUCTION1 
 

Heat exchanger has been widely used in power 

generation industry, food industry, manufacturing 

industry and even in our home appliances. Design of heat 

exchanger is very important for the application and 

performance. The optimal design can increase heat 

transfer performance [1]. 

The performance is a heat exchanger having high heat 

transfer. One of types of heat exchanger is wire and tube 

that is usually used in refrigeration system as a condenser 

which decrease temperature without changing a phase of 

a fluid [2]. Following the times, the wire and tube has 

many development design to increase its performance. 

 

*Corresponding Author Institutional Email: madearsana@unesa.ac.id 

(I. M. Arsana) 

In the Wire and tube condenser, to decrease 

temperature optimally, some studies have investigated on 

design to optimize a performance, such an experiment 

who studied about energy saving and cost reduction of 

wire and tube designs [3]. Wei etal. [4] used the 

numerical approach to investigate the thermal 

performance of a new design of wire and tube condenser 

and another case predicted the performance of wire and 

tube using mathematical approach in matlab [5].  

A design variation of wire and tube has been 

investgated by Arsana et al. [6] using numerical 

approach. The researchers have reviewed about the effect 

of design to wire and tube efficiency in single staggered 

design. This research obtained pitch wire and wire 
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diameter pw/dw has a variations value of efficiency to 

temperature of inlet fluid. Then Arsana et al. [7] have 

studied to find out optimization pw/lw. Based on 

optimization studies using the Hooke-Jevees method, the 

maximum optimization factor (fref) is in the wire 

diameter (dw) of 0.9 mm and the distance between wires 

(pw) of 11 mm. But, in another research a new design of 

wire and tube namely woven matrix design 

experimentally studied which use wire pitch variation 

and inlet temperature variation. According to this 

research, the woven matrix needs to be optimum design 

with massflow variations to reach optimal performance 

of the woven matrix design. 

Lately, many studies have been conducted with 

computational fluid dynamic (CFD) to visualize fluid 

distribution with minimum cost and research 

performance of heat transfer. The research using CFD 

about heat transfer is very intersting to use. The research 

by Kostikov and Romanenkov [8] studied about 

approximation of convergence solution of CFD 

modelling. Sengupta et al. [9] used CFD for improved 

design of stove system. The reseach by Yamini et al. [10] 

provided numerical modelling of wind turbine. Rahate 

and Sarode [11] about design of air distribution system 

visualized the airflow. The research by Rani and Thermal 

[12] analyzed heat transfer and visualized airflow with 

fin variation effect. Gonul et al. [13] investigated airflow 

surrounding at wire and tube which had error arround 

10% in modelling by CFD. 

Based on previous work, the researchers have done a 

lot to study for wire and tube optimization. So, this 

research provide innovation using CFD simulation to 

figure out the optimization values of a single woven 

matrix with variations in pitch wires and massflow rates. 

The efficient heat exchanger will help to increase 

production and reduce an operational cost in industries or 

home activities. This research uses three models of wire 

and tube which is three wire pitch (5, 7 and 9 mm) with 

three variation of massflow. This research uses 

simulation approach with validation experimentally of 

one of wire and tube model. Analysis was conducted by 

heat transfer visualization, diagram of heat transfer 

efficient, and wire efficiency 

 

 

2. MATERIALS AND METHODS 
 

2. 1. Materials           This research was conducted by 

developing the models using simulation with validation 

experimentally. In the first process, an experiment was 

performed as a reference and validation. Then simulate 

the other models with ANSYS Fluent software to obtain 

the parameters accurately. The detail of object is shown 

in Table 1. 

 

2. 2. Simulation Setup          There are 3 steps in 

simulation processes which are pre-processing, solving,  

TABLE 1. Specification detail of single woven matrix wire and 

tube heat exchanger 

Properties Value or Information 

Wire and tube material Steel 

Heat exchanger height 445 mm 

Heat exchanger width 436 mm 

Tube out diameter 4.8 mm 

Tube in diameter 3.2 mm 

Wire diameter 1.2 mm 

Wire pitch 5, 7, 9 mm 

Total concentric tube 12 

Tube pitch  40 mm 

Fluid Thermo oil-32 

Specific heat (cp) 2000 J/kgK 

Density (ρ) 856 kg/m3 

 

 

and post-processing [7]. At the pre-processing conducted 

by designing wire and tube heat exchanger with a type of 

woven matrix wire. Detailed of simulation flow is shown 

in Figure 1. 

There are 3 methods that used in this study which are 

simulation set up, validation models and some equations 

to find out heat transfer coefficient and wire efficiency 

heat exchanger. 

 

2. 2. 1. Pre-processing           This step was designed 

for the simulation model. The simulation was conducted 

with a 3D geometry model. 
 

2. 2. 2. Solving           The next step of the simulation 

was solving, this step determined the boundary 

conditions of models. Detail of boundary condition is 

summarized in Table 2. 

 
2. 2. 3. Post-processing          First step visualize model 

which was the wire and tube model. The result of this 

 

 

 
Figure 1. Simulation Flowchart 
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TABLE 2. Boundary condition of wire and tube simulation 

No. Parts of wire and tube Boundary Condition 

1 Inlet Inlet Massflow 

2 Outlet Outflow 

3 Wall Tube Wall 

4 Wall Wire Wall 

 
 

model showed the distribution of heat transfer of fluid in 

the tube. The second step was air simulation model, this 

result model showed how the movement of the air around 

the wire and tube heat exchanger. 

 

2. 3. Validation Model          The experiment was carried 

out at pw 7 mm to obtain the data for validation. It was 

compared to simulation results with a maximum error 5% 

of 9 points on wire and tube heat exchanger that were 

measured with a thermocouple [7]. If the simulation have 

been valid, and then the simulation was processed on the 

next variable which was pw 5 mm and 9 mm. The single 

woven matrix wire and tube and  9 points of 

thermocouple on the Heat Exchanger are shown in 

Figures 2 and 3. 
 

 

 

 
Figure 2. Single Woven Matrix Wire and Tube Heat 

Exchanger 

 

 

 

 
Figure 3. Experimental Setup 

2. 4. Wire Efficiency           Wire efficiency is the ratio 

between the rate of heat transfer by the wire with the 

maximum heat transfer rate that occurs when the entire 

surface of the wire is at the base temperature of the wire 

[7]. 

𝜂𝑓 =
𝑞 𝑓𝑖𝑛

𝑞 𝑚𝑎𝑘𝑠
=

ℎ.𝐴𝑤(𝑇𝑤−𝑇∞)

ℎ.𝐴𝑤(𝑇𝑡−𝑇∞)
  (1) 

 
 
3. RESULT AND DISCUSSION 

 

3. 1. Contour of Single Woven Matrix Wire and 
Tube Temperature           The results of the simulation 

are displayed in the form of a contour visualization of the 

wire and tube temperature and air velocity. It is shown in 

Figure 4. 

According to Figure 4 (a) the massflow 0.0011 kg/s 

has a contour color that dominated by red, yellow and 

green. This indicates that the fluid in the wire and tube is 

still hot or above the ambient temperature. At this 

condition, wire and tube is able to decrease the fluid 

temperature to 320 K (47 oC). The massflow 0.000571 

kg/s Figure 4 (b) and 0.000549 kg/s Figure 4 (c) began to 

appear blue temperature contours  which shows the heat 

exchanger has decreased the fluid temperature to reach 

an ambient temperature of 30 oC. 
 

 

 
Figure 4. Contour of Temperature Single Woven Matrix 

Wire and Tube 5 mm 
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The results above showed at pw 5 mm, the slower 

massflow can decrease temperature to optimal 

performance. However, overall heat transfer at pw 5 mm 

does not maximal as wire and tube has reached optimal 

temperature to 30 oC at 3/4 of the entire surface of the 

wire and tube. This occurs because more narrow wire 

picth requires the higher inlet temperature [6, 7]. 

According to Figure 5 (d), the massflow 0.0011 kg/s 

decreases the fluid temperature to 325 K (52 ℃). Figure 

5 (e) the massflow 0.000571 kg/s and Figure 5 (f) 

0.000549 kg/s began to appear blue temperature contours 

where it shows that the heat exchanger has cooled the 

fluid temperature to reach an ambient temperature of 30 
oC. At a distance of 7 mm wire and tube work with the 

whole of wire discharged the heat, so the heat transfer 

occurs at the entire surface of the wire and tube. 

This indicates that wire and tube at pw 7 mm has good 

performance at three mass flow rates and good 

performance at inlet temperature of 353 K. 

According to Figure 6 (g), the massflow 0.0011 kg/s 

indicates that the fluid in the wire and tube is still hot. At 

this condition, wire and tube decrease the fluid 

temperature to 328 K (55 oC). 

Unlike the pw 5 and 7 mm, at the massflow 0.000571 

kg/s and 0.000549 kg/s, according to Figure 6 shows that 

the heat exchanger at pw 9 mm with massflow 0.000571 

kg/s (h) was able to decrease the fluid temperature down 

to 309 K (36 oC). Whereas for the massflow 0.000549 

 

 

 
Figure 5. Contour of Temperature Single Woven Matrix 

Wire and Tube 7 mm 

 
Figure 6. Contour of Temperature Single Woven Matrix 

Wire and Tube 9 mm 

 

 

kg/s (i) it was able to decrease the fluid temperature to 

310 K (37 oC). 

The pw 9 mm does not reach the ambient temperature 

in outlet. This indicates for this design has less 

performance than pw 7 because the heat transfer area is 

not as high as the other designs [7]. 

 

3. 2. Wire Efficiency (ηw)           Wire efficiency is the 

ratio between the rate of heat transfer by the wire with the 

maximum heat transfer rate that occurs when the entire 

surface of the wire is at the base temperature of wire. The 

wire efficiency of single woven matrix wire and tube is 

shown in Figure 7. 

Figure 7 shows the effect of the wires pitch (pw) on 

wire efficiency of single woven matrix wire and tube. 

Heat exchanger pw 5 mm with massflow 0.0011 kg/s 

influences the value of wire efficiency. At this condition 

the heat exchanger decreased the fluid temperature to 47 

oC, the efficiency value in this condition is 73%. At the 

same wires pitch but with 0.000571 kg/s massflow rate, 

the heat exchanger can decreased the fluid temperature to 

30 oC in 2/3 of the overall surface area of the heat  
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Figure 7. Wire Efficiency 

 

 

exchanger. This shows that the heat transfer process 

doesn’t occur equally, it means that in the last 1/3 of the 

heat exchanger area there was a wire that doesn’t work 

release the heat because the design is not optimal for this 

condition [7]. The wire efficiency has a value of 70%. 

For the same reason as the 0.0011 kg/s mass flow, at a 

wires pitch 5 mm with 0.000549 kg/s has a wire 

efficiency value of 67%. 

Heat exchanger pw 7 mm with 0.0011 kg/s massflow 

decreased the fluid reaches temperature 52o C, this causes 

the wire efficiency at Pw 7 mm was smaller than 5 mm 

which is equal to 72%. This shows that at the high 

massflow, more wire was needed to increase the 

efficiency value. Heat exchanger pw 7 mm with 0.000571 

kg/s massflow, heat transfer occurs equally. In this 

condition the heat exchanger could decreased the fluid 

temperature until it reaches 30o C with all wires working 

to dissipate the heat, so the wire efficiency value was 

74%. For the same reasons pw 7 mm at 0.000549 kg/s 

could cool the fluid to ambient temperature, but the wire 

efficiency at this condition was only 71% this was 

because the Tw value of 47.85 oC, smaller than pw 7 mm 

with a 0.000571 kg/s massflow which had a Tw value of 

48.55 oC. 

At pw 9 mm on 0.0011 kg/s massflow, the wire 

efficiency has the smallest value between pw 5 and 7 mm. 

This was because at the fast massflow more wire was 

needed to increase wire efficiency. Wire efficiency at pw 

9 mm with 0.0011 kg/s massflow has a value of 64%. 

Heat exchanger pw 9 mm at 0.000571 kg/s and 0.000549 

kg/s also has a small wire efficiency, in both conditions 

the heat exchanger couldn't decreased the fluid to reach 

an ambient temperature. The high temperature of the out 

fluid causes the value of the divider (Tt - T∞) to be high. 

So the wire efficiency values for pw 9 mm at the 0.000571 

kg/s and 0.000549 kg/s were 69 and 66%, respectively. 

Referring to research was conducted by Arsana et al. 

[6] that the wire pitch affects value of wire and tube 

efficiency. That research showed a small wire pitch pw/dw 

= 0.015 had the highest wire efficiency value at a fluid 

inlet temperature of 80 oC, the wire efficiency was 82%. 

This was in line with this research that at the high 

temperatures heat exchanger requires more wires to 

achieve an optimal values. In addition, at the high mass 

flow rate, the heat exchanger with pw 5 mm just has an 

efficiency 67% because high massflow made the wire 

didn’t have time contact to absorb the heat from fluid 

flow. Beside this, the visualization using CFD as research 

describes clearly and more imagines the mind in 

analysing heat transfer [8-10]. 
 

 
4. CONCLUSION 
 

According to this result, the simulation study of wire and 

tube heat exchanger has obtained the optimal design is pw 

7 mm with massflow rate of 0.000571 kg/s which 

indicates the highest efficiency wire is 74%. It occurs as 

in this condition the heat exchanger has been able to 

decrease the fluid to an ambient temperature with all the 

wires working to transfer the heat. 

Based on this research the optimal design depends on 

the characteristic of every condition. This design can help 

to improve the optimal design for wire and tube which is 

be able to use for refrigeration system in home appliance 

or industry. This work is also useful for other researches 

of refrigeration system and CFD applications. 
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Persian Abstract 

 چکیده 

رما آزاد کند. کارایی سیم عامل مبدل حرارتی سیم و لوله در یخچال ها بسیار مورد استفاده قرار گرفته است ، عملکرد خنک کننده خوب به این بستگی دارد که سیم بتواند گ

طراحی جدیدی از سیم و لوله است. این تحقیق بر روی طراحی بهینه سازی ماتیکس بافته شده با گام سیم متغیر  مهمی در عملکرد است. پیکربندی سیم ماتریس بافته شده  

(Pw 5،7،9    و سه جریان انبوه ورودی با کنترل دمای مایع گرم در )80میلی متر  ( درجه سانتی گراد متمرکز شده است. شبیه سازی محاسباتی دینامیک سیالاتCFD  برای )

 Pwرارتی انجام می شود. این تحقیق نشان داد که  نقطه دما در مبدل ح  9تعیین توزیع انتقال حرارت مایع در لوله استفاده می شود. اعتبار سنجی به طور آزمایشی با اندازه گیری  

درجه سانتیگراد برسد در حالی که تمام سیم ها برای آزاد کردن گرما کار می  30می تواند دمای مایع را کاهش دهد تا زمانی که به    0.000571kg / sمیلی متر با سرعت جرم    7

درصد بهره وری سیم دارد ، به این دلیل است که مبدل حرارتی نمی    0.0011kg / s 64لی متر با جریان توده  می  Pw 9  ،  آن  از  پس.  است  ٪74کنند ، در نتیجه کارایی سیم  

درجه سانتیگراد کاهش دهد. این تحقیق برای سیستم    30کاهش دهد. در جریان جرم زیاد ، مبدل حرارتی به سیم بیشتری نیاز دارد تا دما را به    30oCتواند دمای سیال را به  

 می دهدکننده توصیه می شود که به طور گسترده ای در صنایع غذایی استفاده می شود ، یک سیستم خنک کننده بهینه هزینه برق مصرفی کولر را کاهش خنک 

 

https://www.researchgate.net/deref/http%3A%2F%2Fdx.doi.org%2F10.28991%2Fcej-2020-03091506
https://doi.org/10.1007/s12665-018-7967-4


AIMS AND SCOPE 
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researchers and practitioners in the academic, industrial and governmental sectors. All original research contributions of significant 
value focused on basics, applications and aspects areas of engineering discipline are welcome. 

This journal is published in three quarterly transactions: Transactions A (Basics) deal with the engineering fundamentals, 
Transactions B (Applications) are concerned with the application of the engineering knowledge in the daily life of the human being and 
Transactions C (Aspects) - starting from January 2012 - emphasize on the main engineering aspects whose elaboration can yield 
knowledge and expertise that can equally serve all branches of engineering discipline. 

This journal will publish authoritative papers on theoretical and experimental researches and advanced applications embodying the 
results of extensive field, plant, laboratory or theoretical investigation or new interpretations of existing problems. It may also feature - 
when appropriate - research notes, technical notes, state-of-the-art survey type papers, short communications, letters to the editor, 
meeting schedules and conference announcements. The language of publication is English. Each paper should contain an abstract both 
in English and in Persian. However, for the authors who are not familiar with Persian, the publisher will prepare the latter. The abstracts 
should not exceed 250 words. 

All manuscripts will be peer-reviewed by qualified reviewers. The material should be presented clearly and concisely: 
• Full papers must be based on completed original works of significant novelty. The papers are not strictly limited in length. However, 

lengthy contributions may be delayed due to limited space. It is advised to keep papers limited to 7500 words. 
• Research notes are considered as short items that include theoretical or experimental results of immediate current interest. 
• Technical notes are also considered as short items of enough technical acceptability with more rapid publication appeal. The length 

of a research or technical note is recommended not to exceed 2500 words or 4 journal pages (including figures and tables). 
Review papers are only considered from highly qualified well-known authors generally assigned by the editorial board or editor in 

chief. Short communications and letters to the editor should contain a text of about 1000 words and whatever figures and tables that may 
be required to support the text. They include discussion of full papers and short items and should contribute to the original article by 
providing confirmation or additional interpretation. Discussion of papers will be referred to author(s) for reply and will concurrently be 
published with reply of author(s). 

 

INSTRUCTIONS FOR AUTHORS 
 

Submission of a manuscript represents that it has neither been published nor submitted for publication elsewhere and is result of research 
carried out by author(s). Presentation in a conference and appearance in a symposium proceeding is not considered prior publication. 
 
Authors are required to include a list describing all the symbols and abbreviations in the paper. Use of the international system of 
measurement units is mandatory. 
 

• On-line submission of manuscripts results in faster publication process and is recommended. Instructions are given in the IJE web 
sites: www.ije.ir-www.ijeir.info 

• Hardcopy submissions must include MS Word and jpg files. 
• Manuscripts should be typewritten on one side of A4 paper, double-spaced, with adequate margins. 
• References should be numbered in brackets and appear in sequence through the text. List of references should be given at the end of 

the paper. 
• Figure captions are to be indicated under the illustrations. They should sufficiently explain the figures. 
• Illustrations should appear in their appropriate places in the text. 
• Tables and diagrams should be submitted in a form suitable for reproduction. 
• Photographs should be of high quality saved as jpg files. 
• Tables, Illustrations, Figures and Diagrams will be normally printed in single column width (8cm). Exceptionally large ones may be 

printed across two columns (17cm). 
 

 

PAGE CHARGES AND REPRINTS 
 

The papers are strictly limited in length, maximum 6 journal pages (including figures and tables). For the additional to 6 journal pages, 
there will be page charges. It is advised to keep papers limited to 3500 words. 
 

Page Charges for Papers More Than 6 Pages (Including Abstract) 

For International Author ***   $55 / per page 

For Local Author   100,000 Toman / per page 
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