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#### Abstract

$A B S T R A C T$

In this paper, a relatively new method, namely variational iteration method (VIM), is developed for free vibration analysis of a Timoshenko beam with different boundary conditions. In the VIM, an appropriate Lagrange multiplier is first chosen according to order of the governing differential equation of the boundary value problem, and then an iteration process is used till the desired accuracy is achieved. Solution of VIM for natural frequencies and mode shapes of a Timoshenko beam is compared to the available exact closed-form solution and numerical results of differential quadrature method (DQM). The accuracy of VIM is approximately the same as exact solution and much better than the DQM for solving the free vibration of a Timoshenko beam. Also, convergence speed and simplicity of this method is more than the other two methods because it works with polynomial at the first iteration. Thus, VIM can be used for solving the complicate engineering problems which do not have analytical solution.
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NOMENCLATURE

| $B R$ | $v$ | $I$ | area inertia |
| :--- | :--- | :--- | :--- |
| $\bar{L}$ | linear operator | $A$ | sectional area |
|  | nonlinear operator | Greek Symbols |  |
| $K_{\mathrm{s}}$ | shear correction factor | $\gamma$ | Lagrange multiplier |
| $E$ | Young's modulus | $\rho$ | mass density |
| $G$ | shear modulus | $\omega$ | natural frequency |

## 1. INTRODUCTION

Timoshenko beam vibration problem with different boundary conditions is widely used in different industrial applications. Timoshenko beam theory in comparison to Euler-Bernoulli one takes into account shear deformation and rotational inertia effects [1, 2] Thus, it is closer to reality. For this reason Timoshenko beam has been used in a lot of practical problems. For example, Lin and Hsiao [3], studied vibration of a rotating Timoshenko beam using virtual work principle.

[^0]Torabi et al. [4] presented an exact closed-form solution for the analysis of the transverse vibration of a Timoshenko beam with multiple concentrated masses. In spite of accuracy of analytical and exact solutions, there are two major problems: 1) solutions are usually long and 2) many complicated engineering problems cannot be solved. Thus, numerical methods are proposed for solving this type of problems. Today, there are many numerical methods in the literature that each has their own advantages and disadvantages. The main feature of all numerical methods is that they are able to solve every problem, but they are not accurate enough. Among the numerical methods, differential quadrature
method (DQM) has a significant attention in the last decade due to its special features in solving complex problems. Zhong and Guo [5] investigated the largeamplitude free vibration of simply supported Timoshenko beams with immovable ends using DQM. Karami et al. [6] used differential quadrature element method (DQEM) for free vibration analysis of arbitrary non-uniform Timoshenko beams resting on elastic supports and carrying concentrated masses.

Variational Iteration Method (VIM) due to its excellent accuracy, high convergence and simple calculations rather than other numerical methods can be used for solving engineering problems. VIM was first introduced by He [7, 8]. Later, it was developed by Wazwaz [9]. He developed a method known as Adomian in this book due to difficulties in determining the Lagrange multipliers in VIM. However, VIM has higher convergence speed and does not include noise terms in comparison to Adomian method. Therefore, most of the available studies in the literature have focused on the superiority of VIM rather than Adomian method [10, 11].

In recent years, different problems have been solved by VIM. For example, Xu [12] solved integral equations (such as Volterra integral equations of the second kind and Fredholm integral equations of the second kind) of payment using VIM. Noor et al. [13] solved the singular fourth-order parabolic partial differential equations using modified VIM. Olayiwola et al. [14] solved the nonlinear partial differential equations such as nonlinear homogeneous gas dynamics equation by this method. Altıntan and Uğur [15] also solved the different initial and boundary value problems using VIM.

When Wazwaz [16] could determine the Lagrange multiplier by a new method and developed VIM, it led to solve more practical problems. Ding et al. [17] studied the steady-state responses of a Timoshenko beam of infinite length supported by a nonlinear viscoelastic Pasternak foundation subjected to a moving harmonic load using VIM. Berkani et al. [18] proposed an approach for designing an optimal control law based on the VIM. Baghani et al. [19] also presented an analytical solution for the nonlinear free vibration of a conservative oscillator. Rezazadeh et al. [20] dealt with the study of parametric oscillation of an electrostatically actuated microbeam using VIM. However, there are a few initial and boundary value problems yet to be solved by VIM. In this paper, VIM is used to solve the free vibration of Timoshenko beam with various boundary conditions, while such a solution has not been presented until now. High accuracy and convergence of this method is evaluated by comparing the natural frequencies and mode shapes with available results of exact closed-form and DQM solutions.

## 2. VARIATIONAL ITERATION METHOD (VIM)

To illustrate the basic concept of VIM, consider the following general nonlinear differential equation:
$\bar{L} u(\zeta)+\bar{N} u(\zeta)=g(\zeta)$,
where $\bar{L}, \bar{N}$ and $\mathrm{g}(t)$ are linear operator, nonlinear operator and a definite function, respectively [9]. Now, a correctional function can be defined using VIM:
$u_{n+1}(\zeta)=u_{n}(\zeta)+\int_{0}^{\zeta} \gamma\left\{\bar{L} u_{n}(\mathrm{z})+\overline{\mathrm{N}} \tilde{u}_{n}(\mathrm{z})-\mathrm{g}(\mathrm{z})\right\} d z$,
where $\gamma$ is the Lagrange multiplier and it is introduced elsewhere [21]. $n$ is the $n$th approximation and $\tilde{u}_{n}$ a finite variation that $\delta \tilde{u}_{n}=0$.

## 3. FREE VIBRATION ANALYSIS OF A TIMOSHENKO BEAM USING VIM

The differential equations of motion for free vibration of a uniform Timoshenko beam is:
$\left\{K_{s} G A \frac{\partial}{\partial x}\left[\frac{\partial v(x, t)}{\partial x}-\psi(x, t)\right]=\rho A \frac{\partial^{2} v(x, t)}{\partial t^{2}}\right.$,
$\left\{E I \frac{\partial^{2} \psi(x, t)}{\partial x^{2}}+K_{s} G A\left[\frac{\partial v(x, t)}{\partial x}-\psi(x, t)\right]=\rho I \frac{\partial^{2} \psi(x, t)}{\partial t^{2}}\right.$,
where $K_{\mathrm{s}}, E, G, I, \rho$ and $A$ are shear correction factor, Young's modulus, shear modulus, area inertia, mass density and sectional area, respectively. Assuming the solutions of Equations (3) and (4) as $\psi(x, t)=\Psi(x) e^{i \omega t}$ and $\mathrm{v}(x, t)=V(x) e^{i \omega t}$, the governing equations are simplified as follow:
$\left\{K_{s} G A \frac{d}{d x}\left[\frac{d V(x)}{d x}-\Psi(x)\right]=-\rho \omega^{2} A L V(x)\right.$,
$\left\{E I \frac{d^{2} \Psi(x)}{d x^{2}}+K_{s} G A\left[\frac{d V(x)}{d x}-\Psi(x)\right]=-\rho I \omega^{2} \Psi(x)\right.$,
where $\omega$ is natural frequency of the beam. Defining $\zeta=x / L \quad$ and $\quad Y(\zeta)=V(x) / L$ for $0 \leq \zeta \leq 1$, the dimensionless governing equations are obtained as follow:
$\left\{\frac{K_{s} G A}{L} \frac{d}{d \zeta}\left[\frac{d Y(\zeta)}{d \zeta}-\Psi(\zeta)\right]=-\rho \omega^{2} A L Y(\zeta)\right.$,
$\left\{\frac{E I}{L^{2}} \frac{d^{2} \Psi(\zeta)}{d \zeta^{2}}+K_{s} G A\left[\frac{d Y(\zeta)}{d \zeta}-\Psi(\zeta)\right]=-\rho I \omega^{2} \Psi(\zeta)\right.$,
where $\lambda^{4}=\frac{\rho A L^{4} \omega^{2}}{E I}, r^{2}=\frac{I}{A L^{2}}$, and $s^{2}=\frac{E I}{K G A L^{2}}$. So,
Equations (7) and (8) are rewritten as:

$$
\left\{\begin{array}{l}
{\left[Y^{\prime}(\zeta)-\Psi(\zeta)\right]=-s^{2} \lambda^{4} Y(\zeta),} \\
s^{2} \Psi^{\prime \prime}(\zeta)+\left[Y^{\prime}(\zeta)-\Psi(\zeta)\right]=-s^{2} \lambda^{4} r^{2} \Psi(\zeta) . \tag{10}
\end{array}\right.
$$

Equations (9) and (10) are coupled to each other. They can be represented into one fourth-order ordinary differential equation by some simple mathematical operations [22-24]:

$$
\begin{equation*}
Y^{(4)}(\zeta)+\lambda^{4}\left(r^{2}+s^{2}\right) Y \text { " }(\zeta)+\lambda^{4}\left(s^{2} \lambda^{4} r^{2}-1\right) Y(\zeta)=0 . \tag{11}
\end{equation*}
$$

Comparing Equation (11) with Equation (1), the correctional function in Equation (2) is introduced as below:

$$
Y_{n+1}(\zeta)=Y_{n}(\zeta)+\int_{0}^{\zeta} \gamma\left\{\begin{array}{l}
Y_{n}^{(4)}(\mathrm{z})+\lambda^{4}\left(r^{2}+s^{2}\right) Y_{n}^{\prime \prime}(\mathrm{z})+  \tag{12}\\
+\lambda^{4}\left(s^{2} \lambda^{4} r^{2}-1\right) Y_{n}(\mathrm{z})
\end{array}\right\} d z .
$$

Now, to determine the Lagrange multipliers, Equation (12) is first integrated part by part:

$$
\begin{align*}
& Y_{n+1}(\zeta)=Y_{n}(\zeta)+\left[\begin{array}{l}
\gamma Y_{n}^{\prime \prime \prime}(\zeta)-\gamma^{\prime} Y_{n}^{\prime \prime}(\zeta)+\gamma^{\prime \prime} Y_{n}^{\prime}(\zeta) \\
-\gamma^{\prime \prime \prime} Y_{n}(\zeta)+\int_{0}^{\zeta} \gamma^{(4)} Y_{n}(\mathrm{z}) \mathrm{dz}
\end{array}\right]+ \\
& \quad+\lambda^{4}\left(r^{2}+s^{2}\right)\left[\gamma Y_{n}^{\prime}(\zeta)-\gamma^{\prime} Y_{n}(\zeta)+\int_{0}^{\zeta} \gamma^{\prime \prime} Y_{n}(\mathrm{z}) \mathrm{dz}\right]+  \tag{13}\\
& \quad+\lambda^{4}\left(s^{2} \lambda^{4} r^{2}-1\right) \int_{0}^{\zeta} \gamma Y_{n}(\mathrm{z}) \mathrm{dz} .
\end{align*}
$$

Then variational operator is applied to Equation (13):

$$
\begin{align*}
& \delta Y_{n+1}(\zeta)=\delta Y_{n}(\zeta)+\left[\begin{array}{c}
\gamma \delta Y_{n}^{\prime \prime \prime}(\zeta)-\gamma^{\prime} \partial Y_{n}^{\prime \prime}(\zeta)+\gamma^{\prime \prime} \delta Y_{n}^{\prime}(\zeta) \\
-\gamma^{\prime \prime \prime} \delta Y_{n}(\zeta)+\int_{0}^{\zeta} \gamma^{(4)} \delta Y_{n}(\mathrm{z}) \mathrm{dz}
\end{array}\right]+ \\
& \quad+\lambda^{4}\left(r^{2}+s^{2}\right)\left[\gamma \delta Y_{n}^{\prime}(\zeta)-\gamma^{\prime} \delta Y_{n}(\zeta)+\int_{0}^{\zeta} \gamma^{\prime \prime} \delta Y_{n}(\mathrm{z}) \mathrm{dz}\right]+  \tag{14}\\
& \quad+\lambda^{4}\left(s^{2} \lambda^{4} r^{2}-1\right) \int_{0}^{\zeta} \gamma \delta Y_{n}(\mathrm{z}) \mathrm{dz} .
\end{align*}
$$

Stationary conditions are satisfied in Equation (14) when:

$$
\begin{equation*}
\delta Y_{n}: 1-\gamma^{\prime \prime \prime}-\left.\lambda^{4}\left(r^{2}+s^{2}\right) \gamma^{\prime}\right|_{z=\zeta}=0 \tag{15}
\end{equation*}
$$

$\delta Y_{n}^{\prime}: \quad \gamma^{\prime \prime}+\left.\lambda^{4}\left(r^{2}+s^{2}\right) \gamma\right|_{z=\zeta}=0$,
$\delta Y_{n}^{\prime \prime}:-\left.\gamma^{\prime}\right|_{z=\zeta}=0$,
$\delta Y_{n}^{\prime \prime \prime}:\left.\quad \gamma\right|_{z=\zeta}=0$,
$\int \delta Y_{n} d t: \gamma^{(4)}+\lambda^{4}\left(r^{2}+s^{2}\right) \gamma^{\prime \prime}+\lambda^{4}\left(s^{2} \lambda^{4} r^{2}-1\right)=0$.
Finally, the Lagrange multiplier is introduced as the following relation to satisfy Equations (15)-(19):

$$
\begin{equation*}
\gamma=\frac{(z-\zeta)^{3}}{3!} \tag{20}
\end{equation*}
$$

The correctional function is obtained by replacing Equation (20) into Equation (12):

$$
\begin{align*}
& Y_{n+1}(\zeta)=Y_{n}(\zeta)+ \\
& \quad+\int_{0}^{\zeta} \frac{(z-\zeta)^{3}}{6}\left[\begin{array}{c}
Y_{n}^{(4)}(\mathrm{z})+\lambda^{4}\left(r^{2}+s^{2}\right) Y_{n}^{\prime \prime}(\mathrm{z})+ \\
+\lambda^{4}\left(s^{2} \lambda^{4} r^{2}-1\right) Y_{n}(\mathrm{z})
\end{array}\right] d z \tag{21}
\end{align*}
$$

In this paper, a single equation and higher Lagrange multipliers is used while in the literature [25], the two coupled equation and lower order Lagrange multipliers are used.

To start the iteration in Equation (21), $Y_{0}(\zeta)$ should be defined. The primary function $\left(Y_{0}(\zeta)\right)$ can be selected any arbitrary continuous function that satisfies boundary conditions. Type of selected polynomial has no significant effect on the final results but it affects the convergence process. Thus, $Y_{0}(\zeta)$ is expanded by Maclaurin series [10]:

$$
\begin{align*}
Y_{0}(\zeta) & =\sum_{m=0}^{3} \frac{\zeta^{m}}{m!} Y^{(m)}(0)=  \tag{22}\\
& =Y(0)+Y^{\prime}(0) \zeta+\frac{Y^{\prime \prime}(0)}{2!} \zeta^{2}+\frac{Y^{\prime \prime \prime}(0)}{3!} \zeta^{3} .
\end{align*}
$$

Therefore, Equation (21) is rewritten using $Y_{0}(\zeta)$ in Equation (22):

$$
\begin{align*}
& Y_{1}(\zeta)=Y_{0}(\zeta)+ \\
& \quad+\int_{0}^{\zeta} \frac{(z-\zeta)^{3}}{6}\left[\begin{array}{c}
Y_{0}^{(4)}(\mathrm{z})+\lambda^{4}\left(r^{2}+s^{2}\right) Y_{0}^{\prime \prime}(\mathrm{z})+ \\
+\lambda^{4}\left(s^{2} \lambda^{4} r^{2}-1\right) Y_{0}(\mathrm{z})
\end{array}\right] d z \\
& Y_{2}(\zeta)=Y_{1}(\zeta)+ \\
& \quad+\int_{0}^{\zeta} \frac{(z-\zeta)^{3}}{6}\left[\begin{array}{c}
Y_{1}^{(4)}(\mathrm{z})+\lambda^{4}\left(r^{2}+s^{2}\right) Y_{1}^{\prime \prime}(\mathrm{z})+ \\
+\lambda^{4}\left(s^{2} \lambda^{4} r^{2}-1\right) Y_{1}(\mathrm{z})
\end{array}\right] d z  \tag{23}\\
& \vdots \\
& Y_{k}(\zeta)=Y_{k-1}(\zeta)+ \\
& \quad+\int_{0}^{\zeta} \frac{(z-\zeta)^{3}}{6}\left[\begin{array}{c}
\left.Y_{k-1}^{(4)}(\mathrm{z})+\lambda^{4}\left(r^{2}+s^{2}\right) Y_{k-1}^{\prime \prime}(\mathrm{z})+\right] d z \\
+\lambda^{4}\left(s^{2} \lambda^{4} r^{2}-1\right) Y_{k-1}(\mathrm{z})
\end{array}\right]
\end{align*}
$$

The solution of Equation (11) is $Y(\zeta)=\lim _{k \rightarrow \infty} Y_{k}$. Since the iteration process is not possible to continue till infinity, it continues to the required accuracy for natural frequency, e.g., $\left|\lambda_{i}^{[n]}-\lambda_{i}^{[n-1]}\right| \leq \varepsilon$, where $\varepsilon$ determines the accuracy of natural frequency.

Now, applying the boundary condition at $\zeta=0$ gives
$\sum_{j=0}^{3} f_{r j}^{[\mathrm{k}]}(\lambda) Y^{(j)}(0)=0, \quad r=1,2$
where $f_{r j}^{[\mathrm{k}]}$ is polynomial in terms of $\lambda$. Finally, a twoequation homogenous system is obtained that determinant of coefficients should be equal to zero for non-trivial solution.
$\left|\begin{array}{ll}f_{10}^{[\mathrm{kj}]}(\lambda) & f_{11}^{[\mathrm{kj}]}(\lambda) \\ f_{20}^{[\mathrm{k}]}(\lambda) & f_{21}^{[\mathrm{k}]}(\lambda)\end{array}\right|=0$.
To clearly show how the boundary conditions are applied, a polynomial like Equation (26) which is obtained from Equation (22) is considered. Equation (26) has four unknowns because there are two physical or geometrical conditions at each end of the beam. Also, one term is added to Equation (26) for increasing the accuracy of approximation:
$Y_{0}(\zeta)=\zeta^{4}+a \zeta^{3}+b \zeta^{2}+c \zeta+d$,
where $a, b, c$ and $d$ are unknown coefficients which are determined by applying the boundary conditions. Two unknowns are determined from the boundary conditions at $\zeta=0$ and applying the other two boundary conditions at $\zeta=1$ forms the determinant in Equation (25).

All natural and geometrical boundary conditions for a Timoshenko beam are as follow:

Simply-support: $Y(0)=\Psi^{\prime}(0)=0$,

Free: $\Psi^{\prime}(0)=\left[\Psi(0)-Y^{\prime}(0)\right]=0$,

Clamped: $Y(0)=\Psi(0)=0$.

Substituting Equation (27) into Equation (26), unknowns can be expressed as follow:
Simply-support: $b=-\frac{24 s^{2}}{2\left(1+s^{4} \lambda^{4}\right)}, \quad d=0$,
Free: $b=-\frac{24 s^{2}}{2\left(1+s^{4} \lambda^{4}\right)}, \quad a=-\frac{c}{6} \lambda^{4}\left(r^{2}+s^{2}\right)$,
Clamped: $a=-\frac{c\left(1+s^{4} \lambda^{4}\right)}{6 s^{2}}, \quad d=0$.

## 4. NUMERICAL EXAMPLES FOR DIFFERENT BOUNDARY CONDITIONS

In this section, the formulations developed for the free vibration of a Timoshenko beam is numerically studied for four different boundary conditions: SS, CC, CS and CF. S, C and F stand for simply-supported, clamped, and free, respectively.

After applying the boundary conditions in Equation (28), a matrix of coefficients is obtained. Eigenvalues of this matrix gives the natural frequencies of each beam with a special boundary condition. However, it should be noted for applying the boundary conditions, $\psi(\zeta)$ is necessary. $\psi(\zeta)$ can be obtained knowing $Y(\zeta)$ as follows [4]:

$$
\begin{equation*}
\Psi(\zeta)=\frac{1}{1-r^{2} s^{2} \lambda^{4}}\left[s^{2} Y^{\prime \prime \prime}(\zeta)+\left(1+s^{4} \lambda^{4}\right) Y^{\prime}(\zeta)\right] \tag{29}
\end{equation*}
$$

Table 1 shows the three eigenvalues of a Timoshenko beam with different boundary conditions obtained by three different solution methods, i.e., exact solution [26], differential quadrature method (DQM) [27] and VIM. $r$ and $s$ are selected based on the chosen physical problem. According to the literature [4, 27], $r$ and $s$ are selected as 0.03 and 0.05 , respectively.

TABLE 1. Three first eigenvalues for free vibration of a Timoshenko beam using exact solution, DQM and VIM ( $r=0.03, s=0.05$ )

| Boundary conditions | Exact solution [26] | DQM [27] | VIM | $\frac{\text { DQM-Exact }}{\text { Exact }} \times \mathbf{1 0 0}$ | $\frac{\text { VIM-Exact }}{\text { Exact }} \times \mathbf{1 0 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3.1157 | 3.1159 | 3.1159 | 0.006419 | 0.006419 |
| SS | 6.0922 | 6.0955 | 6.0926 | 0.054168 | 0.006566 |
|  | 8.8465 | 8.8669 | 8.8465 | 0.2306 | 0 |
| CC | 4.5835 | 4.5838 | 4.5837 | 0.006545 | 0.004363 |
|  | 7.3422 | 7.3428 | 7.3427 | 0.008172 | 0.006810 |
|  | 9.8766 | 9.8828 | 9.8770 | 0.062775 | 0.004050 |
|  | 3.8535 | 3.8534 | 3.8535 | 0.002595 | 0 |
|  | 6.7367 | 6.7377 | 6.7358 | 0.014844 | 0.013360 |
|  | 9.3790 | 9.4741 | 9.3784 | 1.01 | 0.006397 |
|  | 1.8677 | 1.8678 | 1.8678 | 0.005354 | 0.005354 |

Table 1 shows that eigenvalues obtained by VIM for free vibration of Timoshenko beam are in excellent accuracy with exact and DQM solutions available in the literature. The main feature of VIM rather than the other solution methods is that it converges only by eight iterations and using a polynomial for primary function. Also, comparison of VIM and DQM results represents that the accuracy and convergence of VIM increases at higher frequencies.

Table 2 shows first three eigenvalues for different values of iteration (up to 9 iterations) and various boundary conditions. It is found that the numbers of iterations should be increased at higher frequencies. There is no change between eighth and ninth iterations, so eighth iteration is sufficient to solve the problem.

Figure $1(a)$ shows the first three shape modes of a simply-supported Timoshenko beam obtained by VIM. Figure 1(b) represents the absolute relative difference between the exact solution and VIM.

TABLE 2. First three eigenvalues for different values of iteration $(k)$

| B.C. | k | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SS | $\lambda_{1}$ | 3.1175 | 3.1159 | 3.1159 | 3.1159 | 3.1159 | 3.1159 | 3.1159 | 3.1159 |
|  | $\lambda_{2}$ | 5.4044 | 6.1240 | 6.0923 | 6.0926 | 6.0926 | 6.0926 | 6.0926 | 6.0926 |
|  | $\lambda_{3}$ | N.A. | 7.7305 | N.A. | 8.8303 | 8.8481 | 8.8464 | 8.8465 | 8.8465 |
| CC | $\lambda_{1}$ | 4.5901 | 4.5837 | 4.5838 | 4.5838 | 4.5838 | 4.5838 | 4.5838 | 4.5838 |
|  | $\lambda_{2}$ | 6.5299 | 7.7588 | 7.3373 | 7.3428 | 7.3427 | 7.3427 | 7.3427 | 7.3427 |
|  | $\lambda_{3}$ | N.A. | 15.3486 | N.A. | 9.7306 | 9.8939 | 9.8761 | 9.8770 | 9.8770 |
| CS | $\lambda_{1}$ | 3.8563 | 3.8535 | 3.8535 | 3.8535 | 3.8535 | 3.8535 | 3.8535 | 3.8535 |
|  | $\lambda_{2}$ | 6.0512 | 6.8317 | 6.7348 | 6.7368 | 6.7367 | 6.7367 | 6.7367 | 6.7367 |
|  | $\lambda_{3}$ | N.A. | 7.8669 | N.A. | 9.3037 | 9.3858 | 9.3787 | 9.3791 | 9.3790 |
| CF | $\lambda_{1}$ | 1.8678 | 1.8678 | 1.8678 | 1.8678 | 1.8678 | 1.8678 | 1.8678 | 1.8678 |
|  | $\lambda_{2}$ | 4.5324 | 4.5739 | 4.5736 | 4.5736 | 4.5736 | 4.5736 | 4.5736 | 4.5736 |
|  | $\lambda_{3}$ | 11.2165 | 7.2339 | 7.4303 | 7.4192 | 7.4196 | 7.4195 | 7.4195 | 7.4195 |


(a)

(b)

Figure 1. Simply-supported Timoshenko beam: (a) first three mode shapes and (b) absolute relative differences of first three mode shapes in exact solution and VIM

Mode shapes of exact solution are provided in the literature [27]. The difference is approximately negligible and it proved the accuracy of VIM.

Figures 2(a), 3(a) and 4(a) show the first three mode shapes of a clamped-clamped, clamped-simply and clamped-free Timoshenko beam obtained by VIM, respectively. Also, Figures 2(b), 3(b) and 4(b) represent absolute relative difference between the exact-solution and VIM for clamped-clamped, clamped-simply and clamped-free, respectively. In these cases, the differences between the results are negligible.

From Figures $1(b), 2(b), 3(b)$ and $4(b)$, it is seen that the difference between exact solution and VIM is more at higher mode shapes. The reason is that VIM is an iterative method and it usually gives the first frequency at the first iteration. This difference can be reduced by increasing the numbers of iterations. This issue is shown in Figures 5-8. According to Figures 5-8, the difference between exact solution and VIM for simply-supported Timoshenko beam is more than the clamped-clamped, clamped-simply and clamped-free cases.


Figure 2. Clamped-clamped Timoshenko beam: (a) first three mode shapes and $(b)$ absolute relative differences of first three mode shapes in exact solution and VIM

(b)

Figure 3. Clamped-simply supported Timoshenko beam: (a) first three mode shapes and $(b)$ absolute relative differences of first three mode shapes in exact solution and VI

(a)


Figure 4. Clamped-free Timoshenko beam: (a) first three mode shapes and $(b)$ absolute relative differences of first three mode shapes in exact solution and VIM


Figure 5. Absolute relative difference of mode shapes between VIM and exact solution for a simply-supported beam with different numbers of iterations

Figure 6. Absolute relative difference of mode shapes between VIM and exact solution for a clamped-clamped beam with different numbers of iterations


Figure 7. Absolute relative difference of mode shapes between VIM and exact solution for a clamped-simply beam with different numbers of iterations


Figure 8. Absolute relative difference of mode shapes between VIM and exact solution for a clamped-free beam with different numbers of iterations

In the last three ones, one clamped condition is at least available and it helps to apply the actual condition. Also, because after a specified number of iterations, accuracy does not change, thus lines are completely overlapped on each other.

## 5. CONCLUSION

Vibration of Timoshenko beam is an important engineering problem that it is previously solved by exact-solution and some numerical methods. In this paper, VIM is developed for solving the free vibration of Timoshenko beam while such a solution has not been presented until now. Comparison of natural frequencies obtained by VIM, exact-solution and DQM showed that VIM has three advantages: 1) good accuracy in prediction of natural frequencies, 2) simplicity due to working with polynomial at the first iteration and 3) efficient stability with high convergence for less numbers of iterations. Therefore, VIM can be introduced as an efficient, fast and accurate method for solving the complicated engineering problems.
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در اين مقاله از يك روش نسبتاً جديد به نام روش تكرار تغييرات (VIM) براى تحليل ارتعاشات آزاد تير تيموشنكو با
شرايط مرزى مختلف استفاده شده است. در VIM، ابتدا بر اساس مرتبه معادله ديفرانسيل مسئله شرط مرزى داده شده،
 فركانس هاى طبيعى و شكل مودهاى يی تير تيموشنكو با پاسخ حل دقيق و نتايج عددى روش DQM لان
است. دقت VIM تقريباً همان دقت حل دقيق بوده و بسيار از حل DQM براى حل ارتعاشات آزاد تير تيموشنكو دقيقتر


استفاده شود.
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