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A B S T R A C T  
 

 

Feature selection for various applications has been carried out for many years in many different 

research areas. However, there is a trade-off between finding feature subsets with minimum length and 
increasing the classification accuracy. In this paper, a filter-wrapper feature selection approach based 

on fuzzy-rough gain ratio is proposed to tackle this problem. As a search strategy, a modified Ant 
Colony Optimization (ACO) algorithm is applied on filter phase. ACO has been approved to be a 

suitable solution in many difficult problems with graph search space such as feature selection. 

Choosing minimal data reductions among the subsets of features with first and second maximum 
accuracies is the main contribution of this work. To verify the efficiency of our approach, experiments 

are performed on 10 well-known UCI data sets. Analysis of the experimental results demonstrates that 

the proposed approach is able to satisfy two conflicting constraints of feature selection, increasing the 
classification accuracy as well as decreasing the length of the reduced subsets of features. 

doi: 10.5829/ije.2017.30.09c.05 
 

 
1. INTRODUCTION1 
 

Feature selection is one of the important issues in 

pattern recognition, machine learning, data mining, 

bioinformatics, etc. It refers to the process in which the 

best features, that are more effective in predicting the 

output, are selected so that its principle objective is 

improvement in output prediction or accuracy of the 

classifier [1]. 

In feature selection problem, the irrelevant and 

redundant features of the model are eliminated. These 

unnecessary features not only harden training of the 

model, but they also reduce the performance and 

increase the noise. Rough set theory is suitable for 

removing irrelevant and redundant attributes from a 

given data set. Because the classical rough sets are 

unable to deal with real valued noisy features, fuzzy 

rough sets which are the generalization of classical 

rough sets and fuzzy sets are used to handle these kinds 

of problems [2]. 

Feature selection, as a pre-process task, is done for 

two purposes: first, in order to select the best features 

that are more effective in output prediction. In this case, 
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the purpose is improving the accuracy of the classifier 

[1]. The related works in the literature tend to find 

subsets that are good in general, but might not be good 

for a particular classifier. Consequently, it is better to 

use a range of classifiers to show the utility of the 

resultant subset. Second, in order to find out information 

about the features. In this case, we do not particularly 

care about the resulting classification accuracy, but 

maximizing the dependency degree is of utmost 

significance. The contribution of this paper is proposing 

a filter-wrapper feature selection approach based on 

fuzzy rough sets using a meta-heuristic search strategy 

that follows the first aim. 

Feature selection methods can be divided into two 

categories: filter method and wrapper one [2]. Learning 

algorithm is a part of the wrapper method and 

classification accuracy is used to select the features. In 

wrappers, selected subsets of the features are ranked 

according to the output predictive power of these 

subsets. The wrapper method can yield high 

classification accuracy for a particular classifier at the 

cost of high computational complexity and less 

generalization of the selected features on other 

classifiers. The wrapper method consists of two phases: 

In the first phase, with regard to the accuracy of the 

learning algorithm (classifier accuracy), the best subset 
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of features is selected. In the second phase, learning 

algorithm is trained and tested on the reduced data set.  

Filter method is independent of the learning 

algorithm. In this method, goodness of the features will 

be evaluated based on their intrinsic characteristics, not 

solely on their impact on the accuracy of the learning 

algorithm. For this reason, filter methods are faster than 

wrapper ones. However, ignoring the performance of 

the model in feature selection is a shortcoming of filter 

methods. Two steps are also defined for filter method: at 

first, features are selected by a mathematical or 

statistical criterion such as dependency degree, 

correlation, entropy, etc. In the second step, as it is 

defined for wrapper method, learning algorithm is 

trained on the reduced data set and tested. 

Wrapper method generally outperforms the filter one 

in terms of the accuracy of the learning model. Thus, 

many researchers attempt to speed up the convergence 

of the wrapper algorithm using a combination of filter 

and wrapper model; in these approaches, feature 

selection is a part of learning algorithm, which trains the 

classifier and chooses a subset of features, 

simultaneously. For this purpose, the filter/wrapper 

method is built into the classifier structure [3]. 

 

1. 1. Search Strategy and Evaluation Measure        
In general, each feature selection method needs to use a 

suitable search strategy inside the features space. 

Feature selection is an NP-hard optimization problem, 

and various algorithms have recently been used to 

search inside the solution space. Knowing the number 

of the features, there exist different subsets. By 

increasing the number of features, exhaustive search is 

impractical; however, it is useful in small search spaces. 

Since exploring the whole solution space is almost 

impossible, using the heuristic algorithms is more 

practical. Greedy algorithm, as a heuristic one, is 

remedy for NP-hard problems, but it does not guarantee 

that the optimal solution is found. Fortunately, meta-

heuristic search strategies reach reasonably good 

solutions and many researchers have used these 

algorithms for feature selection problem, recently.  

Some of these algorithms are ACO [4], Genetic 

Algorithm (GA) [5, 6] and Particle Swarm Optimization 

(PSO) [7]. 
Application of meta-heuristic methods in the field of 

feature selection and many other domains has been 

widely used [8-12] in order to fuzzy-rough feature 

selection, clustering the gene expression data sets, 

Analysis of pre-processing and post-processing methods 

in classification of medical data, design a cost-sensitive 

classification system and characterize and cluster Web 

visitors. As a matter of fact, ACO algorithm is broadly 

used nowadays by some scholars to find solutions for 

the feature selection problem [13]. Inspired by the real 

ants’ behavior in finding their closest way between the 

food and the nest, ACO search method is in fact a meta-

heuristic algorithm, attracting the scientists’ attention to 

itself. This algorithm has proved to be useful in solving 

the graph search space problems as well as resolving the 

problems concerning Traveling Salesman Problem 

(TSP) [13], graph coloring [14], scheduling [15], and 

telecommunication network routing [16]. 

ACO algorithm is believed to have two main criteria 

which are effective in guiding the ants to find the most 

appropriate way in the features space. These criteria are 

pheromone and heuristic information. Pheromone is 

deposited on the travelled path by any ant, guiding other 

ants to find the shortest distance between home and 

food. The pheromone trails are updated when the ants 

cross the nodes, resulting in increasing the probability 

of developing high-quality solutions. One of the most 

important parts of pheromone updating is pheromone 

evaporation mechanism that, after some repetitions, 

causes an increase in the amount of the pheromone on 

the shorter paths. 

In the case of evaluation measure in feature 

selection, although using a dependency degree measure 

might be useful to select a subset of features that 

preserves the meaning of the features and is rarely 

dependent on the other features, it is not appropriate for 

real life applications in which the aim is to achieve high 

classification accuracy [17]. However, there is a 

tendency for gain criterion to prefer the attribute with 

more refined partition which encourages offering gain 

ratio as an improved version of gain, based on fuzzy 

rough sets. As it would be known, each heuristic 

algorithm utilizes an evaluation measure. In ACO 

algorithms, heuristic information criterion could be 

considered as an evaluation measure. It is worth 

mentioning that the type of the problem determines the 

factor in choosing this criterion and directly affects the 

feature selection. Feature selection is performed by a 

random function in which the amount of the remaining 

pheromone on the path is major determinant along with 

the heuristic information of next paths. In this paper, 

gain ratio based on fuzzy rough set is suggested as 

heuristic information to improve ACO algorithm for 

feature selection problems. 

The rest of the paper is organized as follows. In 

Section 2, information measures in rough and fuzzy-

rough set theory is reviewed. A feature selection 

approach based on fuzzy-rough information gain ratio 

using ACO search algorithm is proposed in Section 3. In 

Section 4, experiments and comparisons on several data 

sets have been discussed. Finally, Section 5 concludes 

the paper.  
 

 

2. INFORMATION MEASURES IN FUZZY-ROUGH 
SET THEORY 
 

The fuzzy equivalence relation is central to fuzzy rough 

sets [2] and �̃� is a fuzzy equivalence relation, if �̃� 

satisfies: 
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 Reflectivity:  �̃�(𝑥, 𝑦) = 1, ∀𝑥 ∈ 𝑋;    

 Symmetry: �̃�(𝑥, 𝑦) = Ȓ(𝑥, 𝑦), ∀𝑥, 𝑦 ∈ 𝑋 ;       

 Transitivity: Ȑ(𝑥, 𝑦) ≥ min{Ȑ(𝑥, 𝑦), Ȑ(𝑦, 𝑧)}.    

𝑀(Ȓ) represents a relation matrix for 𝑥𝑖 , 𝑥𝑗 ∈ 𝑋, where 

𝑅 is a fuzzy equivalence relation defined on a nonempty 

finite set 𝑋. 

𝑀(�̃�) = [

𝑟1,1 … 𝑟1,𝑛

⋮ ⋱ ⋮
𝑟𝑛,1 … 𝑟𝑛,𝑛

]   (1) 

Here, 𝑟𝑖𝑗 ∈ [0,1] is the relation value of 𝑥𝑖  and 𝑥𝑗 that 

can be written as �̃� = (𝑥, 𝑦). For the crisp rough set 

model, 𝑟𝑖𝑗 = 1 if 𝑥𝑖  equals to 𝑥𝑗 with respect to the crisp 

equivalence relation 𝑅, then 𝑟𝑖𝑗 = 1; otherwise 𝑟𝑖𝑗 = 0. 

A similarity function that has been used to calculate the 

equivalence relation is shown by Equation (2), where 𝑥𝑖 

and 𝑥𝑗  are attribute values of two objects on attribute 𝑎; 

𝑎𝑚𝑎𝑥  and 𝑎𝑚𝑖𝑛  are maximal and minimal values of 

attribute 𝑎, respectively. 

𝑟𝑖𝑗 = { 1 − 4 ×
|𝑥𝑖−𝑥𝑗|

|𝑎𝑚𝑎𝑥−𝑎𝑚𝑖𝑛|
         

|𝑥𝑖−𝑥𝑗|

|𝑎𝑚𝑎𝑥−𝑎𝑚𝑖𝑛|
≤ 0.25

0                                                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   (2) 

Two important operations on fuzzy equivalence 

relations, useful to improve this relation, are defined by: 

�̃� = 𝑅1̃ ∪ 𝑅2̃ ⇔ �̃�(𝑥, 𝑦) = max{𝑅1̃(𝑥, 𝑦), 𝑅2̃(𝑥, 𝑦)}  

�̃� = 𝑅1̃ ∩ 𝑅2̃ ⇔ �̃�(𝑥, 𝑦) = min{𝑅1̃(𝑥, 𝑦), 𝑅2̃(𝑥, 𝑦)}  

 Definition 1: The fuzzy partition of the universe 

𝑈 generated by �̃�, is defined as [18, 19]: 

𝑈

�̃�
= {[𝑥𝑖]�̃�}𝑖=1

𝑛   (3) 

where �̃� is a fuzzy equivalence relation; [𝑥]�̅�  is the 

fuzzy equivalence class equal to  
𝑟𝑖1

𝑥1
+

𝑟𝑖2

𝑥2
… +

𝑟𝑖𝑛

𝑥𝑛
.
 

Definition 2: The cardinality [𝑥]�̅� is defined as [18, 19]:    

|[𝑥]�̅�| = ∑ 𝑟𝑖𝑗
𝑛
𝑗=1   (4) 

Definition 3: Information quantity of the fuzzy attribute 

set or the fuzzy equivalence relation is defined as [18, 

19]: 

𝐻(�̃�) = −
1

𝑛
∑ log

|[𝑥𝑖]�̃�|

𝑛

𝑛
𝑖=1   (5) 

Definition 4: The joint entropy of 𝐵 and 𝐸 is defined as 

[18, 19]: 

�̃�(𝐵𝐸) = 𝐻(�̃�𝐵�̃�𝐸) = −
1

𝑛
∑

|[𝑥𝑖]�̃� ∩ [𝑥𝑖]�̃�| 

𝑛

𝑛
𝑖=1   (6) 

where 𝐹𝐼𝑆 =< 𝑈, 𝐴, 𝑉, 𝑓 > is a fuzzy information 

system; 𝐴 is the attribute set; 𝐵 and 𝐸 are two subsets 

of  𝐴. 

Definition 5: Let 𝐹𝐼𝑆 =< 𝑈, 𝐴, 𝑉, 𝑓 > is a fuzzy 

decision system, 𝐶 is the condition attribute set, 𝐷 is the 

decision attribute and 𝐵 ⊆ 𝐶. Conditional entropy of 

𝐷 conditioned to 𝐵 is defined as follows, where[𝑥𝑖]�̃� 

and [𝑥𝑖]�̃� are fuzzy equivalence classes containing 

𝑥𝑖  generated by 𝐵 and 𝐷 respectively [15, 20]. 

�̃�(𝐷|𝐵) == −
1

𝑛
∑

|[𝑥𝑖]𝐵 ∩ [𝑥𝑖]𝐷| 

|[𝑥𝑖]𝐵|
𝑛
𝑖=1   (7) 

If. 𝐹𝐼𝑆 =< 𝑈, 𝐴, 𝑉, 𝑓 >  is a fuzzy information system 

and 𝐵, 𝐷 ⊆ 𝐴, according to [16, 21, 22] it is known that: 

𝐼(𝐵; 𝐷) = �̃�(𝐷) − �̃�(𝐷|𝐵)  (8) 

�̃�(𝐷|𝐵) = �̃�(𝐷|𝐵) − �̃�(𝐵)  (9) 

Definition 6: As a result of Equations (20) and (21), the 

mutual information of 𝐵 and 𝐷 is defined as [23]: 

𝐼(𝐵; 𝐷) = �̃�(𝐷) − �̃�(𝐷|𝐵) = �̃�(𝐷) + �̃�(𝐵) − �̃�(𝐵𝐷)  (10) 

Definition 7: In decision system 𝐹𝐷𝑆 =< 𝑈, 𝐶,∪

, 𝐷, 𝑉, 𝑓 >the gain of attribute 𝑎, 𝐺𝑎𝑖�̃�(𝑎, 𝐵, 𝐷), can be 

defined as [23]: 

𝐺𝑎𝑖�̃�(𝑎, 𝐵, 𝐷) = 𝐼(𝐵 ∪ {𝑎}; 𝐷) − 𝐼(𝐵; 𝐷)  (11) 

where 𝐶 is the condition attribute set, 𝐷 is the decision 

attribute, and 𝐵 ⊆ 𝐶. 

Definition 8: Considering definition 13, the mutual 

information gain ratio of attribute 𝑎 can be defined as 

[23]: 

𝐺𝑎𝑖�̃� − 𝑅𝑎𝑡𝑖𝑜(𝑎, 𝐵, 𝐷) =
𝐺𝑎𝑖�̃�(𝑎,𝐵,𝐷)

�̃�({𝑎})
=

𝐼(𝐵∪{𝑎};𝐷)−𝐼(𝐵;𝐷)

�̃�({𝑎})
  (12) 

 

 

3. A NEW FILTER-WRAPPER FEATURE 
SELECTION APPROACH 
 
In this section, a new filter-wrapper approach for feature 

selection in fuzzy-rough sets is described. In this 

approach, while filter phase utilizes a modified ACO 

search strategy which is able to do feature selection task 

as a multi-modal problem, wrapper phase includes a 

learning model that evaluates the chosen subsets of 

features and calculates pheromones changes in the 

selected subsets. Choosing the subsets of features with 

first and second maximum accuracies as candidate 

subsets for minimal data reductions is a contributory 

factor in this work; so each chosen minimal subset has a 

short length along with an acceptable accuracy value; 

consequently, the approach is able to satisfy both 

increase the accuracy and decrease the length of reduced 

subsets, concurrently. 

Figure 1 represents the filter/wrapper method stages 

for this new fuzzy-rough feature selection approach. 

Initially, the feature selection problem space is depicted 

in the form of a complete non-directed graph. The nodes 

in the graph represent the features and the edges stand 

for the probability of choosing the next node. In the 

flowchart of Figure 1, 2nd, 3rd, and 5th stages can be 

realized easily. The remaining stages are described in 

the following subsections. In 4th stage in the filter 

phase, the transition rule, introduced in [14], is used for 

exploring the nodes space. Node 𝑗, as a candidate for 
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selection, is selected with a probability of 0.5 using 

Equation (13). If node 𝑗
 
is selected, the ant is put on it 

and node 𝑗 is removed from the set of available nodes 

for the ant; otherwise, it is removed from 𝑠𝑘. In order to 

select another node, Equation (14) is used to calculate 

the probability of selection of other nodes in 𝑠𝑘 where 

𝜂𝑗 = 𝐺𝑎𝑖𝑛𝑅𝑎𝑡𝑖𝑜̃ (𝑗, 𝑁𝑘 , 𝐷) is calculated by Equation 

(12) as the heuristic information and 𝑁𝑘 is regarded as a 

set of selected nodes by ant 𝑘 and 𝜏𝑖𝑗is the pheromone 

value of edge 𝑖𝑗. 

𝑃𝑖𝑗
𝑘 = {

1     𝑗 = argmax𝑗∈𝑆𝑘
{𝜏𝑖𝑗

𝛼 , 𝜂𝑖𝑗
𝛽

}

0                      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (13) 

𝑃𝑖𝑗
𝑘 = {

[𝜏𝑖𝑗(𝑡)]
𝛼

.[𝜏𝑥𝑗]
𝛽

∑ [𝜏𝑖𝑥(𝑡)]𝛼
𝑥𝜖𝑆𝑘

.[𝜂𝑥]𝛽          𝑗𝜖𝑆𝑘

0                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (14) 

In the above relations it is considered that 𝛼 = 0.5 

and 𝛽 = 1; the initial value of 𝜏𝑖𝑗 is 0.1.  

The obtained selection probability is deployed in the 

roulette wheel mechanism to be used as a means of 

selecting the next node. The selection of a node results 

in its removal, along with all other previously checked 

nodes from the first to the current node in the roulette 

wheel mechanism, from 𝑆𝑘. This task increases the 

selection probability of higher quality features in the 

next stages. 

 

 

 
Figure 1. The proposed filter-wrapper method 

 

 

Consequently, the ants heading for the end of their tour, 

exploit the space rather than exploring it. After each 

individual ant creates its own complete tour, the 

pheromone is updated on the path travelled from the 

beginning to the end as it has been shown in the 6th 

stage. As it can be seen in Equation (15), the pheromone 

evaporates on each edge of the complete graph. Since 

aim of FS problem (increasing the dependency degree 

or classification accuracy) relies on this criterion and the 

main objective of FS is to find fewer features with 

maximum classification accuracy, the pheromone 

updating has been performed based on the output of 

wrapper model according to Equations (16) and (18). In 

order to maintain the best solutions, observed until the 

current iteration, the pheromone on the best so far 

traversed paths is updated based on the output of 

wrapper model too; See Equations (17) and (18) 

where 𝜑 = 0.5 , 𝜌 = 0.2  and BF is the best path traversed 

in the current iteration and Γ𝑁𝑘 is the accuracy of the 

classifier as output of the learning model. 

𝜏𝑛𝑒𝑤 = (1 − 𝜌). 𝜏𝑜𝑙𝑑  (15) 

𝜏𝑖𝑗
𝑛𝑒𝑤 = {

𝜏𝑖𝑗
𝑜𝑙𝑑 + Δ𝜏𝑖𝑗                𝑖𝑗𝜖𝐵𝐹       

𝜏𝑖𝑗
𝑜𝑙𝑑| + 𝜑 × Δ𝜏𝑖𝑗    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (16) 

𝜏𝑛𝑒𝑤 = 𝜏𝑜𝑙𝑑 + 𝜑 × Γ𝑁𝑘  (17) 

Δ𝜏𝑖𝑗 =
Γ𝑁𝑘

𝑙𝑒𝑛𝑔𝑡ℎ(𝑁𝑘)
 , 𝑖, 𝑗𝜖𝑁𝑘  (18) 

At the end of each iteration, the best observed solutions 

until now are kept; i.e. in each iteration, the subsets of 

the features which have maximum accuracy are 

considered as the best candidate subsets. The subsets 
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which have the first and the second maximum 

accuracies among all the best candidate subsets from the 

first iteration to the current one are kept. Then, the 

minimal subsets from the kept subsets are considered as 

the bests in all iterations. 

Since wrapper method uses a learning model, feature 

selection based on wrappers increases the accuracy of 

the model; however, this method increases the order of 

mathematical complexity. In this paper, instead of 

evaluating the features separately, the subsets found by 

a filter are evaluated using wrapper to decrease the 

complexity. The output of the wrapper model (accuracy 

of the classifier) is a criterion for the goodness 

evaluation of subsets found. After the end of each run, 

the best seen solution, from the first iteration until the 

current one, is saved as an optimal solution. In addition 

to finding out high quality subsets of features, the 

possibility of finding more than one solution in one run 

is another advantage of this method compared to other 

methods that can find only one solution. 

 

 

4. RESULTS AND DISCUSSION  
 
Eight well-known classifiers are utilized in order to 

compare the utilization of the methods after feature 

selection among the proposed method and several other 

meta-heuristic methods (classical and fuzzy-rough 

ones). Ant search, Genetic search, and PSO search 

(utilizing fuzzy-rough dependency degree, CFS Subset 

Eval and Consistency Subset Eval as heuristic 

information measures) form nine meta-heuristic 

methods with which the proposed method is compared 

to them.  

Also, ten UCI repositories of machine learning are 

utilized for performing experimental results. Since the 

aim of feature selection problem is often satisfying 

multiple criteria, such as decreasing the subset 

cardinality and increasing the model performance 

(classifier accuracy), a combination of these two criteria 

is considered, according to Equation (19), as the output 

results of the methods; here, B is a subset of the 

features. In this equation, maximization of 𝜓 is caused 

by both increasing the mean of accuracies and 

decreasing the length, since the method only considers 

the subsets of features with first and second maximum 

accuracies. In this equation, B is a subset of the features. 

In this equation, maximization of 𝜓 is caused by both 

increasing the mean of accuracy and decreasing the 

length, since the method only considers the subsets of 

features with first and second maximum accuracies. 

𝜓𝐵 =
𝑚𝑒𝑎𝑛 𝑜𝑓 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑖𝑒𝑠(𝐵)

𝑙𝑒𝑛𝑔𝑡ℎ(𝑑)
  (19) 

Table 1 shows the data sets used, and the results are 

illustrated in Tables 2-11 for these data sets. The left-

most columns consist of Subset Evaluator Measures, the 

2nd columns are the search algorithms, the 3rd ones the 

number of minimal reducts obtained by the feature 

selection methods, the 4th columns the cardinality of the 

obtained reducts, and the 5th and 6th columns are the 

mean and variance of accuracy by 8 used classifiers 

including Part, Nave Bayes, Bayes Net, J48, BFTree, 

FT, NBTree, Jrip, respectively. Finally, right-most 

columns, 𝜓, are calculated using Equation (19).  

According to these Tables, this method not only 

decreases the lengths, but it also increases the level of 

accuracies in minimal reducts to achieve higher 𝜓. It 

means that the lengths of the obtained reducts through 

the proposed method are either less than other ones or 

comparable with them. Also, the mean of accuracies in 

these reducts in the majority of data sets has improved 

by the method. However, the variance has no significant 

changes among all the methods. 

 

 
TABLE 1. Characteristics of used UCI data sets 

No. Data set 
No. of 

features 
No. of 

instances 

1 Wine 13 178 

2 Pima Indian Diabetes 8 768 

3 Glass 9 214 

4 Iris 4 150 

5 Vote 16 435 

6 Parkinsons 22 195 

7 Breast Cancer Wisconsin 9 699 

8 Sonar 60 208 

9 SPECTF Heart 44 80 

10 Ecoli 7 336 

11 
Human Activity Recognition  

Using Smart Phones 
561 10299 

 

 
TABLE 2. Wine data set results 

Subset 

Eval. 

Measure 

Method 
No. of 

reducts 

Size of 

reducts 

Mean 

of 

acc. 

Var. 

of 

acc. 
𝜓 

Proposed method 3 4 94.07 3.50 23.52 

Fuzzy 

Rough 

ACO 1 5 94.10 3.51 18.82 

GA 1 5 89.96 3.36 17.99 

PSO 1 5 89.96 3.36 17.99 

CFS 

ACO 1 11 94.81 3.59 8.62 

GA 1 11 94.81 3.59 8.62 

PSO 1 11 94.81 3.59 8.62 

Consistency 

ACO 1 5 94.87 3.60 18.97 

GA 1 5 91.99 3.40 18.40 

PSO 1 5 91.99 3.40 18.40 
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In addition, the method could find out more than one 

minimal reduct for Wine, Sonar, and Human Activity 

Recognition Using Smart Phones data sets as it is 

illustrated in Tables 2, 8, 9 and 11. 

 

 
TABLE 3. Pima Indian Diabetes data set results 

Subset 

Eval. 
Measure 

Method 
No. of 
reducts 

Size of 
reducts 

Mean 

of 
acc. 

Var. 

of 
acc. 

𝜓 

Proposed method 1 3 74.80 2.60 24.93 

Fuzzy 

Rough 

ACO 1 8 74.68 2.57 9.33 

GA 1 8 74.68 2.57 9.33 

PSO 1 8 74.68 2.57 9.33 

CFS 

ACO 1 4 75.03 2.69 18.76 

GA 1 4 75.03 2.69 18.76 

PSO 1 4 75.03 2.69 18.76 

Consistency 

ACO 1 8 74.68 2.57 9.33 

GA 1 8 74.68 2.57 9.33 

PSO 1 8 74.68 2.57 9.33 

 

 
TABLE 4. Glass data set results 

Subset 
Eval. 

Measure 

Method 
No. of 

reducts 

Size of 

reducts 

Mean 
of 

acc. 

Var. 
of 

acc. 
𝜓 

Proposed method 1 4 63.78 2.07 15.95 

Fuzzy 
Rough 

ACO 1 8 63.73 2.06 7.97 

GA 1 8 63.73 2.06 7.97 

PSO 1 8 63.73 2.06 7.97 

CFS 

ACO 1 7 66.06 2.31 9.44 

GA 1 8 67.40 2.39 8.43 

PSO 1 8 67.46 2.40 8.43 

Consistency 

ACO 1 7 64.84 2.15 9.26 

GA 1 7 64.84 2.15 9.26 

PSO 1 7 64.84 2.15 9.26 

 

 
TABLE 5. Vote data set results 

Subset 
Eval. 

Measure 

Method 
No. of 

reducts 

Size of 

reducts 

Mean 
of 

acc. 

Var. 
of 

acc. 
𝜓 

Proposed method 1 5 95.60 3.65 19.12 

Fuzzy 
Rough 

ACO 1 6 94.92 3.54 15.82 

GA 1 11 94.91 3.54 8.63 

PSO 1 12 94.8 3.50 7.90 

CFS 

ACO 1 6 95.72 3.66 15.95 

GA 1 4 95.63 3.61 23.90 

PSO 1 4 95.63 3.61 23.90 

Consistency 

ACO 1 13 94.91 3.52 7.30 

GA 1 11 94.36 3.49 8.58 

PSO 1 10 95.03 3.60 9.50 

TABLE 6. Parkinsons data set results 

Subset 

Eval. 

Measure 

Method 
No. of 
reducts 

Size of 
reducts 

Mean 

of 

acc. 

Var. 

of 

acc. 
𝜓 

Proposed method 1 4 85.25 3.30 21.31 

Fuzzy 

Rough 

ACO 1 5 84.93 3.25 16.99 

GA 1 8 83.14 3.09 10.39 

PSO 1 6 84.42 3.15 14.07 

CFS 

ACO 1 7 84.04 3.11 12.00 

GA 1 10 84.81 3.20 8.48 

PSO 1 10 84.81 3.20 8.48 

Consistency 

ACO 1 11 84.87 3.21 7.71 

GA 1 8 84.87 3.21 10.61 

PSO 1 9 85.64 3.32 9.52 

 

 

 

TABLE 7. Breast Cancer Wisconsin data set results 

Subset 

Eval. 
Measure 

Method 
No. of 

reducts 

Size of 

reducts 

Mean 

of 
acc. 

Var. 

of 
acc. 

𝜓 

Proposed method 1 2 94.60 3.69 47.30 

Fuzzy 

Rough 

ACO 1 7 95.83 3.81 13.69 

GA 1 7 95.69 3.80 13.67 

PSO 1 7 95.78 3.81 13.68 

CFS 

ACO 1 9 95.62 3.78 10.62 

GA 1 9 95.62 3.78 10.62 

PSO 1 9 95.62 3.78 10.62 

Consistency 

ACO 1 6 95.55 3.76 15.92 

GA 1 6 95.55 3.76 15.92 

PSO 1 6 95.55 3.76 15.92 

 
 
 

TABLE 8. Sonar data set results 

Subset 

Eval. 

Measure 

Method 
No. of 

reducts 

Size of 

reducts 

Mean 

of 

acc. 

Var. 

of 

acc. 
𝜓 

Proposed method 2 8 73.88 2.49 9.23 

Fuzzy 

Rough 

ACO 1 6 68.99 2.10 11.50 

GA 1 9 63.88 2.08 7.10 

PSO 1 6 72.54 2.19 12.09 

CFS 

ACO 1 11 74.34 2.50 6.76 

GA 1 13 71.81 2.18 5.52 

PSO 1 17 75.96 2.52 4.47 

Consistency 

ACO 1 28 75.30 2.51 2.69 

GA 1 30 73.56 2.48 2.45 

PSO 1 18 71.69 2.17 3.98 



A. Moaref and V. Sattari-Naeini / IJE TRANSACTIONS C: Aspects  Vol. 30, No. 9, (September 2017)    1326-1333              1332 
 

TABLE 9. SPECTF Heart data set results 

Subset Eval. 
Measure 

Method 
No. of 
reducts 

Size of 
reducts 

Mean 

of 

acc. 

Var. 

of 

acc. 
𝜓 

Proposed method 2 5 69.37 2.12 13.87 

Fuzzy 

Rough 

ACO 1 5 72.97 2.20 14.59 

GA 1 8 67.66 2.09 8.46 

PSO 1 5 61.09 2.00 12.22 

CFS 

ACO 1 6 77.50 2.57 12.92 

GA 1 16 74.47 2.50 4.65 

PSO 1 11 78.28 2.58 7.12 

Consistency 

ACO 1 19 72.66 2.52 3.82 

GA 1 16 75.66 2.52 4.73 

PSO 1 10 75.00 2.52 7.50 

 

 
TABLE 10. Ecoli data set results 

Subset 

Eval. 

Measure 

Method 
No. of 
reducts 

Size of 
reducts 

Mean 

of 

acc. 

Var. 

of 

acc. 
𝜓 

Proposed method 1 5 81.51 2.95 16.30 

Fuzzy 

Rough 

ACO 1 6 83.52 3.19 13.92 

GA 1 6 83.52 3.19 13.92 

PSO 1 6 83.52 3.19 13.92 

CFS 

ACO 1 6 83.52 3.19 13.92 

GA 1 6 83.52 3.19 13.92 

PSO 1 6 83.52 3.19 13.92 

Consistency 

ACO 1 6 83.52 3.19 13.92 

GA 1 6 83.52 3.19 13.92 

PSO 1 6 83.52 3.19 13.92 

 

 
TABLE 11. Human Activity Recognition Using Smart Phones 

data set results 

Subset 

Eval. 

Measure 

Method 
No. of 

reducts 

Size of 

reducts 

Mean 

of 

acc. 

Var. 

of 

acc. 
𝜓 

Proposed method 4 6 96.83 4.01 48.28 

Fuzzy 
Rough 

ACO 1 9 97.24 3.98 15.42 

GA 1 9 97.31 3.99 15.42 

PSO 1 9 97.37 4.01 15.40 

CFS 

ACO 1 16 96.12 3.91 13.61 

GA 1 10 96.12 3.91 13.89 

PSO 1 19 96.12 3.91 13.61 

Consistency 

ACO 1 32 96.02 3.89 18.12 

GA 1 24 96.02 3.89 18.23 

PSO 1 19 96.02 3.89 18.23 

5. CONCLUSION 
 
In this paper a new filter/wrapper approach based on 

both fuzzy-rough gain ratio and ACO algorithm has 

been proposed. Its remarkable characteristics are 

satisfaction of the two important modalities in feature 

selection simultaneously, i.e. decreasing the length and 

enhancement of the classification accuracy of the 

chosen subsets of the features. In addition, our method 

is able to find several good subsets of features for some 

data sets. The proposed method has been applied on ten 

data sets taken from UCI and compared with other 

meta-heuristic approaches, classical and fuzzy-rough 

ones, shown in Tables 2-11. 
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 هچكيد
 

 

 
 رود؛ می کاره ب مختلف کاربردهای برای و مختلف تحقیقاتی های عرصه در ویژگی انتخاب ی مسأله که سالهاست

 دیگر طرف از بند دسته دقت افزایش و ،طرف یک از طول کمترین با ها ویژگی مجموعه پیداکردن بین همواره که درحالی

 ارائه فازی ناهموار های مجموعه در اطلاعاتی ی بهره نرخ ی پایه بر بند دسته-فیلتر روش یک مقاله این در. دارد وجود تضاد

 تواند می( ACO) کولونی مورچگان سازی بهینه الگوریتم جاکهآن از. برآید مشکل این ی عهده از تواند می که است شده

ی  یافته تغییر الگوریتم یک کار این باشد، در ویژگی انتخاب جمله از گراف فضای با مسایل در جستجو برای مناسبی پاسخ

ACO انتخاب توان می را کار این وریآنو ترین اصلی اما است؛ شده معرفی جستجو استراتژی عنوان به و فیلتر فاز در 

 کارآمدی تعیین برای ما. گرفت نظر در  بند دسته دقت بهترین دومین و اولین با ویژگی ی یافته کاهش مینیمم های مجموعه

 آن از حاکی آمده دسته ب نتایج تحلیل. آزمودیم UCI شده شناخته ی داده مجموعه ده روی بر را آن شده، ارایه روش

 افزایش یعنی ،ویژگی انتخاب متضاد شرط دو زمانهم است قادر ما پیشنهادی روش موجود، های روش رغم علی که است

 به دنبال داشته باشد. را ویژگی هایزیرمجموعه طول کاهش و بند دسته دقت
doi: 10.5829/ije.2017.30.09c.05 

 

 


