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ABSTRACT

In this article, a new combined approach of a decision tree and clustering is presented to predict the transmission of genetic diseases. In this article, the performance of these algorithms is compared for more accurate prediction of disease transmission under the same condition and based on a series of measures like the positive predictive value, negative predictive value, accuracy, sensitivity and specificity. The results show that support vector machine algorithm outperformed the other two simple algorithms and the neural network and genetic algorithms offered better prediction at the end, while the proposed combined approach is developed using different parameters and outperformed the simple methods.


1. INTRODUCTION

The medical field is expanding and evolving every day and constantly producing large amounts of data [1, 2]. Medical data are produced in more different ways than in the past [3, 4]. The need for an efficient and accurate solution for new managements makes more sense than ever before [5-7]. In this regard, there is need for methods and automated algorithms to operate this volume of data with different forms so that we can analyze the data, then perform operations on them and to achieve the desired results [8-10]. So, smart and flexible methods and data mining algorithms, which are appropriate to the data and their changes, are needed [11, 12] and genetic data are not exempt from these data. With regard to genetic data, there is also need for an approach that in addition to reviewing the data, analyze them as well [13-15]. One of the main problems for choosing this approach is that providing genetic data for each patient may requires the need to save characteristics that is not needed for other patients; for example. There may be the need to save a patient's blood test results but for other patients it is not a priory to do this test and save its or we may encounter cases that were initially not foreseen while examining the patient's condition. For this reason, it is better not to design a general plan for the database from the beginning so that we have the possibility of adding any characteristic that is needed during the operation. Another important issue is that considering the need to genetic data of family members and the previous generations, it must be possible to add new attributes (previous and next generations) while performing researches in this database [16, 17]. Genetic diseases are one of the main causes of failure in the world and early diagnosis and prevention is the best treatment. Data mining can be effectively used in the fast and cost-effective prediction and diagnosis of diseases [16, 18, 19]. In this regard, considering the volume and format of data for the study of transmission of genetic disorders and importance of studying the relationship between individuals in this type of disease, it is important that each patient may require specific data exist, thus it is not possible to define the predetermined schema. With regard to genetic diseases, data which are required to be saved are varied. Considering the nature of genetic disease, there is also the need to save health status of patients' ancestors to understand the transmission of these diseases and new person may be added to the family tree in each investigation. Also, it is very
important to explore the transmission route and the relationships between individuals in this database [20-25]. So far, few models have been used to analyze medical data but each of these data model has a number of disadvantages which make them to be non-ideal data model. One of these data model is the relational data model. The next model is the object-relational data models, which solve the predefined schema problem and well define different data formats using Entity attribute value (EAV) design, but still remains the problem of relationships between individuals [17, 26]. The main objective of this article is to use data mining techniques for data clustering by K-means algorithm and combine it with the decision tree in order to predict the risk of transmitting genetic diseases. The following article is organized as follows: Review of the literature is presented in the second section. In the third section, the article methodology has been stated. Findings, discussion and analysis are later discussed in the fourth section. Final conclusions are dealt with in the fifth section.

2. REVIEW OF THE LITERATURE

Today, large volumes of medical data are generated in various forms. Efficient analysis and use of this data in a reasonable time requires appropriate data mining approaches. The purpose of this article is to study the genetic data in order to predict the likelihood of transmission of genetic disorders. Xu et al. [6] conducted a survey research on data mining approaches used to predict heart diseases. They stated that data mining is the process of finding useful and relevant information from the database. There are several types of data mining techniques. Association rules, classification, neural networks, clustering are among the most important data mining methods. Data mining process plays an important role in industry and health service. The data mining processes are widely used in the healthcare field to predict diseases. In their paper, they analyze different types of processes to predict heart diseases using data mining [27-29]. Daraei et al. [7] investigated and analyzed the use of association classifiers in the predictive analysis in data mining in the field of health and medical services. Association rule mining is one of the most important data mining techniques for anatomical tasks and a lot of researches has been conducted in this area and was used for the analysis of tool basket. Classification using association rules is another primary predictive analysis method, which aims to discover small set of rules in the mass of data of databases which are considered an accurate classifier. They expressed that they have offered a combined approach in this article that combines association rule mining with classification rules mining and call it association classification (AC). This is a new classification approach. This integration was carried out with a focus on mining a particular subset of association rules that are called association rules classify (CAR) and classification is carried out by these CARs. The use of association rules mining for classification systems is a promising approach. Considering their legibility, association classifiers are very useful and convenient for experts in the decision-making process. The medical world is a good example of such application. Considering a situation, in which a physician wants to examine a patient. There is vast amount of information about the patient's condition (Including personal data, test results, etc.). A classification system can help the physician in this work. The system can assess whether the patient is at risk of certain diseases in the future or is incompatible with some treatments. Given the output of the classification model, the physician can make a better decision regarding the patient treatment. Combining advanced classification rules mining with classifiers provides a new type of association classifiers. They will discuss that this advanced association classifiers, which have been proposed in recent years, are more accurate than traditional classifiers [30-32]. Stork et al. [14] investigated the use of decision tree to diagnose the heart disease of patients. They stated that the heart disease is the leading cause of death in the last 10 years. The researchers used several data mining techniques in order to help healthcare professionals diagnose heart diseases. The decision tree is one of data mining methods which have been successfully used in recent years. However, most researches have used the J 4.8 decision tree based on interest rates and binary discretization. Gini index and information gain are two other successful decision trees that have been less used in the diagnosis of heart disease. Also, other discretization techniques, voting method, and reduced error pruning were known as better decision trees. This research investigates the application of some techniques in different types of decision trees to obtain better performance in the diagnosis of disease. Bench-marking databases which are widely used are used in the research. To evaluate the performance of alternative decision trees, sensitivity, specificity and accuracy were calculated. This research proposes a model, in which J 4.8 decision tree and bag algorithm has a better performance in the diagnosis of heart disease [7, 33-37]. In reference [6], the association rules and decision trees were evaluated to predict the multifunctional properties. It is stated that the association rules, decision trees and data mining techniques are well-known in finding predictive rules. In this study, they provided a detailed comparison on the association rules and decision tree so that the multifunctional properties are predicted and identify the important differences between the above two techniques for such purpose. They conducted an extensive test on the actual medical databases so that the data mining process is conducted on rules that
predict a disease in several coronary arteries. The prerequisite for the association rules contains medical measurements and risk factors, while its consequences are degree of severity of the disease is in one or more arteries. Predictive rules by the association rules mining are more frequent and enjoy higher reliability than the predictive rules induced by the decision tree [38-41].

3. THE PROPOSED METHOD

In this article, the library method has been used in order to achieve the basic concepts and theoretical principles and definitions. Thus, resources, books, domestic and foreign articles, internet search, as well as the opinions of experts were used during its development in order to improve the quality of work and test assumptions.

Figure 1 shows the process of general implementation of the proposed approach. Firstly, considering the need for genetic data, genetic data, which are effective in transferring genetic disease, are collected. In the second stage, the criteria, which are priority in terms of importance and also in terms of the higher risk of diseases transmission, are separated from the collected data and in the third stage, priority data clustering is performed using K-means algorithm for the easier and more accurate data mining. The fourth stage relates to the decision-making about the fact that whether the individual with the existing characteristics transmitted genetic disease or not. Finally, the obtained results are evaluated in terms of accuracy and sensitivity and etc. of the proposed method in the last stage.

In this article, a collection of genetic data is used. There are many symptoms of genetic disease, finding patterns of the genetic disease data which are helpful in diagnosing the cause of the disease and its transmission in the future. Database comprised in this article consists of 303 samples, including 297 full samples and six samples with lost values. This database has 76 raw attributes while all trials were performed only on 5 of their attributes. So, this database contains 3 symptoms of the genetic disease transmission and the meaning of each of the symptoms will be described later (Table 1).

Genetic diseases are divided into 3 categories: monogenic diseases, multi-genic or multi-factor diseases, mitochondrial diseases. Monogenic diseases are diseases that are transmitted from patient's parents or carriers to find children who suffer from the disease at birth, but their age of onset is different in the body, such as thalassemia. These diseases are divided into two dominant and recessive categories, which are described below. Multi-genic diseases are diseases, in which genes suffer from problems caused by environmental changes and disease occur in the body, such as cancers, in development of which eating and lifestyle habits like smoking play an important role. Mitochondrial diseases are diseases that are transmitted only from mother to child and not the father. There are two modes of transmission with regard to the monogenic diseases: recessive disease, dominant disease. Parents are not ill in the recessive disease and have no symptoms. However, their child may be infected with the disease from past generations. In fact, parents are only carriers of disease and are not ill in this type of disease, which includes albinism, skin cancers, cystic fibrosis, mental retardation, sickle cell anemia, phenylketonuria, thalassemia, etc. Mother of father or both suffer from the genetic disease and their children are very likely will be ill in the dominant disease such as dwarfism, multiple skeletal abnormalities, cataracts, muscle weakness and dystrophy, syndactyly, short toes with hands and feet disorders, psoriasis, Huntington's, cancer, eye retinas and etc. Other types of genetic diseases include hemophilia, Duchene muscular dystrophy (DMD), different types of deafness, cleft lip and cleft palate, mental illness, rickets resistant to vitamin D, favism, insipidus diabetes, color blindness etc. (gender-dependent diseases). A K-means algorithm is used in the first stage of data clustering process.

<table>
<thead>
<tr>
<th>TABLE 1. Database components</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Component</strong></td>
</tr>
<tr>
<td>Patient's age</td>
</tr>
<tr>
<td>Patient's gender</td>
</tr>
<tr>
<td>Single-gene disease</td>
</tr>
<tr>
<td>Multi-gene disease</td>
</tr>
<tr>
<td>Mitochondrial diseases</td>
</tr>
</tbody>
</table>
It also increases the accuracy and speed of data processing. The proposed methodology which consists of different sections, the genetic database, includes a number of attributes, which are used to distinguish the risk of transmitting a genetic disease from the lack of transmission. As previously mentioned, the database contains 5 columns and 303 rows. 4 columns represent the attributes and 1 column represents the class label. The next step is to create a decision tree, through which the database components are weighted. A weighted mean is achieved for each person. Based on association rules, any person whose weighted mean is higher and less than 50% is at risk of disease transmission and safe, respectively. Figure 2 shows the step by step production of the decision tree.

In addition to having a simple and tangible structure and high accuracy, decision tree has an important attribute such as its feature selection. This means it specifies, among different entries, the entries that have more weight in the classification and are known as dominant feature. For example, in the following decision tree, among the various features used in the input, only four features, including single-gene diseases, multi-genic diseases, mitochondrial diseases and triggers of disease have been marked as dominant features affecting the classification. This property of the decision tree can be used in problems, the feature space of which is very large. Initially, the dominant features are selected using the decision tree and then the dominant features can be used as input of any custom expert system. It can improve the performance of the expert system. Figure 3 shows decision tree in case of manner of investigating data and decision-making.

Figure 2. The production process of the decision tree

2) If the output c of all the observations is placed in the same category, ND is returned labeled C and as a (sheet node).

3) If the attributes list is empty, ND is returned as sheet node labeled category' majority output value in the training data.

4) Method of selected segmentation criteria is used to find the "best" attribute of the segmentation criterion in the

5) ND node is labeled based on the classification criterion attribute.

6) Segmentation criterion attribute is removed from the attributes list

7) For each value of the j segmenting criteria attribute

8) End for

9) ND node is return A

Input
1) Training data D that consists of a set of training observations and their related class values
The list of Attribute 2) A, a set of candidate attributes
3) Method of selected segmentation criteria

Output: The final decision tree is produced
4. FINDINGS AND DISCUSSION

This method has been implemented by using the database and combining clustering algorithm and decision tree in MATLAB. The weight matrix that has been created for each person by weighting the decision tree based on the description of each of the components, is a matrix $5 \times 303$ and some part of it is given in Table 2 for 5 persons in database due to its high volume.

Now, the weighted mean matrix, which is $303 \times 1$ matrix is achieved for each individual based on the above table. Part of the above matrix is shown here due to lack of space (Table 3).

**TABLE 2. Sample weight matrix**

<table>
<thead>
<tr>
<th>Mitochondrial disease</th>
<th>Multi-genic</th>
<th>Monogenic</th>
<th>Age</th>
<th>Gender</th>
<th>Individuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.772</td>
<td>0.256</td>
<td>1</td>
<td>0.313</td>
<td>0</td>
<td>First person</td>
</tr>
<tr>
<td>4.264</td>
<td>0.465</td>
<td>1</td>
<td>0.362</td>
<td>1</td>
<td>second person</td>
</tr>
<tr>
<td>4.201</td>
<td>0.125</td>
<td>0.6</td>
<td>1</td>
<td>0</td>
<td>Third person</td>
</tr>
<tr>
<td>3.602</td>
<td>0.075</td>
<td>0.7</td>
<td>1</td>
<td>1</td>
<td>Fourth person</td>
</tr>
<tr>
<td>4.083</td>
<td>1</td>
<td>0.6</td>
<td>0.235</td>
<td>0</td>
<td>Fifth person</td>
</tr>
</tbody>
</table>

**TABLE 3. Sample weighted mean matrix**

<table>
<thead>
<tr>
<th>Criteria / algorithms</th>
<th>Accuracy</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>Negative predictive value</th>
<th>Positive predictive value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genetic Algorithm</td>
<td>63</td>
<td>79</td>
<td>64</td>
<td>70</td>
<td>86</td>
</tr>
<tr>
<td>Neural network</td>
<td>71</td>
<td>80.5</td>
<td>76</td>
<td>78</td>
<td>87</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>78</td>
<td>82.5</td>
<td>64.5</td>
<td>77</td>
<td>89.2</td>
</tr>
<tr>
<td>Proposed method</td>
<td>81</td>
<td>81.9</td>
<td>79</td>
<td>86</td>
<td>89</td>
</tr>
</tbody>
</table>
Individuals at risk can be identified using this weighted mean matrix using a decision tree. It's like this:
If the weighted mean is above 50%, the individual has high probability of transmission of the genetic disease.
If the weighted mean is below 50%, the individual is not at risk of transmission of the genetic disease.

Different criteria are used to compare the results of the implementation of the proposed method and 4 other most commonly used algorithms:
1. **Accuracy**: Number of samples correctly diagnosed in the intended class compared with the whole samples.
2. **Sensitivity**: Number of samples which have correctly shown the absence of disease transmission compared to the total number of samples that have really not the genetic disease.
3. **Specificity**: Number of samples that have correctly shown the presence of disease transmission compared to the total number of samples that really suffered from the genetic disease.
4. **The positive predictive value**: Number of samples that have correctly shown the absence of disease compared to the total number of samples which are not suffering from the predicted disease.
5. **The negative predictive value**: Number of samples that have correctly shown the presence of the disease compared to the total number of samples which are suffering from the predicted disease.

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (1)
\]
\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (2)
\]
\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \quad (3)
\]

TP: The number of samples which are correctly diagnosed positive.
TN: The number of samples which are correctly diagnosed negative.
FP: The number of samples which are incorrectly diagnosed positive.
FN: The number of samples which are incorrectly diagnosed negative.

Based on the previous assessments and their results, as is clear from Table 4 and Figure 4, if the proposed methodology is set aside and other common and simple method is compared, the following results are obtained: Vector machine algorithm is in the positive predictive value and superior feature and it has the lowest sensitivity and negative predictive value compared to the percentage of this criterion in genetic algorithm (GA). However, the proposed method has better performance in several criteria than other algorithms. Nevertheless, it is noteworthy that it is in the second place in terms of two criteria, including positive predictive value and specify, but in general, it is ranked higher than other methods especially based on the accuracy criterion, which partly led to better diagnosis of the genetic disease transmission.

### TABLE 4. Comparison of different criteria on algorithms based on the percentage

<table>
<thead>
<tr>
<th>Fifth person</th>
<th>Fourth person</th>
<th>Third Person</th>
<th>Second person</th>
<th>First Person</th>
<th>Individuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.612748</td>
<td>0.609258</td>
<td>0.464119</td>
<td>0.643598</td>
<td>0.633258</td>
<td>Weighted mean</td>
</tr>
</tbody>
</table>

### 5. CONCLUSION

Faster and more efficient analysis of medical data requires automated and electronic analysis of the data. Data on genetic diseases are no exception of this set of data. Therefore, appropriate algorithm and methods of data analysis should be designed. So far, several methods have been used for analyzing medical data, but each of these methods has their own disadvantages which make them non-ideal approach. In this article, in addition to analyzing and evaluating the best data mining algorithms used in the medical field, a new combined approach has been provided in order to predict the risk of transmitting genetic diseases. Considering the nature of genetic data and the fact that these relationships between individuals and analysis is considered the major issue with regard to the transmission of genetic diseases, combination of K-means clustering methods and a decision tree is used in
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