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A B S T R A C T  
 

 

Magnetic resonance imaging (MRI) is one of the most powerful techniques to study the internal 
structure of the body. MRI image quality is affected by various noises. Noises in MRI are usually 

thermal and mainly due to the motion of charged particles in the coil. Noise in MRI images also cause 

a limitation in the study of visual images as well as computer analysis of the images. In this paper, first, 
it is proved that probability density function (PDF) of MRI images is rician because of the process of 

image capturing and MRI hardware. Based on the review of later works in this area, it is determined 

that rician denoising in wavelet domain is better. Then, it is concluded that the remaining noise in the 
final output of the conventional methods in wavelet domain, is Gaussian and can be greatly reduced 

with a Gaussian adaptive filter. Based on this estimation, a Gaussian filter designed and the output 

image was filtered again. The results showed that the final image quality will improve considerably. As 
a conclusion, in similar situations, our proposed algorithm is always better than the others. 

 
doi: 10.5829/idosi.ije.2016.29.01a.05 

 

 
1. INTRODUCTION1 
 

MRI is a method which is developed about 50 years 

ago. But within this period, many improvements and 

numerous Nobel prizes have been awarded for the 

achievements. On 2003, the Nobel prize in physiology 

and medicine was awarded to Paul C. Lauterbur and Sir 

Peter Mansfield for their interesting work on MRI 

improvements. In recent years, however, signal to noise 

ratio (SNR) and MRI images has increased but also 

images are polluted with noise. 

Noise reduction can be divided into two parts: noise 

reduction while imaging methods and after imaging 

methods. Ways which eliminate noise while imaging 

increase time (for example, averaging for measuring), or 

reducing the spatial resolution (such as larger voxel 

sizes). Imaging time period due to restrictions such as 

patient comfort, system power and physical limitations 

in dynamic applications such as cardiac imaging and 
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functional magnetic resonance imaging (FMRI) is 

limited. So in fact, there is a limit to SNR of MRI data 

and after imaging denoising methods were replaced. 

McVeigh [1] proposed spatial filtering and Gaussian 

filtering to reduce noise in the MRI images. Spatial 

filtering is a technique in which image is convolved 

with a three-dimensional filter. This technique reduces 

image noise, but the blurring of sharp edges on the 

image and the blurring function is used in the 

convolution. These techniques reduce the noise but blur 

the edges. Blurriness is related to the function which is 

used in convolution. These filters smooth the image but 

SNR does not change; because main signal and noise 

are reduced with a same factor [2]. With this smoothing 

method, there is a trade-off between noise reduction and 

3D spatial resolution. Time filter should be adjusted in 

sampling to prevent aliasing [3]. This filter, in the best 

conditions, can only improve spin echo images. A very 

narrow time filter causes bad frequency response in the 

edges and vice versa, the wider bandwidth of the filter, 

the more noise it will pass. 
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Perona and Malik [4] proposed a multi-scale plan for 

edge detection and image smoothing which is called 

diffusion filter. This method can improve image quality 

with preserving edges and able to remove noise in 

homogeneous regions and edges. Because of the 

problem in partial differential heat equation in an 

anisotropic space this filter should be convolved in the 

direction of vertical gradient. 

This technique with an improvement for denoising 

2D and 3D was used by Gerig et al. [5] but sharpening 

the edges cause a region with a constant gray slope. In 

this article, image noise is regarded Gaussian with zero 

mean. Sharpening the edges in diffusion filter is not 

considered [6]. This filter is corrected, and does its work 

with combining rician filter and estimating filter 

parameters by Aja-Fernandez et al. [7]. 

Tang [8] proposed an improvement of diffusion 

filter completed Gerig’s work for reducing rician noise 

in MRI Images. Krissian and Aja-Fernandez [9] 

proposed noise driven anisotropic filter for diffusion 

MRI images. This filter relies on accurate prediction of 

the noise standard deviation. Noise prediction filter 

parameters are selected adaptively. Senra Filho et al. 

[10] is one of the last implementation of this technique 

that used an adaptive diffusion filter technique in MRI 

images. Partial differential equations filter will be used 

to obtain new matrix. Zhang and Ma [11] proposed 

anisotropic coupled relations to eliminate noise in MRI 

images. You and Kaveh [12] proposed a technique 

using 4th order partial differential equations to avoid the 

effects of various components in images processed with 

anisotropic diffusion filter. This method uses energy 

minimization performance of Laplacian image. Lysaker 

[13] used his technique for removing MRI images noise 

in space and time. You [12] expanded Lysaker view for 

denoising. This method can process signals with linear 

changes in intensity and protect edges of the image. 

Each technique above talked about, is based on the 

principle that noise intensity is relatively fixed and a 3D 

uniform distribution can be used for modeling it. Due to 

recent developments in parallel imaging (PI) in MRI 

images, the noise cannot be spatially uniform. 

Samsonov and Johnson [14] proposed a non-linear 

adaptive noise filtering for three-dimensional MRI 

images with different levels of noise. Given the 

sensitivity of the coil, basic information with regard to 

noise levels of the three-dimensional distribution is 

obtained and the non-isotropic diffusion filters to 

prepare the local settings are used. Tomasi et al. [15] 

have used a bidirectional filter based on wavelet and 

laplacian operator and tried to reduce SSIM and MSE 

between main and processed image. In another research 

[16], it is proved that Ricianpdf of noise in the MRI 

image will become a Gaussian distribution if the SNR is 

high and will become a probability distribution function 

Riley If SNR is low. With the distribution model in both 

SNR has noise. In addition, according to the distribution 

for the noise level in two states has gain an adaptive 

threshold. To remove noise due to two-noise density 

functions assumption, the noise of background image is 

used [15]. 

Gudbjartsson and Patz [16] investigation  was 

similar to Tomasi et al. [15] work in different aspects; 

based on background noise estimation, the locally an 

adaptive noise were accurately estimated. 

 In addition, the Bayesian criterion used for 

modeling and decision-making which rises decision 

accuracy and minimizes errors. Magnetic domain 

thermal noise in coils was modeled [15]. This noise 

obeys Chi-square probability density function. In 

especial state n=1 this pdf lead to rician function. 

Awate et al, [17] have provided a non-parametric 

method which is based on non-parametric features of 

the neighborhood, and model the statistical query 

properties and tries to remove the noise. Other 

investigator [18] has worked on statistical properties of 

Markov and Bayesian statistical function. 

Lopez-Rubio et al. [19] have used three-dimensional 

regression to estimate the actual amount of pixels and 

remove excess noise in the pixels. A good three-

dimensional image has many pixel data parameters. 

Therefore, if we can use locally linear regression, we 

can guess the noise to an acceptable accuracy and 

remove it from the image. Zhu et al. [20] developed a 

method which is more focused on application of linear 

regression to remove noise. If the filters used in wavelet 

domain can help us as well. The drawback of means 

filter is edge destruction. It means that when using it, 

the image becomes smoother and so the edges fade. In 

literature [21], images are three-dimensional which non-

local means is used and blocking is done. Blocking 

three-dimensional images analysis the original image 

and discrete wavelet is used too. In literature [22] 

worked based on discrete wavelet and assumed a multi-

resolution state in the image. This state breaks the 

images to multidimensional images, images with fewer 

dimensions and images with more dimensions. Each one 

shows a series of features and we finally can eliminate 

noise with combination of them. Works on wavelet 

domain and remove noise with a bi-directional filtering 

[23]. In another research [24] used principle component 

analysis (PCA) and tried to map features to vertical 

space and gain good results comparing to wavelet. Haar 

transform is one of the wavelet branches. You have [12] 

used Haar wavelet and did analysis and comparing with 

DCT transforms and their filters. 

A two-stage algorithm given the correlated noise in 

the MRI image to remove noise proposed [25]. 

Statistical properties in correlated noise directed to a 

biased probability density function . In literature [26], 

firstly the noise bias is removed and then the remaining 

image is transferred to the wavelet domain. The second 
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stage of noise removing is done based on wavelet 

coefficients. The coefficients correlations have a key 

role in the threshold detection and removing the noise. 

One of the weaknesses of wavelet transform is poor 

performance in edge detection which is very important 

in MRI images. One of the proposed methods to cover 

this disadvantage is curvelet transform. In the denoising 

MRI image algorithms, curvelet coefficients correct 

with the aim of improving the edges and so improving 

contrast and image quality. In other words, the presence 

of a function which changes properly curvelet 

coefficients is essential. Modified adaptive function 

parameters [27], is based on some statistical 

characteristics of curvelet in input images which cause 

denoising and are effectively applied on curvelet 

coefficients. Curvelet transform for denoising has used 

[22]. A five-stage algorithm with a strict threshold level 

proposed to correct curvelet levels. Anand et al. [23] 

have used previous [22] idea for MRI images denoising 

and Zaroubi et al. [24] combines curvelet transform 

with non-linear diffusion algorithm. 

Pižurica et al. [26] helped Placidi et al. [25] and 

combined the method with anisotropic diffusion method 

to remove Gibbs jump caused by the lack of continuous 

changes and occured in discontinuity points. 

Do et al. [28] tried to denoise directly and use 

special features. Direct methods use pixel value features 

and try to image denoising by estimate the actual image 

structure using neighbor pixels and predict pixel values. 

In other research [29] use minimizing least square error 

(MMSE) method to estimate rician noise model 

parameters in MRI images with mean zero and variance 

σ2 . This method is linear. Given the importance of the 

neighborhood, the neighborhood window size is very 

important. If the image assume three-dimensional, the 

neighborhood could also be time or frame. Bamberger 

et al. [30] has provided a method based on differential 

equations and solve the noise problem and try to 

denoising. The drawback of this method is that if the 

partial derived of differential equations parameters have 

miscalculated, the performance of the system minimize. 

In low image quality, Monir et al. [31] has provided an 

adaptive diffusion method which directly use rician 

model. An adaptive nonlinear diffusion method [32] is 

provided which is better and more effective of the linear 

method [33]. All of these methods directly attacked to 

image noise by Rician noise assuming, and tried to 

remove unwanted parts without removal of important 

image details. In some research [34], Monte Carlo 

estimator designed based on statistical rician process. 

Wong et al. [33] Used maximum likelihood method for 

noise estimation and denoising according to rician noise 

probability model. This is one of good methods for 

estimating parameters and pattern recognition. Sijbers et 

al. [35] used this criteria and background histogram 

with Riley probability density function to estimate noise 

variance. In another work [36], a method based on 

linear least mean square error is used to estimate the 

rician noise model. In this two references, rician noise 

model parameters approximated locally and using a 

number of neighborhoods. Local parameters including 

mean and variance indicated a neighborhood of pixels. 

He et al. [36] used total image estimation to calculate 

noise parameters. Coupe et al. [32] used the 

combination of local methods and total image so that 

results have improved. Monir et al. [31] is assumed that 

three-dimensional images have enough sample size to 

estimate noise function parameters. 

Methods based on signal amplitude, similar to two 

recent methods has the problem which may destroy 

signal amplitude and eliminate important edge data. In 

methods based on phase, amplitude data did not 

destroyed, so there is no problem in this regard. Tisdall 

et al. [37] used this method to keep data and noise 

parameters approximation simultaneously. Awate et al. 

[17] used a non-parametric method to estimate noise 

level. In the proposed method [19], higher-order 

statistical parameters 1, 2 (parameters other than mean 

and variance) of noisy pixels estimated from 

neighborhood noisy pixels. Finally, the higher torque is 

used for denoising and actual pixels estimation. [38] 

Use the methods for correcting image damaged using 

intact parts features in addition to higher-order statistic 

estimation and Bayesian criterion and properly do 

denoising. Luo et al. [38] used analysis of singularities 

in the frequency spectrum of the image to remove noise. 

Due to noise structure, the frequency spectrum is 

distributed uniformly in entire frequency band, while 

this relationship is not established in the original image. 

Analysis of singularities helps from spectrum difference 

and tries to remove the noise. 

Hu et al. [39] and Coupe et al. [40] have used DCT 

transform for denoising which is very practical in image 

processing. They [39] worked by an optimization 

algorithm and had good results by going backward in 

denoising.  

Other methods include those are based on the NLM. 

NLM means filter aid of non-local. References [21, 40] 

are from this category. In addition, some methods 

worked based on total variation or total variance. Hu et 

al. [39] is one of them that retained edges. Following 

Rodin's work [21, 41] other investigators [41] 

developed new method, and even used combination 

with other methods and the obtained results promising. 

Nadernejad et al. [42] used a PDE base approach for 

denoising. They have [42] proposed method, a 

mathematical formula of noise and its structure in image 

is used for an efficient denoising. Khosravi and 

Hassanpour [43] suggested a new hybrid method based 

on homomorphic filtering and anisotropic diffusion 

equations for image denoising. In this research [43] a 

new homomorphic filtering was used to extract the 
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noise from original image. This method analyzes each 

component separately; therefore, it has good flexibility 

and customizability on image processing. Ketabchi et al. 

[44], have analyzed the image by moving least square 

method to reduce noise and zooming some areas of 

image. In fact, in this algorithm the structure of noise is 

supposed gaussian probability density function which in 

MRI images is not applicable. Hassanpour and Ghadi 

[45] showed various types of impairments; which had 

different effects on the illumination and reflectance of 

image components. They showed impairment effect on 

an image depending on the type of the impairment on 

one component is more to another component. Finally, 

unlike conventional methods [45] reduce the 

impairment effects from image components. Results 

showed that image enhancement had better results 

comparing to conventional methods. Ehsaeyan et al. 

[46] are used contourlet transform based on its benefit 

to capture the oriented geometrical structures of images. 

By incorporating Stein’s Unbiased Risk Estimator 

(SURE) approach in Nonsubsampled Contourlet 

Transform (NSCT) domain, they [46] proposed a new 

method and utilize the characteristics of NSCT 

coefficients in high and low subbands. They applied 

SURE shrinkage, bilateral filter and SURE-LET 

strategy to minimize the estimation of the Mean Square 

Error between the clean image and the denoised one in 

the NSCT domain. All the above explanation can be 

attributed to the algorithms which are features based and 

do not attack directly to tissue image.  

The paper is organized as follows. In part two, two 

proposed algorithms is described. In part three, 

database, implementation details and results is 

explained, and the last part of the paper is summary and 

conclusion. 

 

 

2. OUR PROPOSED ALGORITHM 
 
Since the output sub-bands of wavelet includes noise 

and edge features, obviously proper analysis can be very 

effective. According to denoising methods in MRI 

images using wavelet transform, in proposed method, a 

proper threshold level is very important. Higher 

coefficient of threshold level will protect important 

signal data and lower coefficient of threshold will 

correct noising probability.     

This method known as neighshrink threshold  is 

widely used [23]. For the first time, Zhou [47] used 

neighshrink for denoising. Zhou proposed method 

[47]using optimal selected parameters and obtained 

much better results than that of other previous methods 

in MRI denoising. 

 

2. 1. Soft Threshold Level        Wavelet coefficients 

Wij with greater amplitude than a determined threshold 

λ, shoud be maintained to  reconstruct of signal. Noise 

free coefficients ˆ
ij estimated using soft threshold level 

as follows [23]: 
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 λ considered as a general threshold level and is 

calculated by the following equation: 

 2logn n   (2) 

where, n is the number of samples and σnis the 

estimated noise variance. In our proposed method, 

appropriate noise estimation are taken from MRI image 

background according to literature [23]. 

 
2. 2. Neighshrink Threshold        Assume that the 

size of the neighborhood window is L × L. For
2 2

, ij
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 Neighshrink formula [43] is 

presented as follows: 

ij ij i
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B
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(3) 

In the above equation: ˆ
ij is uncertain signal coefficient 

estimation and λ is threshold level. Optimal value of λ 

and L for each high frequency subbands is estimated by 

using Stein's unbiased risk estimate (SURE) algorithm 

[43]. Optimal threshold λ
s 

with window size L
s 

minimize SURE (Ws, λ, L) value as follow: 

   ,, , ,s s

L sL arg min SURE w L   (4) 

Before calculating optimal neighshrink parameters, 

estimated coefficients are normalized in nonsingular 

variance data σn. 

 

2. 3. Summary of WD-BF Algorithm (Wavelet 
Domain Bilateral Filtering)       Anand et al. [23] 
calculate noisy MRI image square to detrmine square 

magnitude of Isq. 

Separate N level for Isq using UDWT for getting 

approximation and coefficients details. 

1- Bias in coefficients approximate is obtained at level 

j by subtracting from σn
2
 2

j+1
 [23] 

2- These unbiased coefficients will be passed from 

bilateral filter. 

3- Denoising detail coefficients using neighshrink 

technique. 

4- UDWT filter and its detail coefficients calculation to 

get an estimate for Isq. 

5- The roots of results give us denoising MRI image. 

All parts of implementation based on best methods were 

suggested in the references and combination of them. 
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2. 4. Applying Adaptive Gaussian Filter       Since 

the output image is filtered against rician noise in this 

stage and correction is done on it, it should assumed that 

retained noise due to filtering error and wavelet 

coefficients correction, probably is a Gaussian noise. It 

should be explained that according to central limit 

theorem in statistic, combination of all natural processes 

which excess certain limit and alos have uncertain 

distribution create Gaussian process. 
Variance and means of this Gaussian noise is 

uncertain and therefore it should be help by an optimal 

adaptive method to approximate it. Such test parameters 

estimation from a Gaussian distribution is named as 

parametric test. In the first stage, chi-square test was 

used for prove Gaussian distribution of remainder noise. 

Chi-square test or Goodness of fit is used to compare 

observed distribution and theoretical distribution. 

Structural equation modeling where the researcher has 

outlined a theoretical model based on variables 

relationships can be used. A significance level of 0.05 

(confidence level 95%) showed on remaining test 

images which had Gaussian distribution in all noise 

level percentages. 

In next stage, the following methods in background 

of image were used to estimate mean and variance 

according to normal distribution of noise. 

Single-sample t test: this method used for hypothesis 

test around expected value on average noise. Based on 

the Likert scale, we can estimate mean of each window 

from background in a significant level using this 

method. Paired t-test: different image points were used 

to compare two backgrounds means difference. For 

example, mean difference between right and left corner 

of the image. 

Two independent samples t-test: was used to 

compare mean noise in bilateral image. The noise 

variance in two independent samples t-test is assumed 

equal bilaterally. 

Welch’s t-test: This test like two independent 

samples t-test used for comparison of bilateral image 

mean. Welch's t-test assumes that variance is not equal. 

According to results of four above tests, it is obvious 

that noise distribution in total image parts has a 

significance level 0.01 and noise variance is equal in all 

parts with significance level 0.05. In this way, only 

discussed, correct estimation of mean and variance of 

output image background noise of previous method that 

it will be easy. Finally, after estimation, it is enough that 

the image is filtered again with Gaussian filter using 

these parameters. 

 

 

3. IMPLEMENTATION AND RESULTS 
 
Implementation is exactly according to part 2 of the 

article. The database used in implementation was 

database [48]. First, some sample MRI images from 

several brain layers of this database show for this 

purpose which reader know the form of database 

images. Figure 1 shows several MRI images. Number 

above each images represents number of each layer 

which is MRI images. These images taken directly from 

database and are not noisy. 

After showing various layers of noise-free images to 

determine the effect of noise in output image, 90
th

 image 

(approximately in the middle of a group of MRI images) 

are combined with rician noise in levels 5 to 45% with 

step 5, which is shown in Figure 2. As Figure 2 depicts, 

the image has no difference with the base image at noise 

levels 5%. Nevertheless, with increasing the percentage 

of noise, the image quality will be reduced. After this, 

Figure 3 shows denoising images by using [48] 

according to different percentage of noise level. 

Although naked eye cannot detect upgrading, but tables 

and SSIM criteria show that proposed method [48] 

could reduce nonlinear noise of images to an acceptable 

level and we have quality increasing even comparing 

with new and strict SSIM. Figure 4 shows the output 

images based on our proposed method. 

 

 

 
Figure 1. Image samples of several brain layers. 

 

 

 
Figure 2. Layer no. 90 of total 170 layers on one MRI scan, 

which is affected with different rician noise levels. 
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Figure 3. Result of Denoising in Figure 2 by method [48] 

 

 

 
Figure 4. Denoising using our proposed method 

 

 

Comparing Figures 4 and 3 in literature [48] without 

applying our proposed method shows significance 

improvement with further processing stage.  

To confirm visual improvement by standard criteria, 

Table 1 shows SSIM which is one of standard image 

quality evaluation parameters for output images [51, 53] 

and our proposed method. Shyam Anand [51] study 

was one of the fundamental researches in the MRI 

denoising based on wavelet method. Manjon et al. [53] 

is one of the most recent investigations on denoising 

image field. 

It can be easily seen from our proposed method with 

SSIM criteria, in all cases, had significant 

improvements rather than other works [23, 49]. 

Estimated mean and variance of retained Gaussian noise 

of output images presented in separate columns for the 

evaluation of our proposed method validity. While 

rician noise increases, mean and variance of Gaussian 

noise of output images [23, 49] increase too. This matter 

fully justifies use of our proposed method and shows 

that the proposed idea is correct. It should be noted that 

reference [49] is one of the latest work on this field 

which is done in 2015 using principal components 

analysis. Since noises in images are naturally Rician, 

our comparison has just been done for this noise. 

 

 
TABLE 1. Comparison of output images in proposed method 

and [23, 49] with SSIM criteria 

Noise 

level% 

SSIM 

Noise 

mean 

Noise 

variance 

reference 

53 
reference 

51 

Proposed 

method 

5 0.989 0.9 0.989 0.06 5.289 

10 0.964 0.621 0.969 -1.45 10.403 

15 0.934 0.453 0.952 -3.32 15.581 

20 0.897 0.325 0.935 -5.59 20.455 

25 0.861 0.321 0.917 -8.25 25.331 

30 0.820 0.270 0.9 -11.01 29.922 

35 0.783 0.233 0.883 -14.15 34.326 

40 0.710 0.199 0.870 -17.27 38.843 

45 0.680 0.169 0.852 -20.74 43.242 

 

 

 
Figure 5. Our proposed method and [23, 49] methods in SSIM 

(bar chart) 

 

 
Figure 6. Comparison of our proposed method and [50] in 

SSIM. 

 

 

For more accurate and easier comparison of 

proposed method and methods in literatures [23, 49], 

SSIM parameters variations of three methods presented 
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in Figure 5. It is completely obvious that our proposed 

method and methods in research [49] are almost similar 

around origin with lower noise level but with higher 

noise level, proposed method is completely more 

efficient.  

In Figure 6, the difference between proposed method 

and method of literature [49] presented as a line chart to 

show a significant difference between two methods in 

low SNR. Vertical axis shows SSIM and horizontal axis 

shows percentage of noise divided by five. 

 

 

4. CONCLUSION 
 
This paper proposed a method to improve quality of 

medical MRI images. At First, we proved that according 

to process occurring in image capture hardware MRI, 

noise follows rician probability density function. Based 

on the review of works in this area, it is determined that 

denoising according to rician probability density 

function in wavelet space is done much better. After that 

the denoising principles in wavelet space completely is 

explained and a new high quality work based on 

wavelet is implemented. The quality reduction analysis 

in final output image results showed that output retained 

noise has Gaussian PDF in these methods and we can 

reduce it with an adaptive Gaussian filter. According to 

histograms in output images and using an adaptive 

estimation of Gaussian noise in it, a Gaussian filter 

designed and output image filtered again using this 

filter. The results showed that, final image have better 

quality than prior outputs. In addition, SSIM used to 

prove the validity of our proposed method. The final 

image compared with original noise free image and the 

best output of prior methods showed that, the output 

image of our proposed method is better than prior 

results. 
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هچكيد
 

MRI  یکی از قویترین تکنیکهای مطالعه ساختاری قسمت های داخلی بدن می باشد. کیفیت عکس هایMRI  تحت تاثیر

عمدتا از نوع نویز حرارتی می باشد که به خاطر حرکت ذرات باردار در فرکانس  MRIنویزهای مختلفی هستند. نویز در 

باعث ایجاد محدودیت در بررسی ظاهری تصاویر و همچنین  MRIه وجود می آید. نویز در تصاویر رادیویی سیم پیچ ب

آنالیز این تصاویر توسط کامپیوتر می شود. در این مقاله ابتدا اثبات می شود بر اساس فرآیند رخ داده در سخت افزار 

ال رایسین پیروی می کند. بر این اساس و با ، نویز موجود در این تصاویر از تابع چگالی احتمMRIعکسبرداری تصویر 

مرور مجموعه کارهای انجام شده در این زمینه مشخص شد حذف نویز با توجه به تابع چگالی احتمال رایسین در فضای 

موجک بهتر صورت می گیرد. با تحلیل های صورت گرفته اینطور نتیجه گیری شد که نویز باقی مانده در خروجی نهایی 

سوم حوزه موجک، به دلیل خطای فیلتری ماهیت گوسی دارد که می توان آن را با یک فیلتر تطبیقی گوسی تا روشهای مر

حد زیادی کاهش داد. بر اساس هیستوگرام های موجود در تصاویر تفاضل و برآورد تطبیقی نویز گوسی موجود در تصویر 

خروجی حذف نویز شده دوباره فیلتر گردید. نتایج نشان خروجی نهایی یک فیلتر گوسی طراحی و با استفاده از آن تصویر 

داد تصویر نهایی از نظر کیفیت بهبود قابل ملاحظه ای پیدا می کند. علاوه بر آن برای اثبات صحت و کارآیی روش علاوه 

ای قبل مورد ، تصویر نهایی با تصویر اولیه بدون نویز و بهترین خروجی روشه SSIMبر معیار چشمی با استفاده از معیار 

مقایسه قرار گرفت و نشان داده شد در حالت یکسان کیفیت خروجی روش پیشنهادی همواره از نتایج قبلی بهتر خواهد 

 بود.
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