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A B S T R A C T  
 

 

Fitting response surface models is usually carried out using statistical packages to solve complicated 

equations in order to produce the estimates of the model coefficients. This paper proposes a new 
procedure for fitting response surface models to mixed two-level and four-level factorial designs. New 

and easier formulae are suggested to calculate the linear, quadratic and the interaction coefficients for 

mixed two-level and four-level factorial designs regardless of the number of factors included in the 
experiment. The results of the proposed procedure are in agreement with the results of least squares 

method. This paper could motivate researchers to study the possibility of applying a fixed formula to 

all factorial designs. 
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1. INTRODUCTION1 

 

The concept of factorial designs was first introduced by 

Fisher in the mid- 1920’s [1].  Researchers furthered the 

development of factorial design by introducing new 

methods, designs or applications. The concept of 

factorial designs became clear in the 1937 when Yates 

introduced a new method for analyzing two-level 

designs [2, 3]. Davies applied the idea of two-level 

designs to three-level designs, fitting response surface 

models to the latter [2]. Interest in factorial designs and 

their contribution to various fields increased in the 

1960’s. Margolin [4] combined Yates’ two-level 

designs and Davies’ three-level designs to develop 

mixed factorial designs, a procedure for analyzing and 

fitting response surface to mixed designs. Draper and 

Stoneman [5] studied the number of experiments (runs) 

required to fit response surface models to mixed two-

level and three-level factorial designs and mixed two-

level and four-level designs. Factorial designs 

increasingly contributed to experiment design and 
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analysis and became the focus of many researchers, 

thereby necessitating a review of its impact. Herzberg 

and Cox [6] reviewed roughly  800 works that had been 

published since 1957 and provided a detailed 

bibliography for researchers. Addelman [1] reviewed 

factorial design application  in works published from 

1965 to 1972 and found that most of the studies utilized 

fractional factorial designs. Edmondson [7] fit a second-

order model to a four-level design using pseudo-factors 

to represent the four-levels. Bisgaard [8] presented a 

method for accommodating four-level factors in two-

level designs. This method converts two or more 

columns to accommodate multi-level factors. Abbas et 

al. [9] proposed new formulae for analyzing two-level 

designs and fitting a first-order response surface model 

to this type of experiment. Abbas [10] also fit a second-

order model to three-level designs. Abbas and Low [11] 

presented a new procedure for analyzing mixed two-

level and three-level designs. Wasin et al. [12] fit 

response surface to a four-level design using the 

coefficients of an orthogonal polynomial.  

Statistical packages such as SAS, R, SPSS and 

others are used for analyzing data. However, these 

packages are costly or in the case of SAS and R, need 
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special knowledge to carry out statistical analysis, 

creating an additional challenge to the researchers. 

Design and analysis of experiments have been 

widely used by researchers from different fields for 

instance, different engineering areas, environmental 

technology, food science and other disciplines to carry 

out different experiments such as four-level design 

which was used by kovo [13] and response surface 

methodology which was used by Hosseinpour et al. 

[14], Sayyar Kavardi et al. [15] and Yahyaei et al. [16] 

for optimization different experiments.  

The objectives of this research are 1) to investigate 

the possibility of using the linear coefficients of a 

polynomial contrast for fitting response surface models 

to mixed two-level and four-level factorial designs, 

thereby avoiding use of the least squares method, which 

is especially cumbersome when the number of 

independent variables is greater than two, and 2) to 

investigate the possibility of calculating each coefficient 

of the model individually. This procedure will 

streamline the method for fitting response surface 

models to mixed two-level and four-level factorial 

designs. 

 

 

2. MIXED TWO-LEVEL AND FOUR-LEVEL 
FACTORIAL DESIGNS  
 

The two-level and four-level factorial experiment is a 

factorial design with mixed levels, p factors each at two 

levels and q  factors each at four levels and is denoted 

by qp42 . The simplest design for two-level and four-

level factorial design has two factors, one at two levels 

and one at four levels. The total number of runs required 

for 1142  is 8 runs for one replicate [2, 17]. 

 

 

3. PROPOSED PROCEDURE  
 

The proposed procedure for fitting response surface 

models to a 2
p
4

q
 experiment splits the process into two 

experiments, type 2
p
 and type 4

q
, then analyzes each 

experiment separately to find the linear, quadratic and 

interaction coefficients between the factors with 

equivalent levels. 

The proposed procedure for fitting a response 

surface model to a mixed two-level and four-level 

factorial design is based on combining the two 

procedures for fitting experiments of type p2  [9] and 

for experiments of type q4  [12]. The data should be 

normally distributed. 

The formulae for fitting two-level factorial design based 

on two factors [9] are: 

n

XforContrast
b

l
l

4
   pl ...,,2,1 , for linear 

coefficients and the interaction: 

n

qXlXforContrast
blq

4
    ql   

and the formulae for four-level factorial design [4] are: 

a. Linear coefficient 

n

XforcontrastLinear
b

L
L




20

  
 qL ...,,2,1     

b. Quadratic coefficient 

n

XforcontrastQuadratic
b

L
LL




16

  
  

c. Interaction coefficient 

n

XXforcontrastLinear
b

QL
LQ




400

  
, QL           

Below are the formulae for intercept and interaction 

between factors that have two levels and factors that 

have four levels will be derived in the next section. 

 

 

4. PROPOSED FORMULAE FOR INTERCEPT AND 
INTERACTION 
 

Consider a second-order response surface model with p 

factors each at two levels (X1, X2, …, Xp) and q  factors 

each at four levels (Z1, Z2, …, Zq) as given below:  
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(1) 

The levels of each factor represent the coded form, 

which is similar to the linear coefficients of the 

orthogonal contrast. The relationship between actual 

and coded variables for two levels is: 

2/)(

2/)(

LowHighe

LowHighC
X




  

 and for four levels is: 

2/levels)econsecutivtwoanyofRange(

4/)(levelsallofAverage 4321 aaaaC
X


  

The model in Equation (1) obeys some constraints. The 

constraints are obtained from the linear coefficients of 

the orthogonal polynomial contrast for four levels (-3 -1 

1 3) and the contrast for two levels (-1 1). The 

constraints are as follows:  

a. Constraints for the factors at two levels: 

1- 



k

i
iX

1

0   2-




k
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ji XX 0   
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 b. Constrains for the factors at four levels:  
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c. Constraints for the joint effects between factors at 

two levels and factors at four levels:   

1- 


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k
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The formula for the intercept bo for mixed two-level and 

four-level factorial design can be derived by summing 

Equation (1) over i and applying the constraints that 

yield the formula in Equation (2). 

qqqZbZbZbYb  ...2221110
 (2) 

where 
k

Z
Z i

i



2

, and k is the total number of 

observations. 

The formula for the interaction coefficient between 

factors at two levels and four levels can be derived by 

multiplying Equation (1) by Xli ZLi and summing over i, 

which give the formula in Equation (3). 

∑ ∑ 2)( LililLiLili ZXYZX   

(3) 






2)( Lili

iLili
lL

ZX

YZX
 qLpl ...,,2,1,...,,2,1   

The formula for the interaction coefficient between 

factors at two levels and four levels in Equation (3) can 

be written in terms of linear joint contrast. To illustrate 

the procedure, consider a 
2242  experiment without 

losing information from the general formula. 

TABLE 1. A design with four factors where X1 and X2 have 

two levels each, and Z1 and Z2 have four levels each 

Z1 Z2 
X1 -1 -1 1 1 

X2 -1 1 -1 1 

-3 -3  Y1 Y17 Y33 Y49 

-1 -3  Y2 Y18 Y34 Y50 

1 -3  Y3 Y19 Y35 Y51 

3 -3  Y4 Y20 Y36 Y52 

-3 -1  Y5 Y21 Y37 Y53 

-1 -1  Y6 Y22 Y38 Y54 

1 -1  Y7 Y23 Y39 Y55 

3 -1  Y8 Y24 Y40 Y56 

-3 1  Y9 Y25 Y41 Y57 

-1 1  Y10 Y26 Y42 Y58 

1 1  Y11 Y27 Y43 Y59 

3 1  Y12 Y28 Y44 Y60 

-3 3  Y13 Y29 Y45 Y61 

-1 3  Y14 Y30 Y46 Y62 

1 3  Y15 Y31 Y47 Y63 

3 3  Y16 Y32 Y48 Y64 

 

 

Suppose there are four factors: X1, X2 at two levels 

and Z1, Z2 at four levels. The design for this experiment 

is given in Table 1. Consider the formula for 11 , 






2
11

11
11

)( ii

iii

ZX

YZX
  

(4) 

The denominator of Equation (4) equals to: 

320)24(40)24(40)( 11112
11  


pq

iiZX . This is equal to 

840 , where 8 represents the number of replicates at 

each joint level. The numerator of Equation (4) is: 

)
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(5) 

The same result can be obtained if the coefficients of 

orthogonal contrast are used. To show that the 

numerator of Equation (4) is equal to the linear joint 

contrast between X1 and Z1, a  
11 42   experiment is 

utilized. In this case, one factor has two levels, and the 

other factor has four. Observations that have the same 

joint level before finding the joint contrast, as shown in 
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Table 2 for X1 and Z1, are summed in the cells. Similar 

tables can be constructed for X1Z2, X2Z1, and X2Z2.  

From Table 2, the linear joint contrast for 11ZX  is:  

]

)[1)(3(...]

)[1)(1(]

)[1)(3(

64605652484440

3630262218

1410622925

211713951

YYYYYYY

YYYYY

YYYYYY

YYYYYY
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





 (6) 

 

 
TABLE 2. The results for factors X1 (at two levels) and Z1 (at 

four levels) 

Z1 X1 Response 

-3 -1 Y1+Y5+Y9+Y13+Y17+Y21+Y25+Y29 

-1 -1 Y2+Y6+Y10+Y14+Y18+Y22+Y26+Y30 

1 -1 Y3+Y7+Y11+Y15+Y19+Y23+Y27+Y31 

3 -1 Y4+Y8+Y12+Y16+Y20+Y24+Y28+Y32 

-3 1 Y33+Y37+Y41+Y45+ Y49+Y53+Y57+Y61 

-1 1 Y34+Y38+Y42+Y46+Y50+Y54+Y58+Y62 

1 1 Y35+Y39+Y43+Y47+Y51+Y55+Y59+Y63 

3 1 Y36+Y40+Y44+Y48+Y52+Y56+Y60+Y64 

 

 
TABLE 3. The actual and coded form for the selected 

variables 

Factor level X1 coded X2 Coded X3 coded 

a1 5 -1 3 -3 15 -3 

a2 9 1 4 -1 20 -1 

a3   6 1 25 1 

a4   8 3 30 3 

 

 

The result in Equation (6) is the same as the result in 

Equation (5); therefore, the numerator of Equation (4) 

can be written as the linear joint contrast for 1X  and 

1Z . Thus, Equation (4) can be written using linear 

contrast as given below:  

840)(

11
2

11

11
11






 ZXforcontrastLinear

ZX

YZX

ii

iii  

where 8 represents the number of replicates at the joint 

levels. Similarly, the same steps can be used to find the 

formula for other coefficients. In general, let n represent 

the number of replicates at the joint levels, then the 

formula becomes: 

n

ZXforcontrastLinear L
lL

l




40
  (7) 

In summary, it can be said that the proposed procedure 

will eliminate the need to use the least squares method, 

which is particularly cumbersome when the number of 

independent variables is more than two, making it 

difficult to find the inverse matrix. Furthermore, the 

proposed procedure provides a simple way to check 

individual coefficients without affecting other 

coefficients in the model. Alternatively, the least 

squares method results in a different intercept for each 

variable and possibly different coefficients when all 

terms are included in the model. 

 

 

5. A NUMERICAL EXAMPLE 
 

The following example illustrates the steps of the 

proposed procedure and compares the results with the 

least squares method. The calculations for the new 

procedure were done by using normal calculator to 

show that the new procedure is simple whilst SPSS 

version 20 was used for the least squares method.   

The production of lactic acid from mango peels using 

the bio-fermentation method was investigated. The 

effect of three factors on lactic acid yield was studied: 

initial medium pH (X1) at two levels (5 and 9), 

fermentation time (X2) at four levels (2, 4, 6 and 8 days) 

and temperature (X3) at four levels (15, 20, 25, and 

30°C). The design used to run this experiment is a 2
1
4

2
 

type. The total number of runs is 64-run with two 

replicates. The levels of each factor in actual and coded 

form are given in Table 3. The researcher wants to fit a 

second-order response surface model to this experiment. 

The model is given in Equation (6). 

212321121111
2
222

2
1112211110

ZZZXZXZ

ZZZXbbY







  (6) 

Both the least squares method and the proposed 

procedure will be used to fit the model in Equation (6). 

Fitting a response surface model to this type of 

experiment using the proposed procedure requires 

separating this experiment into two shorter experiments, 

one of type 
12  and another of type

24 . The order in 

which the experiments are conducted is irrelevant, and 

the 2
1
 experiment will be analyzed first. The two-level 

experiment can be implemented using the formula 

proposed by Abbas et al. [9]. 

The calculation of the contrast is based on two 

factors ( )1)(1(  qalalA ). In this example, there is only 

one factor at two levels, thus the denominator of the 

formula should be modified to n2  as given below: 

n

XforContrast
b

l
l

2
      

The linear contrast for 
1X  is:  

76.121

)93.260(1)17.139)(1(forContrast 1



X   
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The number of observations at each level is 32; 

therefore, the number of replicates is 32n . 

902625.1
)32(2

76.121

2

1
1 

n

XforContrast
b  

The second step in the analysis is to start with four-level 

experiment 4
2
. There are two factors, each at four levels. 

Four-level design can be analyzed using the formulae 

introduced by Wasin et al. [12]. This requires treating 

each factor as an experiment of type 4
1
 to find the linear 

and quadratic coefficients and then applying a 4
2
 

experiment to find the interaction.  

The linear (L) and quadratic (Q) contrasts for 1Z  are: 

18.57)04.94)(3(

)64.95)(1()12.98(1)28.112(31



ZL  

54.12)04.94(1

)64.95)(1()12.98)(1()28.112(11



ZQ  

The linear and quadratic coefficients for 1Z  are: 

17869.0

)16(20

18.57

20

  1
1







n

ZforcontrastLinear
         

048984.0

)16(16

54.12

16

  1
11







n

ZforcontrastQuadratic
    

and the linear and quadratic coefficients for 2Z  are:     

11297.0

)16(20

15.36

20

  2
2







n

ZforcontrastLinear
   

13746.0

)16(16

19.35

16

  2
22







n

ZforcontrastQuadratic
      

The coefficient of the linear interaction between Z1 and 

Z2 each at four levels is:   

n

ZZforcontrastLinear




400

  21

12  

The linear contrast between 1Z  and 2Z  is: 

165.397)97.11()3()3()31.16)(1)(3(

...)95.21)(1)(3()118.18)(3)(3(
21



ZZL  

There are 4 observations at each joint level which 

means that the number of replicates is 4n . Applying 

the formula for 12  results in: 

24823.0
4400

165.397
12 


  

The last step in the analysis is to find the linear 

coefficients for the interaction between the factors at 

two levels (here, only 1X ) and factors at four levels 

(here, 1Z  and 2Z ). The linear coefficients for the linear 

interaction can be calculated using the formula given in 

Equation (7).  

The linear contrast between 1X  and 1Z  should be 

calculated first.  

28.30)21.64()1()3()65.64()1()1(

...)38.35)(1)(1()95.42)(1)(3(
11



ZXL  

The number of observations at each joint level is 8, thus 

the number of replicates is 8n . The linear coefficient 

for interaction 11  is: 

094625.0

)8(40

28.30

40

11
11







n

ZXforcontrastLinear
  

and b12 is: 

4085.0

)8(40

72.130

40

21
12







n

ZXforcontrastLinear
  

The intercept term can be calculated using the formula 

given in Equation (2). 

693943.6

)64/320)(3746.0()64/320(048984.0251563.6

3332220





 ZbZbYb

 

The formula given in Equation (6) becomes: 

2121

11
2
2

2
1

211

24823.0-4085.0-

094625.013746.0-048984.0

11297.0-17869.0-9025.1693943.6

ZZZX

ZXZZ

ZZXY





 

 

 

TABLE 4. Comparison between the proposed procedure and 

the least squares method for fitting a second-order model to 

2142 design 

Parameter Proposed procedure Least squares method 

b0 -27.228 -27.228 

b1 2.254 2.254 

b2 1.054 1.054 

b3 1.051 1.051 

b22 0.087 0.087 

b33 -0.005 -0.005 

b12 0.063 0.063 

b13 0.041 0.041 

b23 0.066 0.066 

 

 

To write this equation in actual variables, the 

relationship between the actual and coded form is used. 
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The results of the least squares method and the proposed 

procedure are given in Table 4 and show that the least 

squares method and the proposed procedure have the 

same results. Furthermore, the proposed procedure 

calculated the coefficients individually, which cannot be 

performed with the least squares method.  

 

 

6. CONOCLUSION 
 

Based on the above results and discussion, the proposed 

procedure for fitting a second-order model to mixed 

two-level and four-level designs provides fixed 

formulae regardless of the number of factors, avoids the 

arduous least squares method, makes it possible to 

calculate each coefficient individually, and eliminates 

the need for costly and complicated statistical software.  
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چكيده
 

ضرایب  برآورد به منظور تولید پیچیده برای حل معادلات بسته های آماری با استفاده از معمولا سطح پاسخمدلهای  برازش

و چهار  دو سطح فاکتوریل مخلوط طرح با سطح پاسخ برازش مدل یک روش جدید برای مقالهدر این  شود. انجام می مدل

 تعامل و ضرایب خطی، درجه دوم شود که برای محاسبه می پیشنهاد آسان تر فرمولهای جدید و سطح پیشنهاد می شود.

 نتایج حاصل از مایش است. آز موجود در تعداد عوامل صرف نظر از و چهار سطح دو سطح فاکتوریل مخلوط طرح برای

 برای مطالعهرا  تواند محققان می این مقاله می باشد. روش حداقل مربعات نتایج حاصل از در توافق با روش پیشنهادی

 فاکتوریل ترغیب کند. تمام طرحهای برای یک فرمول ثابت امکان استفاده از
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