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A B S T R A C T  
 

 

Topology construction and topology maintenance are significant sub-problems of topology control. 

Spanning tree based algorithms for topology control are basically transmission range based type 

construction algorithms. The construction of an effective backbone, however, is indirectly related to 
the placement of nodes. Also, the dependence of network reliability on the communication path 

undertaken by the message, subject to the place of event, remains unattended. To address this problem, 

we employ communication backbones (Prim’s algorithm and breadth first search (BFS)) and compute 
reliability based on the availability of paths for consistent message delivery from the place of event to 

the sink location in event driven wireless sensor networks. Our article analyses the communication 

reliability of a wireless sensor network in context to a topology governed by random and deterministic 

deployment methods. To comprehend the effect of topology on the communication reliability of a 

wireless network; “the within communication radii” constraint is satisfied. ANOVA is performed to 

validate the effect of node placement schemes on the reliability subject to varying radio ranges. It is 
observed that a ‘quasi’ random placement of nodes increases the communication reliability of the 

existing algorithms employed for analysis.  

doi: 10.5829/idosi.ije.2015.28.10a.05 
 

 
1. INTRODUCTION1 
 

Wireless nodes measure some physical quantities in 

their vicinity and transmit the information (in single or 

multiple hops) to the base station [1]. Hence, if the base 

station receives the intended information, the 

communication is a ‘success’, else termed a ‘failure’. 

The viewpoint is that if there is a requirement for fault 

tolerance, then there is also a requirement for the 

network to maintain continuity of service in the 

presence of network failures. This continuity can be 

maintained if there are ample nodes within the 

communication area of the nodes in the route. In 

contrast to the routing algorithms employed for wireless 

networks that update the route in case of node failure, 

the sensor network is constrained by the limited 

communication range for inter node updation. Hence, 

route updation becomes possible only when there is an 
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active node available in the neighborhood of the 

‘failing’ node. Using multiple versions of independent 

routes for communication is a common strategy to 

tolerate network failures. This generates the problem of 

optimal node placement. The degree to which faulty 

nodes are manifested as independent failures determines 

the effectiveness of redundancy as a method of 

improving reliability. Current literatures express 

network reliability in terms of varied parameters. For 

example, reliability has been discussed as the ability to 

retransmit lost packets locally or end to end to ensure 

successful delivery [2, 3]. Reliability has been 

interpreted as the probability of successful message 

delivery considering mobility constraint for manets [4, 

5]. Monte-Carlo simulation to measure the reliability 

adopts calculating the probability that sources and 

terminals keep connected  under a certain load [6]. 

Similarly, reliability has been estimated in terms of 

accuracy of observation made through sensor nodes [7]. 

Researchers address reliability constraint with link 

capacity constraint and energy constraint with respect to 
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the optimal rate-reliability lifetime tradeoff [8]. Others 

discuss and evaluate the reliability of backbone-assisted 

routing and dissemination in WSNs on the basis of 

gateway to node ratio [9]. Reliability and availability 

improvement has been suggested though fault aware 

routing algorithms for different networks and by design 

of K-out-of-N systems [10, 11].  

From the existing literatures we can infer that the 

characteristics of large scale reliability are regularity 

and predictability in structure and communication and 

inherent data redundancy. The regularity in node 

availability is accentuated by adopting the proposed 

quasi based deployment pattern. The proposed 

deployment is based on quasi random number generator 

(QRNGs). QRNGs produce highly uniform samples of 

the unit hypercube. QRNGs minimize the discrepancy 

between the distribution of generated points and a 

distribution with equal proportions of points in each 

sub-cube of a uniform partition of the hypercube. We 

intend to analyze the improvement in the 

communication reliability with respect to the existing 

corresponding deterministic and random deployment 

methods [12, 13]. 

Our proposed strategy analyzes the effect of energy 

conservation for achievable communication reliability 

metrics. We try to observe the packet loss and packet 

delivery ratios in context to the deployment methods 

that govern the effective node placement.  For this, we 

essentially consider an event driven sensor network for 

our analysis, as the real time constraints for accurate 

data delivery and effective response time are critical in 

such scenarios. We also emphasize that reliable 

communication infrastructure becomes mandatory for 

such type of systems [14, 15]. 

The article has been organized in Section 2 that 

discusses the system model outlining the adopted 

topology and the assumptions made. The reliability 

definitions and the formulae used are discussed in 

Section 2 followed by rigorous simulations and their 

results in Section 3. Section 4 presents the conclusions.  

 

 

2. SYSTEM MODEL 
 
An ad-hoc network is usually infrastructure-less where 

the ‘source’ node of a ‘course’ should traverse several 

intermediate nodes to reach a ‘destination’ node.  This 

classification is subject to the criteria whether the 

coordinator node changes (due to the route changes, due 

to topology change or as per the protocol involved) or 

whether the backbone architecture is fixed for a single 

coordinator and does not include loops in the 

communication route. In either condition, the 

communication path used follows a hierarchical 

organization for one single message delivery or ‘n’ 

deliveries consistently to the sink.  

This motivates our choice of using an event driven, 

tree based communication structure to evaluate 

reliability.  

Reliability is ensured with at least one existing route 

from the leaf to the root node. The network fails 

whenever at least m routes fails, where ‘m’ is a subset of 

distinct forwarding links from sensors (sensing an 

event) to the base station. The effect on reliability is 

observed under the following set of constraints: 

Different sink positions - this variation leads to 

generation of distinct backbones subject to the 

placement of sink initiating the backbone formation. 

Different sensing range - this variation creates 

different connection links between nodes essential for 

defining the parent child association. 

Different tree traversals (namely BFS and MST 

(Prim’s) - in order to analyze the variable routes 

available to the sink. 

 
 

2. 1. Network Organization                   
Casez 1: The initial backbone construction 

generates an MST based tree considering the depth of a 

tree hierarchy and the number of nodes connected by 

the hierarchy. The tree backbone is static and does not 

employ redundant nodes and redeployment is not 

possible.  
Case 2: An initial backbone is constructed on the 

basis of a BFS. BFS is further used to compute the route 

on the incidence of an event. Hence with this strategy 

we try to bring about the dynamics in the 

communication backbone and improve the reliability of 

the existing communication structure. 

The Figures 1(a), 1(b) and 1(c) depict the minimum 

spanning tree backbones constructed. As we can see, the 

number of connections in a deterministic deployment is 

strictly uniform which cannot be practically achieved in 

natural environments monitored. On the other hand 

random deployments are highly irregular with 

unconnected nodes while in case of quasi random 

deployment the uniformity is maintained yet it is 

randomly arranged.  

We analyze these arrangements in Figures 1 (a), 1(b) 

and 1(c) for computing reliability of routes and 

successful message deliveries. The simulations are 

performed in qualnet simulator using zigbee 

applications for wireless sensor networks [16]. 

 
 

2. 2. Assumptions                 
1. Reliability of the node is same for leaf and parent 

node and is proportional to the number of transmissions 

and receptions. 
2. Spares are available for sensor leaf nodes and parent 

nodes. 

3. More than one node can detect an event. 

4. Alternate parents are active only when the current 

parent fully depletes of its energy and is considered 
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dead, so they do not participate in sensing or 

forwarding. 

These failures can be directly associated with the nodes 

they affect.  

 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 1. (a) Deterministic deployment (b) Random 

deployment (c) Quasi random deployment 

The paths used for forwarding the sensed data depends 

on the sensors detecting the event, their hop distance 

and the selectivity of nodes for transmitting on the basis 

of availability of the communication links.  

 

2. 3. Reliability Computations                     Let an 

event be detected by ‘n’ nodes at different levels of a 

tree (of ‘k’ levels). The communication reliability of an 

event is dependent on the reliability of the node in terms 

of activeness of the node that is proportional to the 

residual energy of the nodes, the reliability of the link 

that is determined by the commutative probability of the 

activeness of the leaf parent consecutive pair along with 

the link stability as given in Equation (3). For 

simplicity, we assume that the route failure due to link 

disruption because of environmental conditions is a 

constant ‘d’ and hence the link and route reliability 

converge. 
Reliability of the node (NR) = probability of 

activeness of the node = remaining energy of the node/ 

initial energy of the node. Since the activeness of a node 

‘i’ does not depend on the activeness of node ‘j’ the 

probability is computed as independent events. 

Communication probability of events (CR) = 

Probability of sending of data from the sensed sensor to 

the base station. 

CR = P (AK)*P (AK-1 / AK) * P (AK-2/AK-1)* . . . 

*P (A1/A2)          
(1) 

If P(AK) is the probability that the node is active the 

probability that the message reaches the base station 

successfully can be reframed in terms of the reliability 

of the nodes (inclusive of both child and parents) and 

the reliability of the link. The first term of equation (2) 

is the probability that both the parent and child have 

failed which renders the link useless. The second term is 

the probability that message delivery is successful due 

to either the parent or other nodes detecting the event 

redundantly and simultaneously. 

If fc is the failure of the child node, fp is the failure 

of the parent and fl is the failure of the connecting link, 

for a single event detection scenario, the probability that 

the message reaches the sink is given by  

P(AK/AK-1)= 
1

1

11 1

( )
n in

c p l c p l

ii j

f f f f f f




 

 
   

 
   (2) 

where, P(Ak) is the probability of the activeness of the 

node at level ‘k’ and P(Ak-1/Ak) is the conditional 

probability of activeness of node at level (k-1) subject to 

the condition that node at the K
th

 level is active. ‘n’ is 

the total number of nodes that detect an event and are 

candidates of distinct routes from the source of event to 

the sink. Also the link reliability (fl) between the parent 

child nodes at the level ‘k’ and ‘k-1’ are computed in 

Equation (3) [17]. 
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Here, ‘r’ is the link length between two nodes and ‘tr‘ is 

the transmitting range. The other parameters are 

standard deviation of shadowing and path loss exponent. 

At layer ‘k’, if AK is a parent of more than one nodes 

(say ‘m’) ‘k+1’th layer nodes then  

)(...)()(()( )1()1()1( 21 mkkkk APAPAPPAP    (4) 

 

 

3. RESULTS 

 

The results are analyzed for different communication 

ranges for different sink positions for 5000 events 

sampled over 500 events. The deployment that we 

consider is deterministic, random and our proposed 

approach quasi random. The quasi random sequence 

used for the simulation is the Halton sequence. The 

graphs given below illustrate the communication 

reliability and the node reliability averaged, for a set of 

five different sink positions encountering 5000 events. 

Each event generated is random and its detection by ‘n’ 

nodes follows a poisons distribution formula. Each 

event triggers at least one of the sensors that initiate the 

message communication. The event coordinates remain 

constant for the entire length of the simulation 

irrespective of the variable ranges and the sink 

positions. The algorithm follows the steps: 

Step 1: Establish topology using either the BFS 

based or prim’s MST for the different deployment types 

as already mentioned in Section 2.   

Step 2: The reliability is cumulatively computed 

using equation 1, 2 and 3 for ‘x’ random events until the 

first node in a route fails.  

Step 3: If the child node to the failing node has a 

forwarding path it chooses the alternate route till there 

are no more forwarding parents in its neighbors set and 

the message cannot reach the sink, hence is termed as 

‘failure’. 

 

3. 1. Analyzing Effect of Node placement on 
Reliability                The transmission range of nodes 

determine the length of one hop, hence transmission 

range also alters the number of hops. With increase in 

the hop count the total number of transmissions and 

receptions en route to the destination increases. This 

further increases the energy consumption and hence the 

degree of activeness of the nodes. The variance analysis 

(ANOVA) is done for the same scenario for different 

communication ranges. The idea behind performing a 

variance analysis is to see the effect of varying 

deployments and radio range on the reliability of the 

network. We try to infer whether a ‘quasi’ based 

deployment strategy can produce significant changes in 

the overall reliability of the communication path as well 

as the individual node reliability. We test our strategy 

for the given hypothesis  
H0= the range and deployment pattern of the nodes 

have no effect on the communication reliability, the 

individual node activeness and the total number of 

transmissions and receptions.  

H1= there is significant impact of the range and 

deployment strategy on the individual node activeness 

and the total number of transmissions and receptions.  

The effect of range on the deployment type for 

estimating the number of transmissions and receptions 

is given by Table 1. It is observed that at 95% 

confidence the sample distributions are significantly 

different for both factors; Range and Deployment type. 

The F-ratio indicates clearly that there is significant 

dependence of the range and node placement strategy on 

the overall reliability of the network thus invalidating 

the null hypothesis H0. Hence, we can state the alternate 

hypothesis to true that states that there is significant 

effect of the range and placement strategy owing to the 

deployment pattern employed. 

On analysis of the level of interaction between the 

two factors namely the radio range and the placement of 

nodes, we see that the number of transmissions and 

receptions are significantly different for all the 

deployments as obvious. Also, the quasi deterministic 

and the random deterministic transmissions and 

receptions are significantly different. Moreover, the 

number of transmissions and receptions of quasi and 

random are almost similar and are not affected by the 

transmission range as shown in Table 2.
  

The column ‘Sig’ takes two values either 1 or 0. The 

value ‘1’ indicates that the samples are distinctively 

different. We invalidate the null hypothesis that claims 

that the range and deployment have no effect on the 

reliability of the communication path and the individual 

node reliability. Further, the ‘sig’ column in Table 3 

takes a value 0 in case of quasi random deployments for 

the two ranges. This proves that quasi is more similar to 

the random placement and is not affected significantly 

by the change in the radio range of the individual nodes. 

 
3. 2. Node Reliability            The above considered 

communication reliability is biased by the place of 

occurrence of the event. Therefore we next consider the 

individual node reliabilities averaged for 5000 events 

dependent on the number of messages transmitted and 

received. This analysis is purely to depict that since 

node reliabilities are dependent on their underlying 

residual energy, these reliabilities can be used to infer 
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the possibilities of uniformity in energy depletion. The 

Figures 2 (a), 2 (b), 3 (a) and 3 (b) depict the average 

node reliability of 50 nodes at the end of 5000 events 

for different sink positions employing an MST 

backbones using Prim’s and BFS algorithms.
 

 

 

TABLE 1. ANOVA Results: Dependence of deployment and range over reliability 

stateraraP DF Sum of Squares Mean Square F Value P Value 

Range 1 2.13277E6 2.13277E6 76.72875 6.10963E-9 

Deployment type 2 993041.83099 496520.91549 17.86287 1.77254E-5 

Interaction 2 11396.45962 5698.22981 0.205 0.81606 

Model 5 3.13721E6 627442.12807 22.5729 2.35259E-8 

Error 24 667110.26936 27796.26122 -- -- 

Corrected Total 29 3.80432E6 -- -- -- 

 

 
TABLE 2. Analyzing reliability over different communication radii

etnar Mean Diff SEM q Value Prob Alpha Sig LCL UCL 

R=30: R=20 533.26321 60.87831 12.3878 7.33127E-8 0.05 1 407.6159 658.91051 

 

 
TABLE 3. Analyzing reliability over different deployment schemes 

drhtemernamerapeD Mean Diff SEM q Value Prob Alpha Sig LCL UCL 

Quasi  Deterministic -422.17424 74.5603 8.00753 2.27061E-5 0.05 1 -608.37286 -235.97561 

Random  Deterministic -334.71139 74.5603 6.34859 4.32348E-4 0.05 1 -520.91002 -148.51277 

Random  Quasi 87.46284 74.5603 1.65894 0.4802 0.05 0 -98.73578 273.66147 

 

 
 

Here, we see that the node energy depletion in quasi 

deployment is more uniform and very less as compared 

to both deterministic and random based communication 

structures. There is a slight decrease in the node 

reliabilities when we increase the communication radii 

in case of quasi based structure. This decrement is due 

to the fact that many nodes are able to connect to each 

other and results in increased communication between 

nodes. 

 

 

 

(a) 

 
(b)

 
Figure 2. Average node reliability for range: 20m, different 

sink positions (a) MST (Prim’s based) (b) MST (BFS based)
 

 

 

3. 3. Communication Reliability                 Figures 4 

(a) and 4 (b) depict the communication reliability 

aggregated for 5000 events when the sink positions 

change, keeping the place of events constant. From 

these figures we can see that the performance of the 

quasi based communication backbone is better, on an 

average, than the deterministic and random 

deployments, and their corresponding tree structures 

under similar simulation conditions. 
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(a) 

 
(b)

 

Figure 3. Average node Reliability for range: 30m for 

different sink positions (a) MST (Prim’s based) (b) MST (BFS 

based)

 

 

Figure 4 (a) shows the performance on the quasi 

based communication backbone based on a minimum 

spanning tree. The total Communication reliability for a 

quasi based arrangement is 85 to 100 %, whereas at the 

end of 4999 events both random and deterministic 

deployment based MST’s have a sharp decrease and fall 

below 50%. This is so because the deterministic pattern 

forces a strongly organized structure and the edges are 

nearly equal. Hence depletion is faster due to longer 

transmission distances.  

On the other hand the random deployment structure 

many nodes do not form a part of the backbone as they 

do not fall in the vicinity of the communication radius 

of the neighboring nodes. Hence the availability of 

routes is limited. Also due to the highly random 

placement of the nodes, the depletion of the nodes is 

non-uniform. Since the parent nodes in this case 

experience more load, they tend to deplete energy faster. 

As specified in the above equations the aggregate 

communication reliability is dependent on the individual 

node activeness, which is directly related to their 

residual energy, the communication reliability decreases 

manifold.  

This reliability improves as shown in 4(b), in case of 

random and quasi random deployments using a BFS 

based mechanism due to the availability of redundant 

routes. 

Figures 5 (a) and 5(b) depict the communication 

reliability of the established backbones averaged over 

the entire 5000 events for different sink positions. Here, 

the reliability of the quasi based topology structure lies 

between the statistics collected for random and 

deterministic topologies. This is so because at the end of 

5000 iterations the reliability is more dependent on the 

place of occurrence of the 5000th event than the 

cumulative energy depletion. This reliability is seen to 

drastically improve and stabilize in Figure 5 (b) where 

the communication backbone is based on BFS. 

Since we observe that in case of the backbone 

constructed for a random deployment, there are a 

number of nodes that fail to connect to the network. 

This disallows us to monitor the actual performance of 

the network under similar conditions. Thereby, we 

increased the communication range of the nodes for all 

the three types of deployments from 20 to 30m. At a 

range of 30 m more number of nodes get connected to 

the communication backbone for random based 

structures. The following graphs depict the performance 

analysis for range 30. 

 

 

 

 
(a) 

 
(b) 

Figure 4. Communication Reliability for range: 20m, fixed 

sink position, different number of events (a) MST (Prim’s 

based) (b) MST (BFS based) 
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(a) 

 
(b) 

Figure 5. Communication Reliability for different sink 

positions, range: 20m (a) MST (Prim’s) (b) MST (BFS based) 

 

 

On observing the graphs 6 (a) and 6 (b), we see that 

the average communication reliability becomes better 

for random structures but still lags far behind the 

performance of a quasi based backbone structure. The 

BFS based backbone achieves nearly 99% reliability for 

all the sink positions and needs no further improvement. 

Figures 7 (a) and 7 (b) show the corresponding 

communication reliabilities averaged at the 5000th 

event. 

 

 

 
(a)

 
(b)

Figure 6. Communication Reliability for different sink 

positions, range: 30m (a) MST (Prim’s) (b) MST (BFS 

based)

 

 

We see that there is not much change in the values 

when considering an MST based communication 

mechanism. The performance of quasi random 

deployment based backbone depicted is however, 

remarkably better with respect to random deployments. 

 

 

 

 
(a) 

 
(b) 

Figure 7. Average Communication Reliability, different sink 

positions, consecutive 5000 events, range: 20m (a) MST 

(Prim’s) (b) MST (BFS based)   
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4. CONCLUDING REMARKS 
 
The results depict that the number of events that were 

successfully transmitted to the sink is 4941 for random 

deployments. This is comparatively less than 5000 

successful event deliveries in case of the corresponding 

quasi and deterministic deployment based topologies. 

For larger simulation times, the disparity eventually 

would increase. We can now infer that the structure of 

the backbone does affect the reliability of the network 

as a whole. If the sinks are placed at the positions 

generated by a quasi-random sequence the performance 
in terms of network reliability increases. We see that the 

quasi based deployment approach achieves more than 

95% reliability in all the analyzed cases irrespective of 

the changing backbone structures. Since the quasi based 

deployment generates the same set of points in a defined 

dimension, the increase in node density does not affect 

the original points in a dimension. Unlike random 

deployments that exhibit erratic patterns in 

deployments, quasi always generates the same points 

which are uniform. Hence the reliability remains 

unaltered. The node reliability and communication 

reliabilities of the messages under different network 

conditions due to the varying the sink positions or 

varying sensing ranges confirm the robustness of the 

backbone structure. Hence, a quasi-based deployment 

strategy can be adopted in applications that essentially 

require random placement and a fixed structure. 

Analyzing the impact of quasi random deployment 

topology for other advanced networks can be exploited 

in future.  
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هچكيد
 

های چرخشی مبتنی بر هستند. الگوریتم  ساخت و تعمیر و نگهداری توپولوژی زیر مشکلات قابل توجه کنترل توپولوژی

ستون ی انتقال هستند. البته، ساخت درخت برای کنترل توپولوژی اصولاً بر اساس الگوریتم های ساخت و ساز گستره

ها مرتبط است. همچنین، به وابستگی قابلیت اطمینان شبکه به مسیر مرکزی موثر به طور غیر مستقیم به استقرار گره

شود. برای حل این مشکل، ما از ستون مرکزی ارتباطات )الگوریتم پریم و ی پیام با توجه به محل رویداد توجه نمیمخابره

تفاده کرده و قابلیت اطمینان را بر اساس در دسترس بودن مسیر برای تحویل ( اس(BFS)وسعت جستجو برای اولین بار 

کنیم. در این مقاله، ما قابلیت اطمینان های حسگر بی سیم محاسبه میپیام سازگار از محل رویداد به محل در شبکه

ستقرار تصادفی و قطعی های حسگر بی سیم در زمینه به یک توپولوژی اداره شده با روش های اارتباطات را از شبکه

های در داخل شعاع"کنیم. برای درک اثر توپولوژی بر روی قابلیت اطمینان ارتباطات از یک شبکه بی سیم؛ محاسبه می

ها بر قابلیت اطمینان برای متغیرها های استقرار گره_کنیم. است برای اعتبارسنجی اثر روشمحدودیت ارضاء می "ارتباطات

ها قابلیت کنیم. مشاهده شده است که استقرار شبه تصادفی گرهاستفاده می ANOVAی از تحلیل ی رادیویدر محدوده

 دهد.اطمینان الگوریتم های موجود برای کار تحلیل ارتباطات را افزایش می
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