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A B S T R A C T  
 

 

Control chart pattern (CCP) recognition techniques are widely used to identify the potential process 

problems in modern industries. Recently, artificial neural network (ANN) –based techniques are very 

popular to recognize CCPs. However, finding the suitable architecture of an ANN-based CCP 
recognizer and its training process are time consuming and tedious. In addition, because of the black 

box nature, the outputs of the ANN-based CCP recognizer are not interpretable. To facilitate the 

research gap, this paper presents a statistical decision making approach to recognize and classify the 

patterns of  control charts. In this method, by taking new observations from the process, the 
Maximum Likelihood Estimators of pattern parameters are first obtained and then in an iterative 

approach based on the Bayesian rule, the beliefs, that each pattern exists in the control chart, are 

updated. Finally, when one of the updated beliefs becomes greater than a predetermined threshold, a 
pattern recognition signal is issued. Simulation study is performed based on moving window 

recognition approach, and the accuracy and speed of method is evaluated and compared with the ones 

from some ANN-based methods. The results show that the proposed method has more accurate 
interpretable results without training requirement. 

doi: 10.5829/idosi.ije.2015.28.07a.10 

 

 
1. INTRODUCTION1 

 

Statistical Process Control (SPC) tools are widely used 

to achieve process stability and improve capability 

through the reduction of variability. One of the primary 

tools of SPC is control chart. Control charts are very 

popular for process control to determine whether the 

process is behaving in its intended mode or if there are 

some unnatural causes of variation. To use a control 

chart, samples of the output are collected during 

manufacturing process and sample statistics are plotted 

on the chart. Series of points plotted on a chart 

constitute a pattern. Patterns displayed on control charts 

can be classified as natural (Normal pattern (N)) and 

unnatural (abnormal patterns, i.e., Cyclic (CYC), 

Increasing Trend (IT), Decreasing Trend (DT), Upward 

Shift (US) and Downward Shift (DS)). In Figure 1, (a) 

                                                           

1*Corresponding Author’s Email: m_kabirinaeini@yahoo.com (M. 
Kabiri naeini)  

pertains to a normal process and (b) to (f) belong to a 

process that has changed at point 26. The basic 

significance of a natural pattern is that it indicates a 

process under control. On the contrary, an unnatural 

pattern indicates a process which is out of control. 

Abnormal patterns often contain valuable information 

relevant to process changes and problems [1]. In 

practice, shift patterns may result from the introduction 

of new workers, methods, raw materials, machines, a 

change in the inspection method or standards, or a 

change in either the skill, attentiveness, or motivation of 

the operators. Trend patterns are usually due to a 

gradual wearing out or deterioration of a tool or some 

other critical process component. Cyclic patterns may 

result from systematic environmental changes such as 

temperature, operator fatigue, regular rotation of 

operators or machines or fluctuation in voltage or 

pressure or some other variables in the production 

equipment. Once the sources of abnormal patterns are 

correctly identified, quality practitioners can remove 

RESEARCH 

NOTE 
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them and bring the abnormal process back to the normal 

condition. Hence, accurate recognition of control chart 

patterns is an important task in process control.  
 

 

 
(a) 

 
(b)  

 
(c)  

 
(d) 

 
(e)  

 
(f)  

Figure 1. Six types of control chart patterns: a) N; b) CYC; 

c) IT; d) DT; e) US and f) DS 

Since late 1980s, CCP recognition has become an 

active area of research and different approaches have 

been proposed [1]. Traditionally, control chart patterns 

have been analyzed and interpreted manually. Over the 

years numerous supplementary rules known as zone test 

or run rules have been developed to assist the quality 

practitioners [2-4]. Simultaneous application of all the 

available rules could result in excessive numbers of 

false alarms, moreover due to the natural random 

variation in the process, a run would still have a low 

probability of occurrence and since abnormal change of 

a process that is being looked for can be common to 

more than one pattern. Furthermore, working with run 

rules requires considerable experience and skill. 

Therefore, run rules are not very effective for CCP 

recognition [5]. 
To improve and facilitate the task of CCP 

recognition, various kinds of expert systems (ES) have 

been proposed. Swift [6] developed the first ES for CCP 

recognition. Cheng [7] applied a template-matching 

method to develop a process deviation reasoning 

system. Cheng and Hubele [8], developed a syntactic 

pattern recognition system to detect deviations of 

processes, and demonstrated its capability on six 

unnatural patterns of  control charts. Some researchers 

[9, 10] have applied the concept of fuzzy sets and 

membership functions to detect unnatural patterns. The 

advantage of a rule-based expert system is that it 

contains explicit rules that if required, can be modified 

and updated easily. However, there are also the 

problems of false or missing alarm by using the expert 

system to recognize CCPs [11, 12]. 

Some researchers like Al-Ghanim and Kamat [13] 

and Yang and Yang [14], used statistical methods based 

on correlation analysis to develop a CCP recognition 

system. The recent papers have mostly applied artificial 

neural networks (ANNs) to solve the CCP recognition 

problem [9, 15-39]. In ANN approach, the network is 

trained to recognize several types of patterns. An ANN 

does not require the provision of explicit rules or 

templates for pattern recognition. 

However due to its black-box property, the optimum 

topology and structure of ANN (such as number of 

layers and the corresponding number of neurons in 

every layer) and the parameters of the ANN algorithm 

(such as learning rate) cannot be systematically 

determined. In general, ANN architecture has to be 

found empirically, which can be time consuming and 

could not meet desirable recognition accuracy. ANN 

needs “good” and “large” training samples and hence 

significant computation time is inevitable. The 

information that ANN contains is implicit and virtually 

inaccessible to the user. This creates difficulties in 

understanding how a particular classification decision 

has been reached and also difficulty in determining the 

details of how a given pattern resembles a particular 

class. In addition, the speed of adjusting network 
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configuration for supervised ANN is quite slow and 

hence infeasible for on-line quality practitioners. 

In this study we describe a new method based on 

Decision on Beliefs (DOB) [40] for CCP recognition 

problem. In this approach, we look at the CCP 

recognition as a decision making problem to select one 

member of the alternatives set. The adopted approach of 

DOB, has also experienced solving some other 

statistical problems such as Response Surface 

methodology [40], Quality Control [41] and 

Distribution Fitting [42]. In all the cases, adopted DOB 

algorithms outperform all the best common ones in 

many aspects.  

Similar to most researchers [14, 15, 18, 22, 23, 35, 

36, 43, 44], six basic types of simple CCPs (Normal, 

Upward and Downward Shift, Increasing and 

Decreasing Trend and Cycle) are considered in this 

research. 

 

 

2. THE PROPOSED APPROACH 
 

The proposed method looks at the CCP recognition as a 

decision making problem to select one member of the 

alternatives set. To do this, we assume a quality 

characteristic is given to be monitored by means of X  

control chart. Although the control chart pattern 

(Patternx), is unknown, we know it belongs to a 

candidate set S={Pi;=1,2,3,4} where the values of i 

represent normal, trend, shift and cycle, respectively. 

We assume the distribution of the quality characteristic 

as well as its parameters are known. The objective is to 

identify the control chart pattern (Patternx) from the set 

of four candidate patterns.  

The presented method selects a member of S which 

its probability of presence is both greater than other 

members’ probability and a lower bound. Following 

Eshragh and Niaki [40], we name the probability 

measures as "belief". At each iteration, we need to 

calculate the beliefs of the members of S. To calculate 

and update the beliefs, after obtaining each new 

observation, we estimate the pattern parameters using 

the observations gathered from beginning up to now. 

 

 

 
TABLE 1. Equations of patterns 

Pattern Pattern equation 

Normal 
tt rx   

Trend (Increasing, Decreasing) ;ktrx tt    

In case of decreasing trend, k<0 

Shift (Upward, Downward) ;srx tt   

In case of downward shift, s<0 

Cycle );/2sin( TtArx tt   

Using estimated pattern parameters, we attempt to 

eliminate the effect of considered pattern assignable 

cause to reach normal distributed data. Then we can 

update the beliefs on patterns using the Bayes theorem 

to calculate the posterior beliefs from the prior ones. 

After updating the beliefs, by identifying the maximum 

belief, and according to the criterion of stopping 

condition that will be introduced later, we either select 

maximum belief’s regarding pattern for Patternx or 

decide to continue and try another observation. In 

following subsections we explain the presented method. 
 

 

2. 1. Estimation of Patterns Parameters      In the 

first step of the presented method, we need to estimate 

the patterns parameters. We want to obtain the 

Maximum Likelihood Estimator (MLE) of patterns 

parameters using several recently gathered process 

observations. For the sake of simplicity, we assume 

only one single observation is gathered at each iteration. 

First we introduce a required definition. 

Definition 1. Let the outcome of tth process observation 

be denoted by xt. Then, after t observations, we call 

1 2( , ,..., )t tO x x x as tth observations vector. 

The patterns equations are mentioned in Table 1. In 

patterns equations, xt represents the tth process 

observation. In case of normal pattern, we assume the 

in-control process follows a normal distribution with 

mean  and variance 
2  (the mean and the variance of 

the process can be either estimated from the in-control 

observations or set by the user). So in case of each 

pattern, by subtracting the pattern part from the 

observation data, the remainder value (rt) is a normal 

random variable with known parameters  and 
2 , as 

presented in Equations (1-4): 

t tr x  (1) 

t tr x kt   (2) 

t tr x s   (3)
 

sin(2 / )t tr x A t T   (4)
 

By knowing the distribution of rt and using tth 

observations vector, MLE of parameters k, s and A 

could be obtained using Equations (5-7). 

ˆ 2( ) /( 1)k x n    (5)
 

ŝ x    (6)
 

2

1 1

ˆ ˆ ˆsin(2 / ) / sin (2 / )
t t

ii i
A i T x i T 

 
   (7) 

To determine Â , first we need to calculate T̂  by 

solving Equation (8). 
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it
i

i t
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i

i T x

i i T x i T

i T



 









 
 
 

 
 
 
 






0  

(8) 

A numerical search procedure by testing the values of 

4,5,…,20 for T̂  is used to solve Equation (8). The value 

of T̂ that makes the absolute of right hand side of 

Equation (8) positive minimum is the solution of this 

equation. 

 

2. 2. Updating the Beliefs         At each iteration of 

data gathering process, beliefs are calculated and 

updated using a recursive equation based on Bayes’ 

Rule. Another required definition is as follows.  

Definition 2. Assume we have the tth observations 

vector Ot. The belief on Pi to be the desired pattern, on 

the basis of the information obtained from the 

observations up to this point, is defined as follows: 

( ) : Pr | }i t x i tB O Pattern P O   

After (t-1) observations, let assume the decision is to 

continue. After taking a new observation, xt, 

1 1 2( , ) ( , ,..., )t t t tO O x x x x   is the observations vector 

on the quality characteristic of the current and the 

previous t-1 iterations. To calculate posterior beliefs 

( ), 1,2,3,4i tB O i  , from the prior beliefs 
1( )i tB O 

, 

Bayes formula is applied, as follows: 

1

1

1 1

1 1 1

( ) ( , ) : Pr{ | }

Pr{ | , }

Pr{ , | }/ Pr{ | }

Pr{ | }Pr{ | , }/ Pr{ | }

i t i t t x i t

i t t

i t t t t

i t t i t t t

B O B x O Pattern P O

P x O

P x O x O

P O x P O x O





 

  

  







 

 

Thus the beliefs 
1( , )i t tB x O 

can be determined by the 

following recursive equation. 

 

 

1

1 4

1

1

Pr | }Pr | }
( , )

Pr | }Pr | }

t ii t
i t t

t jj t
j

P O x P
B x O

P O x P













 

1 2

4

1 2

1

( , )Pr{ | }

( , )Pr{ | }

i t t t i

j t t t j

j

B x O x P

B x O x P

 

 







 

(9)
 

In Equation (9), we need to calculate the probability 

 1Pr | , } Pr | }t i t t ix P O x P  . When pattern Pi exists in the 

process then it is concluded that variables rit are 

independent normal variables with parameters   and 

2 . Hence by assuming the presence of pattern Pi in 

the process, we have: 

2( ) / 2
Pr{ | } (1/ 2 ) itr

it ir P e 
  (10)

 

 

2. 3. Steps of Decision Making Process       In the 

proposed approach, at each iteration of the data 

gathering process, a recursive equation is used to update 

the values of Bi(xt,Ot-1). Then, when one of the updated 

beliefs becomes greater than a predetermined threshold, 

  a pattern recognition signal is issued. The suitable 

value of  could be determined based on type I and type 

II errors using simulation experiments. Hence, the 

detection and classification of control chart patterns at 

iteration t can be achieved by employing the following 

algorithm (see Figure 2): 

Step 1: Estimate the patterns parameters using 

Equations (5-8). 

Step 2: Determine the residuals, rit, using Equations (1-

4). 

Step 3: Calculate and update the beliefs using 
2

2

( ) / 2
, 1

4 ( ) / 2

, 11

(1/ 2 )

(1/ 2 )

it

jt

r
i t

it
r

j tj

B e
B

B e
















 

where B1,0= B2,0= B3,0= B4,0=0.25.  

Step 4: Find the greatest belief, Bg,t, where 

, ( ) { ( ); 1,2,3,4}g t g t i tB B O Max B O i   . 

Step 5: Check for stopping condition: if Bg,t is greater 

than  , then conclude that pattern Pg exists and finish 

the process. If g is 2 or 3, then look at the sign of the 

current regarded pattern parameters and decide whether 

the pattern is increasing (upward) or decreasing 

(downward). For example if g=2 and ˆ 0.085k   , 

conclude that decreasing trend exists in the process. If  

Bg,t is not greater than  , without having any selection 

at this iteration, take a new observation (xt+1) and return 

to Step 1. 

 

 

3. THE MOVING WINDOW APPROACH 
 

Generally two methods were reported in the literature 

for evaluating the CCP recognition systems: fixed 

observation window method [20, 34, 35] and moving 

observation window method [18, 21, 24, 28, 29, 45]. In 

moving window method, at each iteration, the 

observation window is incremented forward by one 

process measurement until the CCP recognizer can 

detect an unnatural pattern based on the observation 

window points (see Figure 2). 

In this approach, the process commences with an in-

control condition, so the initial observation window 

contains no unnatural pattern points and unnatural 

patterns begin to appear as the window moves along the 

time series, and the pattern features gradually strengthen 

as the recognition window moves forwards through the 

process data stream. 

Most of existing CCP recognizers are not considered 

for this approach. This is because it is difficult to predict 

when a change point from normal to abnormal will 

appear in control charts.  
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Although the evaluation results using this approach 

are inferior to those with the first approach, it is 

considered more practical because, in a real-time 

process-monitoring scheme, an unnatural CCP often 

occurs after a period during which the process is in 

control, and the starting point of the unnatural CCP is 

generally unknown [18, 45]. So the second approach 

which enables to handle the online CCP recognition 

schemes, is considered as being more practical than the 

first approach.  

Our adopted moving window approach consists of the 

following steps:  

1. Determine the stopping condition (the suitable value 

of threshold for recognition). 

2. At each sampling time i, collect the most recent m 

sample values, Xi (i=t-m+1,t-m+2,…,t-1,t) from the 

monitored process and feed them to the presented 

recognizer to calculate MLEs and residuals and beliefs. 

3. If the stopping condition is met for any of patterns, 

conclude that pattern has been detected in the current 

recognition window. Otherwise, increment t by 1, and 

go to Step 2. Repeat this procedure until an unnatural 

pattern is detected. 

 

 

4. EVALUATION OF THE PROPOSED METHOD 
 

In this section accuracy and speed of the presented 

method is evaluated. Like most of the researchers, the 

synthetic (artificial) samples generated using Monte-

Carlo simulation approach, was applied as the test data.  

The simulation experiments were performed based 

on moving window recognition approach and the 

window size of 25 was used. All the unnatural CCPs 

began at point 26 in the simulated process data stream. 

The first 25 data points were generated using a normal 

distribution. Using MATLAB
®
 2008, a set of 600,000 

(=100×1000×6) sample patterns (consisting of all the 

six types of patterns in equal number) were generated 

from 100,000 series of standard normal variates. The 

equations along with the corresponding parameters used 

for simulating the six basic CCPs, are given in Table 2. 

In these equations, t (= 1,2,…,100) represents discrete 

time point at which a data is sampled, and rt and yt 

represent random value of a standard normal variate and 

the sample value, respectively, at the th time point. 

Except for the normal pattern, each sample in the other 

five unnatural patterns starts from in-control condition 

and out-of-control conditions occuring after the change 

point. Moreover, to evaluate the adaptive capability of 

recognizer, the values of different parameters for the 

unnatural patterns are randomly varied in a uniform 

manner between the presented limits.  

Recognition accuracy (RA) of the presented method 

is introduced through confusion matrix in Table 3. 

Results for classification of normal patterns (100%) 

prove that the type I error probability for proposed 

recognizer is zero. It can be seen that there is a tendency 

for the shift patterns to be mostly confused with trend. 

The presented recognizer misclassifies about 25% of 

shift patterns as trend. Shift patterns are hardest to be 

classified (75.2%). Recognition accuracy of method is 

governed by the pattern parameters (slope for the trend 

pattern, magnitude for the shift pattern and the 

amplitude and the period for the cycle). For example, 

there is a much higher probability for the proposed 

method to recognize cycle patterns with small amplitude 

and shift patterns with small magnitude as normal. 

Another measure used to evaluate and compare CCP 

recognizers is the average run length (ARL). The ARL 

is defined as the expected number of samples taken until 

an out-of-control signal is given [1]. 

 

 

 
Figure 2. Steps of the decision making process 

 

 

 

 

 

 
 

 

Figure 3. The concept of moving window approach 

Receiving a new 

observation (xt) 

Updating the probability of each pattern (Beliefs): 

 Estimating pattern parameters 

 Calculating residuals (rit) 

 Updating beliefs (Bit) 

Decision making: 

 Finding Bgt   

 Checking the stopping condition (if the 

stopping condition is met then it is 

concluded that pattern g exists else a new 

observation is required.) 
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TABLE 2. Equations and parameters for CCP simulation 

CCP Pattern parameters Parameter values Pattern equations 

N 
Mean (  ) 

Standard deviation (  ) 

0 

1 
t t

y r    

IT 

Slope (k) 
Trend start position (P) 

0.12  to 0.26  

26 
( )

( ) 1 if ,  else ( ) 0

t t
y r u t k

u t t p t P u t

   

    

 

DT 

Slope (k) 

Trend start position (P) 
0.12  to 0.26  

26 
( )

( ) 1 if ,  else ( ) 0

t t
y r u t k

u t t p t P u t

   

    

 

US 

Shift magnitude (s) 

Shift position (P) 
1  to 1.5  

26 
1 if ,  else 0

t t
y r s

t P

  

 

  

  

   

DS 

Shift magnitude (s) 

Shift position (P) 
1  to 1.5  

26 
1 if ,  else 0

t t
y r s

t P

  

 

  

  

 

CYC 

Amplitude (A) 

Period (T) 

Cycle start position (P) 

1.5  to 2.5  

8 

26 

sin(2 ( ) / )

( ) 1, 1 if ,  else 0

t t
y r A u t T

u t t p t P

   

 

  

     

 

 

 

The monitoring method should generate signals as 

quickly as possible (i.e. shorter ARLs) if the production 

process is out of control and as late as possible if the 

production process is in control. ARLs of the presented 

method compared with some other methods are 

introduced in Table 4. 

We now compare the relative performances of the 

proposed method and some existing ANN-based 

methods. Table 4 and 5 contain the performance of the 

presented method comparing with some ANN-based 

methods. It can be seen that except for shift pattern, the 

presented method has the most accurate results (see 

Table 4). For instance, the proposed method 

outperforms the ANN-based CCP recognizer by Cheng 

& Cheng [19]. The RAs of Cheng & Cheng [19] are 

98.50 percent, 84.80 percent, 76.50 percent and 87.00 

percent for normal, trend, shift and cycle patterns, 

respectively (extracted from Table 4 of the work of 

Cheng & Cheng [19]). From Table 5 we conclude that 

although the speed of the presented method is 

satisfactory, it detects unnatural patterns slower than 

recent ANN-based methods. Therefore we can conclude 

that the presented method provides better discriminant 

capability than ANN-base methods at the expense of 

recognition speed. 

The study on how to improve the accuracy of 

method on recognizing shift patterns from trend patterns 

and how to improve its speed could be done in future 

research. 
 

 

TABLE 3. Confusion matrix 

 
Normal (%) Trend (%) Shift (%) Cycle (%) 

Normal 100.0 0.0 0.0 0.0 

Trend 0.0 100.0 0.0 0.0 

Shift 0.0 24.8 75.2 0.0 

Cycle 0.0 0.0 0.0 100.0 

TABLE 4. Recognition accuracy (RA) of the presented 

method and some ANN-based methods 

 

Normal 

(%) 

Trend 

(%) 

Shift 

(%) 

Cycle 

(%) 

RA from Cheng 
[18] 

- 78.95 82.30 90.00 

RA from Guh &  

Tannock [24] 
- 61.00 61.60 87.91 

RA from Guh 

[45]  
- 87.50 89.50 94.00 

RA from Guh 
[21] 

- 79.00 91.50 94.00 

RA from Cheng 
&  

Cheng [19] 

98.50 84.80 76.50 87.00 

RA of the  

Presented method 
100.00 100.00 75.20 100.00 

 
 

TABLE 5. ARLs of the presented method and some ANN-

based methods 

 
Trend Shift Cycle 

RA from Cheng [18] 19.65 27.30 - 

RA from Guh & Tannock [24] 9.45 9.39 9.40 

RA from Guh [45]  9.8 7.2 10.32 

RA from Guh [21] 7.39 6.50 8.52 

RA from Cheng & Cheng [19] - - - 

RA of the Presented method 15.42 28.76 20.43 

 

 

 

5. CONCLUSION AND RECOMMENDATIONS FOR 
FUTURE RESEARCH 
 
In this paper, we presented a new approach for 

recognizing and classifying patterns of X  control 

charts. This method selects one pattern among a set of 

four candidates as the occurred control chart pattern. 



M. Kabiri naeini et al. / IJE TRANSACTIONS A: Basics  Vol. 28, No. 7, (July 2015)  1040-1048             -                            1046 

 

The basis of this approach is to select the pattern with 

the greatest probability of presence. However, this 

probability, called belief, is required to validate a 

stopping condition. In case where none of the beliefs 

validate the condition, another observation is got to 

update the beliefs. 

In this paper, first, the advantages and disadvantages 

of different CCP recognition techniques were studied. 

Then, the steps of method were explained in detail. 

Next, the adopted approach of moving window was 

clarified. Finally some simulation studies based on 

moving window recognition approach was performed to 

prove that the proposed method has high accuracy for 

solving the CCP recognition problem.  

The proposed CCP recognizer gives highly accurate 

results with satisfactory ARLs. Compared with ANN-

based methods, interpretable results reached by this 

method are not based on training samples and will be 

more reliable.  

There are several directions for future research: 

 Only six types of single control chart patterns were 

studied in this research. The other types of single 

patterns and concurrent patterns could be studied in 

future researches. 

 Future research could address the study on how to 

improve the accuracy of method on recognizing shift 

patterns from trend patterns and how to improve its 

speed. 

 Determining the optimum control threshold of the 

beliefs is an interesting subject for research. 

 It was assumed that the process follows normal 

distribution. In practice it is possible that the quality 

characteristic follow any other distribution. The 

other probability distributions are desired for further 

research.  

 The effect of pattern parameters magnitudes in the 

performance of method is another research area.  

 Some techniques (e.g. wavelet analysis) could be 

joined to this method to improve its discrimination 

capability. 

 Future research can combine this approach with 

other ones (like ANN) to present a hybrid system for 

CCP recognition. 

The ability to interpret a particular pattern in terms 

of assignable cause requires experience and knowledge 

of the process. The presented method may be 

supplemented with an automated decision algorithm 

(such as a rule-based expert system) to diagnose the 

assignable causes of an unnatural pattern.  
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 چكيده
 

 

-ای در صنایع پیشرفته برای شناسایی مسائل فرایند استفاده میهای تشخیص الگو در نمودار کنترل به صورت گستردهتکنیک

های مبتنی بر شبکه عصبی برای این کار رواج بسیاری یافته است. اما یافتن معماری مناسب برای یک شود. اخیرا تکنیک

جعبه "تشخیص دهنده مبتنی بر شبکه عصبی و نیز فرایند آموزش آن، امری زمانبر و کسل کننده است. به علاوه به دلیل ماهیت 

گیری جه به این مشکلات، در این مقاله یک رویکرد تصمیمهای آن قابل تفسیر نیستند. با توشبکه عصبی، خروجی "سیاه

شود. در این روش با دریافت مشاهدات جدید فرایند، بندی الگوهای نمودار ایکس بار ارائه میآماری برای تشخیص و طبقه

تنی بر قاعده بیز، شود و سپس در یک رویکرد تکرار شونده مببرآوردگرهای حداکثر درستنمایی از پارامترهای الگو محاسبه می

های بروزرسانی شده شود. در نهایت هرگاه یکی از حدسهای مربوطبه وجود هر الگو در نمودار کنترل بروزرسانی میحدس

سازی بر مبنای رویکرد پنجره متحرک شود. مطالعه شبیهاز حد آستانه مشخص بیشتر شد، یک سیگنال وجود الگو صادر می

دهد های مبتنی بر شبکه عصبی انجام گرفت. نتایج نشان میوش در مقایسه با تعدادی از روشبرای ارزیابی صحت و سرعت ر

دهد. این نتایج تفسیر پذیر هستند و به علاوه نیازی به آموزش در این روش تری ارائه میکه روش پیشنهادی نتایج صحیح

 باشد.نمی
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