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A B S T R A C T  

   

This paper examines and compares various manufacturing policies which a manufacturer may adopt so 
as to improve the performance of a supply chain under vendor managed inventory (VMI) partnership. 
The goal is to maximize the combined cumulative profit of supply chain while minimizing the relevant 
inventory management costs. The supply chain is a two-level system with a single manufacturer single 
retailer at each level, in which the manufacturer takes the responsibility of overall inventories of supply 
chain. A base system dynamics (SD) simulation model is first employed to describe the dynamic 
interactions between the variables and parameters of manufacturer and retailer under VMI. Then, the 
mentioned policies are constructed using the base SD model that lead us to differentiate the behavior of 
supply chain members for each policy within the same duration of time. In this paper, we use 
continuous K-nearest neighbor (CKNN) as one of the instance-based learning methodologies to predict 
the best manufacturing rates. This algorithm effectively increases the combined profit of supply chain 
in comparison with other two policies discussed in this study. Accordingly, a numerical example along 

with a number of sensitivity analyses are conducted to evaluate the performance of proposed policies. 
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1. INTRODUCTION1 
 
The challenge of coordination in supply chains has 
been instigated by many researchers and practitioners 
to exert much more attention to apply the appropriate 
strategies such as vendor-managed inventory (VMI). 
As a channel coordination strategy [1], VMI can be 
defined as an initiative where the vendor or supplier is 
authorized to manage his customers or retailers’ 
inventories. In this regard, the manufacturer will be 
able to obtain some demand and market-related 
information in turn [2-6]. In this paper, we are 
supposed to analyze the dynamics and effectiveness of 
this strategy and our proposed manufacturing policies 
using simulation and soft computing methodologies. 
The interactions between supply chain members are 
presented in a dynamic and casual relationship context. 
                                                        
1*Corresponding Author’s Email: akhbarimohsen@gmail.com (M. 
Akhbari)  

As a multi objective problem, the common goal of 
manufacturer and retailer is to increase their combined 
profit and decrease the inventory management related 
costs. The two dominant objectives of our paper are as 
follows: (1) we provide a system dynamics VMI model 
to demonstrate the causal behaviors of supply chain 
members and their variables under VMI partnership; 
(2) using learning theory and trade-off analysis, we 
will simulate and compare the effect of various 
manufacturing policies on the combined profit of 
manufacturer and retailer. The rest of this paper is 
organized as follows: Section 2 reviews some related 
works on VMI applications and a background on 
system dynamics (SD) focusing on its application in 
VMI supply chains. In addition, our motivation and 
contribution is also discussed in this section. In Section 
3, we describe the model, its notations and relevant 
assumptions. Besides, the system dynamics models are 
also developed in this section. Section 4 shows our 
numerical experiments on the performance of our 
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simulation model along with the results and 
discussions. Finally, Section 5 concludes the paper 
with some directions on future works and the research 
limitations. 
 
 
2. LITERATURE REVIEW 
 
2. 1. VMI Supply Chains       According to Zhao et al. 
[7], cooperative relations are increasingly becoming 
prevalent in today’s supply chains. Based on the 
current state of literature, VMI is one of the 
cooperation or coordination schemes in supply chains 
[8-11]. Based on our review on the relevant VMI 
literature during 1995-2013, VMI has been identified 
as an arrangement, a new configuration, and sometimes 
as an inventory management strategy leading to 
enhance the level of coordination and cooperation in 
supply chains. In fact, this is the value of VMI which 
persuades a variety of well-known companies in 
different industries to implement such strategy [12-18]. 
Wang et al. [18] indicated that the concept of VMI has 
received much research attention recently. Almehdawe 
and Mantin [19] referred to the recent developments in 
information technology which have facilitated the 
emergence of new cooperative supply chain contracts 
such as VMI.  

Yu and Huang [20] described VMI as an inventory 
cooperation scheme. In a VMI-type supply chain, 
vendor is asked for taking a broader responsibility on 
inventory management that leads to take care of 
buyer’s inventory too. By the way, VMI shouldn’t be 
considered as panacea for all supply chain models and 
their coordination challenges, but it is still a competent 
initiative toward fixing the coordination problems in 
this area. The application of VMI in supply chains is 
recent. As a fact, most papers addressing the adoption 
of this policy in supply chains are published during the 
recent 15 years (1998-2013).  

For example, Achabal et al. [21] described how a 
VMI decision support system is implemented for an 
apparel manufacture with over 30 of its retailers 
leading to improve the services levels considerably. 
Tyan and Wee [22] proposed a case study on 
application of VMI agreement in a two echelon supply 
chain model in a Taiwanese grocery industry. 
Furthermore, Kuk [23] investigated the effect of some 
key determinants on service improvement and cost 
reduction in a VMI supply chain in electronic industry. 
Setak and Daneshfar [24] studied a VMI partnership 
for a deteriorating product and proposed an EOQ 
model for a two-echelon supply chain. Yu et al. [6] 
developed a Stackelberg game in a VMI system 
including a manufacturer and multiple retailers. It 
should be noted that there is an extensive interest 
among researchers to utilize game theories in VMI-
type supply chain models [10, 11, 19, 25-27].  

2. 2. System Dynamics and Evidences in Supply 
Chains       According to Killingsworth [28], the 
dynamics of decision variables in supply chains are 
still unknown. Ashayeri and Lemmes [29] described 
SD modeling as an important tool over the past decade 
to analyze behavioral aspects of supply chains. To the 
best of our knowledge, the utilization of SD models in 
VMI-type supply chains is very limited. System 
dynamics is precisely one of the best simulation-based 
methodologies to study the dynamic state of a complex 
system. To get familiar with applications of SD models 
in supply chains, we can refer to the research by 
Georgiadis et al. [30]. Just for further reference, the 
previous studies by Kamath and Roy [31], Ovalle and 
Marquez [32], Ozbayrak et al. [33], Ashayeri and 
Lemmes [29], Georgiadis and Besiou [34], Vlachos et 
al. [35], Minegishi and Thiel [36], Kim and Park [37], 
Disney and Towill [3], Lin et al. [38] and 
Lertpattarapong [11] can be reviewed. Comparing with 
the current works mentioned above, some noteworthy 
aspects in our research include: (i) in our paper, the 
market demand is a function of market scale, demand 
elasticity and retail price which is entitled as Cobb-
Douglas demand function; (ii) this study uses the 
concept of learning in an innovative way through the 
adoption of one soft-computing algorithm; (iii) as the 
last contribution, three various manufacturing policies 
are proposed in this paper aiming to optimize both 
individual and combined profits of supply chain. We 
have preferred to use SD methodology because of the 
following two reasons: (i) a supply chain involves 
multiple chains of stocks and flows with delays [1]. As 
mentioned earlier, the key objective of this paper is to 
study and compare the performance of different 
manufacturing policies in a VMI supply chain. So, we 
choose SD to structurally analyze the behavior and 
dynamics of the discussed VMI supply chain while 
different manufacturing policies are adopted. (ii) The 
third proposed policy can only be organized once the 
history of past decisions/events per unit time is 
recorded. Obviously, this feature cannot be provided 
by mathematical models. Instead, SD and its relevant 
tool i.e. Vensim can consecutively process and capture 
the behavior of supply chain in each time unit and 
easily can feed necessary information for third policy 
and CKNN algorithm. 
 
2. 3. Continuous K-nearest Neighbour (CKNN)       
Adoption of soft-computing techniques has increased 
across a wide range of supply chain problems in recent 
years [39-41]. This growing trend has been more 
tangible since 2002. Based on Ko et al. [42], Genetic 
algorithm (GA), Fuzzy logic (FL), Neural network 
(NN), and Expert system (ES) are of the most frequent 
soft computing techniques that has been used in the 
area of supply chain management. From the mentioned 
methodologies, FL and GA are identified also as 
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significant classification methods [43]. K-nearest 
neighbor (KNN) as one of the major soft computing 
algorithms is based on learning by analogy. KNN is an 
instance-based learning method which is sometimes 
entitled with other names such as lazy learning and 
supervised machine learning. As one of the top 10 
algorithms in data mining, KNN is mostly often used 
for classification, although it is also being used for 
estimation and prediction in some practices [44]. As an 
instance of learning adoption in VMI-type supply chain 
we can address the study done by Zanoni et al. [45] 
who showed the effect of learning and forgetting 
functions in the vendor’s production process under a 
VMI with consignment agreement. In this paper, we 
aim to utilize the advantage of learning to optimize the 
production policy of manufacturer under a VMI 
partnership. From the available learning-based 
algorithm, we choose KNN, since it is conceptually 
simple and very powerful for solving the complex 
problems. Besides, it can be applicable to our model 
that includes lots of training data.  Then, we will apply 
the CKNN and its prediction potential as a learning-
based algorithm to optimize the first two policies. We 
guess this might be probably the first paper reflecting 
the adoption of a novel learning-based methodology in 
this area.  

 
 

3. PROBLEM FORMULATION 
 

3. 1. Problem Definiction and Notation       This 
paper addresses a single product two echelon supply 
chain including one manufacturer and one retailer in a 
VMI arrangement. The manufacturer supplies the 
finished products on a wholesale price to the retailer 
who sells the products to end customer on a retail 
price. We assume that the retailer faces stochastic 
demand which is also elastic to the retail price. The end 
customer’s demand is characterized by following a 
downward convex function which is recognized as 
Cobb-Douglas in relevant literature: 
 

 
where K is the market scale, e>1 the demand elasticity, 
and p the retailer price for retailer. In this model, the 
manufacturer replenishes the finished products to 
retailer in a common replenishment cycle (C). The 
manufacturer’s production capacity (U) is fixed and 
limited. The manufacturer incurs both manufacturing 
/production and transpirations costs respectively 
identified as  and φ  in our model. Since the VMI 
agreement is in place, the manufacturer is taking care 
of the overall inventory including both manufacturer’s 
inventories and retailer’s. Hence, the manufacturer 
encounters the entire inventory holding costs including 

 at retailer side as well as  and  at his/her own 

side. Hereof, it is assumed that the retailer pays to 
manufacturer for one unit product as its inventory cost. 
In practice, would be determined through the 
negotiations and agreements between the manufacturer 
and the retailer. In turn, manufacturer is beneficially 
authorized to have enough access to the actual sales 
data or demand information from the retailer’s market. 
Such access will provide many benefits to 
manufacturer in which he can facilitate the production 
policy and reinforce his new product development 
activities. Besides, he can optimize the decisions on 
replenishment cycles, wholesale price, and 
backlogging rate. It’s also assumed that the 
replenishment from manufacturer to retailer only takes 
place in identical time intervals (for example, every 
two months). In addition, the entire batch of finished 
products is delivered simultaneously. The remaining 
assumptions are as follows: (1) The holding cost at 
retailer’s side shall be higher than that of 
manufacturer’s; (2) The backorder cost per unit 
product shall be higher than holding cost per unit 
product; (3) Both parties are interested to have a long-
term partnership so as to control their ordering and 
inventory costs reasonably and efficiently. (4) 
Practically, the wholesale price (w) will be less than 
retail price within the entire time span of manufacturer-
retailer agreement. According to the agreed VMI 
contract and due to the need for market stabilization, 
the retailer is only authorized to keep selling the 
products with a margin of 20-100% higher than the 
wholesale price. The notations to be used in the model 
are described in Table 1.  

 
3. 2. A System Dynamics VMI Model       Using the 
variables and parameters defined above, we have 
constructed a basic simulation model in Vensim DSS 
environment. The graphical stock and flow model 
illustrated in Figure 1 replicates the dynamic behavior 
of already described VMI-type supply  chain. The total 
merged profit of both manufacturer and retailer shall be 
interpreted as VMI profit whereby we seek to 
maximize it in this model. Based on the replenishment 
policy as per defined earlier, we have employed the 
“pulse train” function of Vensim to regulate the 
replenishment flow from manufacturer to retailer. 
Hereby, the replenishment variable acts as a throttle to 
smooth the transmission of finished products to 
retailer’s basket in a common replenishment time. 
According to the variables described in Table 1, and 
the casual relationships between them, the benefit 
models of both manufacturer and retailer are 
formulated. In this regard, to obtain the benefit for each 
party, the relationships between cost and revenue 
variables should be established first. For instance, 
manufacturer’s cost is acquired by summation of total 
direct and indirect costs while its revenue is calculated 
from the sales revenue as well as the revenue from the 
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inventory costs paid by retailer. Similarly, inventory 
management cost at manufacturer’s side consists of 
inventory holding cost as well as setup costs once any 
setup cost is incurred. For more clarity, the setup cost 
will be considered merely if the retailer’s demand is 
less than the production capacity. In this case, 
manufacturer cannot produce the finished products 
continuously. Therefore, a production cost ( ) is being 
considered for each replenishment cycle. Beside the 
total indirect cost which is already discussed above, the 
manufacturer’s direct costs per unit time include 
transportation and production costs (See Figure 1 for 
more clarification).  Likewise, the retailer’s profit can 
be simply obtained upon deduction of the retailer’s 

costs from its revenues as it is shown in the SD model. 
Retailer’s revenue equals to the volume of products 
which are sold out to end customer on a retail price. On 
the other hand, retailer incurs purchasing cost on a 
wholesale price as well as the inventory cost that 
should be paid to manufacturer who is responsible for 
the overall inventory management of supply chain.  
Since in each time step of simulation model, we 
consider the total benefit of supply chain as the 
combined benefit of manufacturer and retailer, we 
preferably add two other state variables so as to be able 
to analyze the trend of cumulative benefit during a 
specific time horizon. 
 

 
 

TABLE 1. Description of model variables and parameters 
production capacity of manufacturer (unit/time)  

production/manufacturing cost of the product ($/unit) 

demand of retailer per unit time which is a function of   
 price elasticity of retailer’s demand rate (unit/time) 

 holding cost of the product at retailer’s side ($/unit/time) 
holding cost of the product at the manufacturer’s side ($/unit/time) 
total cumulative holding cost of the product at the manufacturer’s side ($/unit/time) 

a constant in the demand function  of retailer representing his market scale 
backorder/shortage cost of retailer for one unit ($/unit/time)  

production/manufacturing rate of the manufacturer, which is a known constant (unit/time) 
replenishment rate of product from manufacturer to retailer (unit/time) 
fixed replenishment cost of the product for retailer ($/setup) 
production setup cost of the product for the manufacturer ($/setup) 
total cumulative production setup cost of the product for the manufacturer ($/setup) 

direct transportation cost for shipping one unit product from the manufacturer to retailer ($/unit) 
inventory cost of retailer for one unit product ($/unit/time) 

total direct cost for finished product at manufacture's side ($/time) 
total indirect cost for finished product at manufacture's side ($/time) 

total cost for finished product at manufacture's side including direct and indirect ($/time) 
total cumulative cost for finished product at manufacture's side ($/time)  
total cumulative cost for finished product at retailer’s side ($/time) 

total cumulative inventory management cost at manufacturer’s side ($/time) 
total cumulative inventory management cost at retailer’s side ($/time) 
total inventory cost for finished product at manufacture's side ($/time) 
total inventory cost for finished product at retailer’s side ($/time) 

total backorder/shortage cost at retailer’s side ($/time) 
retailer’s profit ($/time) 

total cumulative retailer’s profit ($/time) 
manufacturer’s profit ($/time) 
total cumulative manufacturer’s profit ($/time) 
total profit ($/time) 
total cumulative VMI profit ($/time) 

retail price of the product set by the retailer ($/unit) 
fraction of backlogging time in a cycle of retailer (backlogging percentage) 
common replenishment cycle of the product, which is a decision variable of the manufacturer (time) 

binary variable indicating whether retailer is selected;  = 1 if retailer i is selected, and  = 0 otherwise 
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Figure 1. VMI basic SD model in VENSIM (Policy 1 or P1) 

 
 
3. 3. Manufacturer Production Policies      More 
commonly, manufacturers take the policy to produce 
the finished products with a fixed rate which is a 
function of end customer’s demand. Taking such 
policy into account, as far as the customer’s demand is 
bigger than manufacturer’s capacity, manufacturer is 
able to produce the finished products continuously with 
the same quantity of its capacity. Otherwise, due to the 
demand fluctuation, when the production capacity is 
redundant, he should adopt the required cost to setup 
the production line in a way to respond to market 
demand exactly with the same quantity requested. In 
contrast to this traditional policy (we call it P1) which 
is formerly addressed by Yu et al. [6], Almehdawe and 
Mantin [19], and Yu and Huang [20], we contribute to 
the current literature by the proposition of two other 
manufacturing policies hereinafter called P2 and P3. 
They are described as follows: Policy 2 (P2): Through 
this policy, we assume that the manufacturer can also 
contemplate the available inventory either in his 
storage or retailer’s stock to provide a better response 
to customer’s demand. In this case, manufacturer can 
use both capacities of production and on-hand 
inventories in stock to have a quick response for the 
market needs. In this policy, the effect of on-hand 
inventory either in manufacture's side or retailer’s side 
is reflected. In fact, we assume one additional variable 
called “available inventory” into the basic model of P1 
as shown in Figure 2. As a result, the quantity of actual 
on-hand inventory also plays now a significant role in 
determination of manufacturing rate as well as the 
production capacity and market demand. In this case, 
manufacturing rate is being considered as a constant 
variable which should be determined as a function of 

demand and inventory variables of both manufacturer 
and retailer.This policy and relevant mathematical “IF-
THEN” rules are already formulated for manufacturer. 
Establishment of such policy in a VMI partnership will 
decrease the replenishment of finished products to 
retailer while affecting the total profit of supply chain. 
Figure 2 illustrates the SD model of VMI supply chain 
for policy 2. To simplify the understanding of this 
figure, only the modified part of Figure 1 as the base 
model is presented (red color). 
 
 
 

 
Figure 2. VMI SD model in VENSIM (Policy 2 or P2) 

 
 

 
Figure 3. VMI basic SD model in VENSIM (Policy 3 or P3) 
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3. 4. Policy 3 (P3)      Under this policy as shown in 
Figure 3, we have employed the advantages of learning 
theory using CKNN prediction algorithm. As earlier 
described, CKNN is one of the intuitive and practical 
algorithms being used for the classification and 
prediction in data mining and soft computing [44].  

We assume these decision events and 
corresponding manufacturing rates taken by 
manufacturer under the policies of P1 and P2 as the 
required synthetic dataset to execute policy P3. 
Therefore, using the CKNN and learning theory on the 
mentioned training dataset of past decisions, we can 
determine the optimum manufacturing rate in each 
time step from the nearest neighbor query results. As 
illustrated in Figure 3, the SD model for P3 has a minor 
change comparing with the basic one in a way that the 
manufacturing rate in this model is merely a function 
of a KNN variable i.e. none of the previous effective 
variables such as production capacity of manufacturer 
has no effect anymore.  In this regard, we need to 
calculate the manufacturing rate in each time step of 
simulation by CKNN and reciprocally feed it as an 
input for SD model. Through CKNN, we firstly need to 
calculate the Euclidean distances for the dependent 
variables in each time step. This process will continue 
between CKNN and Vensim till simulation time 
finishes.  Indeed, there should be a link or interface 
between CKNN module and Vensim. Therefore, we 
have developed a tool called OPTIMIZER by means of 
Delphi programming language and DLL functions of 
Vensim. The GUI of this application is illustrated in 
Appendix 1. Although we have faced with lots of 
programming constrains during the beginning of its 
development, it was followed by encouraging results at 
the end. It should be emphasized that in every run of 
SD model by Vensim to invoke a new manufacturing 
rate, the proposed CKNN algorithm should be 
reciprocally executed. This leads to find out the 
optimum manufacturing rate in each time step with the 
ultimate goal of increasing the total actual profit of 
supply chain.  To find out the continuous k-nearest 
neighbors over the synthetic dataset of policies P1 and 
P2, we need to determine the CKNN variations. They 
include: (1) the number of neighbors to be revealed i.e. 
K or cardinality; (2) the similarity or distance metric to 
be used such as Euclidean, Manhattan, or Minkowski. 
In this paper, we use Euclidean which is the most 
common one in the literature. In this paper, the 
dependent variables to calculate the Euclidean distance 
include: "manufacturing rate", "manufacturer's 
inventory", and "retailer's inventory" which also play a 
significant role in determination of manufacturing rates 
in P2 ; (3) the combination strategy so as to determine 
the optimum manufacturing rate in each iteration. 
Herewith, we consider three types of combination 
functions including minimum distance, average, and 
weighted average.  

TABLE 2. Primary values for the numerical example 
adopted from Almehdawe and Odah [19]. 

Parameter Value 

  

  

 6 

  

  

  

  

  

  

  

  

  

 
 

There are two other features that we have applied in 
our CKNN algorithm: 1. Normalization: to prevent the 
overwhelming of some variables that have large values 
in our calculations. Here, we use “min-max 
normalization”. The other available methods for 
normalization include z-score and decimal sampling;  
2. Majority voting: in this regard, to find out the 
optimum manufacturing rate, we consider the most 
frequent classes among those of K nearby neighbors. 

 
 

4. NUMERICAL EXAMPLE 
 

For the numerical example, the primary input 
parameters are adopted from the optimal results of the 
work done by Almehdawe and Odah [19] as per listed 
in Table 2. The unit time is one month, the monetary 
unit is US dollar, and simulation time step in Vensim is 
0.0625 of a month while the time horizon for 
simulation is 10 months.  
 
4. 1. Performance and Sensitivity Analysis on 
Execution of P1 and P2       According to the 
workflow mentioned in previous section, we initially 
execute the SD models of VMI with the policies of P1 
and P2 by use of Vensim application. The results along 
with the sensitivity analysis for some selected 
parameters are presented in Table 3 (in two sections of 
3-1 and 3-2 because of the limited space).  

Based on the presented results above, it can be 
concluded that the obtained benefit by P2 is 
meaningfully more than P1 benefit while its inventory 
cost is less. This trend is expected since in P2 policy, 
the manufacturer is exempted from the continuous 
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production in some cases i.e. a part of demand is 
compensated by the on-hand inventories available in 
both manufacturer and retailer stocks. Taking P2 into 
account, the related manufacturing costs are being 
decreased. The sensitivity analysis information shows 
by increasing the replenishment cycle from 3 months to 
6 the total cumulative profit ( ) for both P1 and P2 
decreases. Differently, the shipment of products in 
fewer cycles (from 3 to 1 month) increases the total 
cumulative profit. In addition, by limiting the 
production capacity ( ) of manufacturer from 200 to 
100, the total cumulative profit for P1 is increased 
while we face no change for P2. With the decrease of 
market scale from to, the profit is decreased 24% and 
20%, respectively for P1 and P2. This means changing 
the market scale needs to increase the production 
capacity as well. It is clear that less replenishment 
cycle in the VMI partnership in our case leads to have 
less shortage and backlogging.  
 
4. 2. Execution of Policy P3 and Comparison 
with P1 and P2       Now, we run P3 to evaluate and 
compare it with P1 and P2. Therefore, we start running 
of OPTIMIZER application to prepare the required 
synthetic dataset. As was discussed earlier, this 
necessitates execution of the first two policies. In this 

step, we build various scenarios on P3 so as to analyze 
the model from different perspectives. The scenarios 
are being built using multiple attributes including: the 
value of K as cardinality for nearest neighbors; the 
combination method (CM) which should be chosen 
from three available functions of minimum distance, 
average, and weighted average; and the option to 
include majority voting rule in relevant calculations or 
not. Therefore, we assume 9 different scenarios in our 
example which are described in Table 4. 

The comparison results of S1 to S9 are summarized 
in Table 5. As the results show, the total VMI profit in 
P3 and its all 9 scenarios is much bigger than two 
previously discussed policies of P1 and P2. Among 
these 9 scenarios, S8 provides the biggest VMI profit. 
Our calculations show that the total profit increased 
about 29% and 19% respectively compared to P1 and 
P2. Although, total holding cost at manufacture's side 
( ) of P3 in scenarios S1 to S7 are less than the same 
parameter of P1, but P2 provides better results in such 
cases. This parameter is optimized in S8 and S9 
scenarios of P3 where we can see the lowest value of 

 in S8 which is equal to 7386. The total 
backorder/shortage cost at retailer’s side ( ) in P3 
has 60% decrease comparing with P1 and P2.  

 
TABLE 3.1. Sensitivity analysis for the execution of P1 and P2 (Cases 1-3). 

Case 1 Base 2  3     

Prmt. P1 P2 P1 P2 P1 P2 

 19.37 19.37 56.25 56.25 0 0 

 522049 406827 1120000 1160000 296854 220338 

 685310 800531 84721.3 43384 910505 987020 

 1210000 1210000 1210000 1210000 1210000 1210000 

 665184 665184 665184 665184 665184 665184 

 1350000 1470000 750000 709000 1580000 1650000 

  
 

TABLE 3.2. Sensitivity analysis for the execution of P1 and P2 (Cases 4-6). 
Case 4  5  6      

Prmt. P1 P2 P1 P2 P1 P2 

 19.37 19.37 0 0 19.37 19.37 

 407672 407118 224556 74307.5 522049 406827 

 799687 800241 580350 730598 709368 824590 

 1210000 1210000 805000 805000 1230000 1230000 

 665184 665184 443456 443456 641125 641125 

 1460000 1470000 1020000 1170000 1350000 1470000 
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TABLE 4. Specification of 9 different scenarios for P3. 
Attribute Cardinality (K) Comb. method Majority voting 

S1 3 Min. Dis. No 
S2 3 Min. Dis. Yes 
S3 3 Avg. No 
S4 3 Avg. Yes 
S5 3 W. Avg. No 
S6 3 W. Avg. Yes 
S7 6 Min. Dis. Yes 
S8 10 Min. Dis. No 
S9 10 W. Avg. No 

 
 

TABLE 5. Results of different P3 scenarios besides the result of P1 and P2 policies. 
Parameter S1 S2 S3 S4 S5 S6 S7 S8 S9 P1 P2 

 

168479 267311 168482 265005 168481 264245 382917 140476 140478 522049 406827 

 1068340 969513 1068340 971819 1068340 972579 853907 1096350 1096350 685310 800531 

 

1236820 1236820 1236820 1236820 1236820 1236820 1236820 1236820 1236820 1207360 1207360 

 

645887 645887 645887 645887 645887 645887 645887 645887 645887 665184 665184 

 

9231 29549 9232 27484 9232 27484 62748 7386 7387 88617 8947 

 

32931 49199 32932 47434 32932 47434 77448 31536 31537 96567 14347 

 

1771916 1771916 1771916 1771916 1771916 1771916 1771916 1771916 1771916 3939580 3939580 

 

23700 19650 23700 19950 23700 19950 14700 24150 24150 7950 5400 

 

1490143 1490143 1490143 1490143 1490143 1490143 1490143 1490143 1490143 3741187 3741187 

 

1714230 1615400 1714230 1617710 1714230 1618470 1499790 1742240 1742230 1350490 1465710 
PT* 18:26 15:33 18:34 17:35 18:50 16:34 17:26 19:34 19:60 - - 
*Processing time 
 
 
The comparison of S1 to S6 shows that with the same 
value for K=3 and without majority voting condition in 
S1, S3, and S5, there is no difference amongst the three 
combination methods since it is 1714230 for all of 
them. By the way, when the condition of majority 
voting is applied, the weighted average combination 
method provides bigger profit (1618470).   

 
 

5. CONCLUSION, FUTURE WORKS AND 
LIMITATIONS 
 
In this paper, the dynamic behavior of a VMI supply 
chain and its key variables with three different 
manufacturing policies is studied. We developed a 
novel algorithm using simulation-based system 
dynamics and CKNN as a soft computing 
methodology. We used CKNN in our model so as to 
utilize the influence of learning and prediction in 
determination of manufacturing rate. A numerical 
study has been conducted to demonstrate how the 
proposed algorithms and policies are working. Besides, 
some sensitivity analysis are conducted. The proposed 
study can be extended in many directions: for example, 
the limiting assumptions of deterministic variables and 
parameters assumed in this paper could be generalized 

to allow using of stochastic or fuzzy ones instead. 
Moreover, the number of retailers can be more i.e. the 
problem can be a single manufacturer multiple retailer 
or even more complex when we assume multiple 
manufacturer in place. Even, this limitation can be 
handled by means of subscript control function in 
Vensim DSS that allows modeling of multiple 
manufacturer and retailers distinctly.  Other obvious 
extension to this work is to apply the other existing 
learning (and maybe forgetting) algorithms such as 
neural networks, regression, genetic algorithm, and etc. 
Consideration of a typical contract type such as 
consignment, buy-back, two-part tariff, or revenue 
sharing along with VMI can also be of additional line 
for future research.  
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  چکیده
  

  

این مقاله به بررسی و مقایسه سیاستهاي مختلف تولید که یک تولید کننده می تواند در جهت بهبود عملکرد یک شراکت 
هدف ماکزیمم نمودن سود ترکیبی و تجمعی زنجیره تأمین است . مدیریت موجودي توسط فروشنده اتخاذ کند می پردازد

زنحیره تأمین مورد مطالعه یک زنجیره دو . می شود هزینه هاي مربوط به مدیریت موجودي نیز کمینه شود درحالیکه سعی
سطحی شامل یک تولید کننده و یک خرده فروش در هر سطح است، بطوریکه تولید کننده مسئولیت مدیریت سراسري 

ویایی سیستم در جهت توصیف تعاملات پویاي در وهله نخست، یک مدل شبیه سازي و پایه اي پ. موجودي را برعهده دارد
. بین متغیرها و پارامترهاي بین تولید کننده و خرده فروش تحت استراتژيِ مدیریت موجود توسط فروشنده ارائه شده است

فتارهاي سپس با استفاده از مدل پایه اي پویایی سیستم، سیاستهاي اشاره شده تولید ایجاد گردیده که این اجازه را می دهد تا ر
 kدر این مقاله، با استفاده از الگوریتم . متفاوت اعضاي زنجیره طی هر سیاست را طی یک بازه زمانی مشخص بررسی نماییم

این . محور به پیش بینی بهترین نرخ تولید بپردازیم - بعنوان یکی از متدلوژیِهاي یادگیري) CKNN(امین همسایگی پیوسته 
در همین . یاستهاي مطرح شده در مقاله بطرز موثري منجر به افزایش میزان سود زنجیره می شودالگوریتم در مقایسه به دیگر س

 .  راستا، یک مثال عددي همراه با تحلیل هاي حساسیت ارائه گردیده تا عملکرد سیاستهاي ذکر شده را مقایسه نماییم

 
doi: 10.5829/idosi.ije.2014.27.11b.05 

 
 
 


