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A B S T R A C T  

 
 

One of the main steps in regional rainfall analysis is to determine the most appropriate of several 
potentially possible probability distributions of rainfall data. For this purpose, the chi-square, the 
Kolmogrov-Smirnov and the Probability Plot Correlation Coefficient (PPCC) methods as goodness of 
fit tests are usually used. Recently, L-moment ratio diagrams have been recommended to verify the 
goodness of fit of various probability distributions to regional hydrological data such as rainfall. 
Therefore, the PPCC and L-moment procedure were applied to examine the most appropriate 
probability distributions of regional rainfall data investigation with 95% acceptance regions in north 
west of Iran. For this purpose, 50 years of monthly and annual rainfall data records at 12 synoptic 
stations were applied based on different evaluating criteria. The results of both PPCC procedure and L-
moment diagram indicate that Pearson type three probability distribution is the best probability 
distribution for fitting rainfall data in north west of Iran, while the L-moment approach is able to test 
fitness of many samples using a single diagram. 
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1. INTRODUCTION1 
 
A key step in planning water resource systems is to 
determine the probability distribution in the statistical 
analysis of hydrological time series in various time 
scales (e.g. annually or monthly) as single site and 
multiple sites [1-4]. Probability distribution functions 
that generally are used for recorded monthly and annual 
data (rainfall and streamflow), include Normal, two 
parameter Log-Normal, three parameter Log-Normal, 
Pearson type III and Log-Pearson type III [5]. Studies 
show that there is no specific method for selecting 
appropriate probability distributions for hydrological 
data. Thus, choosing the best statistical distribution is 
the most important factor in frequency analysis. 
Therefore, different distributions must be used and then, 
the most appropriate distribution of data should be 
selected [6]. Generally, selecting the appropriate 
                                                        
1*Corresponding Author’s Email: babak.amirataee@gmail.com (B. 
Amirataee) 

probability distribution is based on goodness of fit tests. 
The procedures of goodness of fit investigate the 
consistence of observational data with probability 
distribution. These methods include chi-square, 
Kolmogrov-Smirnov, Standard Error Estimation, 
Probability Plot Correlation Coefficient (PPCC), and 
Modified Anderson-Darling Test (AD) [7, 8]. One of 
the major drawbacks of Chi-Square method is that it 
requires abundant data [9]. Among the various methods, 
PPCC is believed to be the most simple and powerful 
method for selecting the best single site probability 
distribution of data [5]. PPCC test uses two different 
probability distributions for comparison: a) graphical 
method (graphical data fitting with probability 
distribution) and, b) numerical criteria (serial correlation 
between observed data and frequency coefficient of 
probability distribution). This method is not limited to 
the number of samples and thus it is independent of 
probability distribution function [10]. Although 
analytical methods, such as L-moments and Maximum 
Likelihood Estimations, used to fit the probability 
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distribution of observed data are more efficient methods 
than graphical probability plots, many researchers use 
the probability plot in engineering judgment as required 
[10]. To evaluate the performance of PPCC test on other 
tests, lots of studies (Filliben[11], Looney and Gulledge, 
[12], Fill and Stedinger, [13]) have been done for 
normal and Gumbel distributions. 

Since the rainfall is a regional phenomenon and all 
stations in a region are linked together, assessment of 
regional frequency analyses must be necessarily 
undertaken. Thereupon, another way to determine the 
best probability distribution for a proposed region is 
using L-moments ratio diagrams (Hosking [14], 
Hosking and Wallis [15], Stedinger, et al.[5]). Several 
investigators (e.g. Schaefer [16], Pearson [17], Vogel et 
al.[18], Chow and Watt [19], Önöz and Bayazit [20], 
Vogel and Wilson [21]) have used L-moments methods 
for selection of probability distribution of their study 
areas. One sensible advantage of L-moments methods 
over other methods is that they can present the data 
fitting with different distributions on the diagram as a 
regional indicator. Önöz and Bayazit [20] and Ben-Zvi 
and Azmon [22] concluded that the L-moment diagram 
did not help to identify the best probability distribution. 
Liouet al.[23] also believed that the number of samples 
was effective in estimating the parameter uncertainty. 
To solve the problem, acceptance regions were 
presented at 95% significance level to better detect the 
most probable distribution based on goodness of fit test 
for normal and Gumbel distributions using stochastic 
simulation methods. Furthermore, Wu et al.[24] 
proposed acceptance region of L-moments based on 
goodness of fit test for Pearson III distribution. 

In this study, monthly and annual rainfall data of 
north west of Iran for a period of 50 years are assessed 
via both PPCC and L-moments methods as single and 
regional stations based on different evaluating criteria. 

 
 

2. DATA AND METHODS 
 

2. 1. Study Area      As shown in Figure 1, time series 
of monthly and annual rainfall data of twelve synoptic 
stations located in the north west of Iran are used in this 
study. These rainfall data series have a 50-year period. 
Furthermore, general characteristics of these stations 
and the main parameters of these data are depicted in 
Table 1. Regarding the study area, the average annual 
rainfall varies from 1755 mm in the station of Bandar-
anzali to 235 mm in Tehran station. It must be stated 
that these station cover semi-arid to wet climate. 
However, the majority of these stations do not have 
striking range of annual rainfall. Furthermore, an 
average annual rainfall of 280 mm (Tabriz station) to 
503 mm (Khorramabad station) are placed in semi-arid 
climate [25]. In order to use rainfall data for analysis, 

these researchers firstly evaluated homogeneity, 
randomness, and stationary of these data via using 
appropriate statistical tests [26]. The Double Mass 
Curve method was used to test the homogeneity of data; 
the results showed homogeneity with a linear 
correlation coefficient of 0.99 [27]. Nonparametric 
Spearman's rank correlation method was used to 
evaluate the stationary of data. Finally, randomness was 
assessed via using run test [26, 28]. The results of tests 
indicated that randomness and stationary of data placed 
between the critical points for all the stations. 
 
2. 2. Probability Plot Correlation Coefficient 
(PPCC)       This method has been developed by 
Filliben[11] as a simple and powerful method to choose 
the best probability distribution function. Using PPCC 
and regarding the probability distribution function of the 
observed data, the value of observed data sorted in 
descending state (xi) against the corresponding 
frequency coefficient (ki) is plotted in a diagram, the 
correlation coefficient between the observed data and 
frequency coefficient is also calculated and the 
probability distribution function which has the highest 
correlation will be selected as the most appropriate 
probability distribution. Chow Equation (1) is used to 
estimate the value of a hydrological variable 
corresponding to a specific return period deviation of 
observed data, in which and sx are the mean and 
standard deviation, respectively. ki and xi are frequency 
coefficient and theoretical value of hydrological 
variables corresponding to frequency coefficient (ki), 
whose value is related to the return period and the 
probability distribution function [29]. 

 (1) 

  
  
 

 
Figure 1. Locations of rainfall stations used in this study 
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TABLE 1. Characteristics of stations. 

No. Station Elevation (m) 
Geographic coordinates Statistical properties of annual rainfall series (1960-2010) 
Latitude Longitude Mean (mm) Coefficient of Variation Skewness Serial correlation Lag-1 

1 Arak 1708 34° 06′ 49° 46′ 332.26 0.30 0.32 -0.10 
2 Urmia 1316 37° 32′ 45° 05′ 332.16 0.30 0.86 0.25 
3 Bandar-anzali -26 37° 28′ 49° 28′ 1755.46 0.19 0.76 -0.15 
4 Tabriz 1361 38° 05′ 46° 17′ 283.22 0.30 0.95 0.36 
5 Tehran 1191 35° 41′ 51° 19′ 235.43 0.30 0.12 -0.15 
6 Khoramabad 1148 33° 26′ 48° 17′ 503.11 0.24 0.07 0.05 
7 Khoy 1103 38° 33′ 44° 58′ 291.97 0.28 0.42 0.24 
8 Zanjan 1663 36° 41′ 48° 29′ 304.77 0.26 0.00 -0.04 
9 Sagez 1523 36° 15′ 46° 16′ 487.59 0.27 0.55 0.16 
10 Sanandaj 1373 35° 20′ 47° 00′ 454.24 0.27 0.34 -0.01 
11 Gazvin 1279 36° 15′ 50° 03′ 316.95 0.27 0.33 -0.27 
12 Kermanshah 1319 34° 21′ 47° 09′ 449.92 0.27 0.59 0.11 

 
 
2. 2. 1. Frequency Coefficient of Normal 
Distribution       Joiner and Rosenblatt [30] provided a 
simple approximate equation for determining the 
standard normal distribution frequency coefficients, kn, 
as a function of accumulated probability (p), that the 
estimated equation is as follows [31]: 

 (2) 

This level is acceptable for . 
Abramowitz and Stegun [32] offered the following 
equations which are widely used:  

 (3) 

 
(4) 

In the case of is placed instead of p in 
Equation (4) and kn obtained from Equation (3) is 
multiplied by a negative sign. Reported error for 
Equation (3) is less than 0.00045.To calculate the 
accumulated probability (p), several empirical 
relationships have been proposed that Blom formula 
(Equation (5)) is known as the most appropriate 
equation for Normal distribution, Log-Normal, and Log-
Pearson (III) [10, 33]. 

 (5) 

Regarding the above equation, n is the total of observed 
data and irepresents the number of rows. 
 
2. 2. 2. Frequency Coef icient of Pearson Type III 
Distribution      Loucks, et al. [27] proposed Wilson-
Hilferty conversion for this purpose, which can convert 
the Normal frequency coefficient (kn) into Pearson type 
III frequency coefficient (kp), as follows: 

 (6) 

In which, kg represents frequency coefficient of Pearson 
type III distribution, δ stands for Skewness and kn shows 
the frequency coefficient of Normal distribution. 
Wilson-Hilferty equation accuracy reduces in higher 
data coefficient of skewness and serial correlation 
coefficient. Wilson–Hilferty equation can be written 
according to standard normal frequency coefficient by 
kg as follows: 

 (7) 

 
2. 2. 3. Frequency Coef icient of Gumbel 
Distribution    Vogel and Kroll [10] used the PPCC 
test for Gumbel distribution. Chow [19] provided the 
following equations for Gumbel frequency coefficient: 

 (8) 

 (9) 

 
2. 3. L-moments      L-moments are linear 
combinations of order statistics that are not sensitive to 
outliers and are unbiased for small samples of observed 
data. Therefore, their application to determine the best 
distribution function and parameter estimation seems 
appropriate [15]. The L-moment of each probability 
distribution is defined as follows: 

 (10) 

 (11) 
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 (13) 

 (14) 

Furthermore, L-moment ratios are defined as follows: 
 (15) 

 (16) 

 (17) 

L-moments ratio diagrams indicate L-moment 
coefficient of variations (L-CV) against the L-moment 
coefficient of skewness (L-Skew) for two-parameter 
distributions and the L-moment coefficient of kurtosis 
(L-Kurtosis) against the L-moment coefficient of 
skewness (L-Skew) for three-parameter distributions. 
Theoretical values of two-parameter distributions [21] 
and three-parameter distributions [14] are obtained by 
the following polynomials whose coefficients are also 
presented in Table 2 and Table 3. 

 (18) 

 (19) 

 
2. 4. Evaluation Criteria      Regarding the present 
study, probability plots as well as two methods of the 
correlation coefficient and standard error are applied 
between observed and theoretical probability 
distributions values. Standard error equation is as 
follows: 

1
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In which, xi stands for observed data, xj shows the 
theoretical value of probability distribution and n is the 
number of data. 

 
 

3. RESULTS AND DISCUSSION 
 
In this study, the best regional distribution of annual and 
monthly rainfall data from twelve synoptic stations 
located in the north west of Iran are examined using a 
PPCC test and L-moments method. Probability 
distribution functions intended for observed monthly 
and annual rainfall data include the Normal distributions 
(N), two-parameter Log-Normal(LN2), three-parameter 
Log-Normal (LN3), Pearson type III (P3) and Log-
Pearson type III (LP3) [5]. 

TABLE 2. Coefficients of polynomial approximations of two-
parameter distributions. 

Coeff. Lognormal 2 (LN2) Gamma (GAM) 

A0 0 0 

A1 1.16008 1.74139 

A2 -0.05325 0 

A3 0 -2.59736 

A4 -0.10501 2.09911 

A5 0 0 

A6 -0.00103 -0.35948 

A7 0 0 

 
 
TABLE 3. Coefficients of polynomial approximations of 
three-parameter distributions. 

Coeff. Lognormal  (LN3) Pearson III Normal Gumbel 

A0 0.12282 0.12240 - - 

A1 0 0 - - 

A2 0.77518 0.30115 - - 

A3 0 0 - - 

A4 0.12279 0.95812 - - 

A5 0 0 - - 

A6 -0.13638 -0.57488 - - 

A7 0 0 - - 

A8 0.11368 0.19383 - - 

L-Skewness - - 0 0.16990 

L-Kurtosis - - 0.12266 0.15004 

 
 
TABLE 4. Correlation coefficients obtained from the PPCC 
test for annual rainfall data (maximum PPCC are underlined). 

Station 
Annual 

N P(3) LN(2) LN(3) LP(3) 

Arak 0.9900 0.9929 0.9859 0.9927 0.9922 

Urmia 0.9684 0.9894 0.9917 0.9918 0.9923 

Bandaranzali 0.9798 0.9956 0.9940 0.9952 0.9951 

Tabriz 0.9721 0.9969 0.9955 0.9969 0.9968 

Tehran 0.9928 0.9933 0.9842 0.9938 0.9940 

Khoramabad 0.9959 0.9960 0.9850 0.9850 0.9959 

Khoy 0.9889 0.9935 0.9927 0.9929 0.9949 

Zanjan 0.9939 0.9939 0.9746 0.9748 0.9906 

Sagez 0.9792 0.9872 0.9892 0.9874 0.9895 

Sanandaj 0.9833 0.9865 0.9713 0.9851 0.9800 

Gazvin 0.9923 0.9953 0.9916 0.9941 0.9958 

Kermanshah 0.9873 0.9972 0.9961 0.9967 0.9967 
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TABLE 5. Correlation coefficients obtained from the PPCC 
test for monthly rainfall data (Urmia station) (maximum PPCC 
are underlined. 

Monthly 
Month N P(3) LN(2) LN(3) LP(3) 

Oct. 0.8570 0.9584 0.9695 0.9864 0.9841 
Nov. 0.9421 0.9954 0.9288 0.9944 0.9843 
Dec. 0.9034 0.9970 0.9915 0.9961 0.9951 
Jan. 0.9719 0.9895 0.8793 0.9893 0.9810 
Feb. 0.9827 0.9936 0.9721 0.9936 0.9907 
Mar. 0.9614 0.9958 0.9756 0.9950 0.9951 
Apr. 0.9848 0.9913 0.9776 0.9906 0.9940 
May. 0.9425 0.9839 0.9600 0.9917 0.9908 
Jun. 0.9301 0.9815 0.9449 0.9762 0.9773 
Jul. 0.7291 0.9714 0.9536 0.9500 0.9573 
Aug. 0.7165 0.9724 0.8622 0.8622 0.8866 
Sep. 0.7881 0.9695 0.9364 0.9363 0.9394 

 
 

TABLE 6. Standard errors obtained from the PPCC test for 
annual rainfall data (minimum standard errors are underlined). 

Station 
Annual 

N P(3) LN(2) LN(3) LP(3) 
Arak 13.87 11.80 15.74 12.07 11.69 
Urmia 24.71 14.48 14.72 14.69 14.72 
Bandaranzali 66.24 33.63 38.22 35.91 33.31 
Tabriz 19.84 7.07 7.63 6.98 6.56 
Tehran 8.52 8.23 13.69 8.38 8.40 
Khoramabad 11.15 11.01 19.43 19.43 11.26 
Khoy 12.13 9.36 11.33 11.07 9.51 
Zanjan 8.73 8.73 14.67 8.75 9.46 
Sagez 26.58 20.97 21.84 21.47 21.30 
Sanandaj 22.22 20.07 21.73 19.91 22.74 
Gazvin 10.73 8.47 11.59 8.50 8.32 
Kermanshah 19.48 9.48 9.86 9.55 9.08 

 
 

TABLE 7. Standard errors obtained from the PPCC test for 
monthly rainfall data (Urmia station) (minimum standard 
errors are underlined. 

Monthly 
Month N P(3) LN(2) LN(3) LP(3) 

Oct. 18.00 9.71 12.36 11.94 11.70 
Nov. 10.75 3.78 6.09 4.33 7.73 
Dec. 10.27 3.22 3.34 3.25 3.23 
Jan. 4.35 2.79 3.82 2.76 6.99 
Feb. 3.00 1.85 3.15 1.96 1.65 
Mar. 8.97 3.13 4.83 3.05 3.48 
Apr. 5.35 4.08 7.59 4.13 4.73 
May. 12.57 6.71 10.08 8.59 5.00 
Jun. 4.77 2.47 3.93 3.21 6.69 
Jul. 8.03 2.80 4.23 4.23 18.18 
Aug. 4.04 1.40 2.09 2.09 19.59 
Sep. 4.87 1.89 2.77 2.76 17.45 

PPCC test correlation coefficients and standard error 
values for annual of all and monthly rainfall data of e.g., 
Urmia station are shown in Tables 4 to 7. Box plot 
diagrams of the correlation coefficients and standard 
errors for 25%, minimum, maximum and 50% levels in 
different months and in all stations are also shown in 
Figures 2 to 5, respectively. According to the mentioned 
figures and the results of the correlation coefficients and 
standard errors (Tables 4 to 7) for the annual and 
monthly rainfall data with five distribution of Normal, 
two-parameter Log-Normal, three-parameter Log-
Normal, Pearson type III and Log Pearson type III, it 
has been concluded that the majority of high correlation 
coefficients and also most of the less standard errors for 
monthly and annual data can be seen in the Pearson III 
distribution. Therefore and based on PPCC method, the 
most probable distribution of monthly and annual data 
for mentioned stations is chosen as Pearson type III 
distribution. Probability plot of the observed annual data 
for dominant frequency coefficient (Pearson type III) 
for the Urmia station is also presented in Figure 6. 

Figures 7 to 12 show the L-kurtosis against the L-
skewness for three-parameter distribution and L-
moment coefficient of variations (L-CV) against the L-
skewness two-parameter distributions in both annual 
and monthly levels. Based on the L-moment method, 
Normal and Gumbel distribution is defined as a point. 
Probability plots based on 95% acceptance region for 
some probability distributions that have developed 
recently [23, 24], as well as correlation coefficients and 
standard errors between the values of the observed and 
theoretical values of the probability distribution have 
been used to select the best probability distribution 
based on the L-moment method. Correlation 
coefficients and standard error values are presented in 
Table 8. Based on the L-moment diagrams and 
correlation coefficients and standard error values, it can 
be seen that by this method, the Pearson type III 
distribution is the best statistical distribution of rainfall 
data in the area of study. 
 
 
 

 
Figure 2. Correlation coefficient of annual data in all stations 
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Figure 3. Standard errors of annual data in all stations. 

 

 

Figure 4. Correlation coefficients of monthly data in all stations. 

 
 

Figure 5. Standard errors of monthly data in all stations. 
 

Figure 6. Pearson type III probability plots of annual data for 
Urmia station with 95% confidence limits. 
 

 

 
Figure 7. Relationship between L-Skewness and L-kurtosis with 95% acceptance region of Normal distribution 

 
 

 
Figure 8. Relationship between L-Skewness and L-kurtosis with 95% acceptance region of Gumbel distribution 
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Figure 9. Relationship between L-Skewness and L-kurtosis with 95% acceptance region of Pearson III distribution 

 

 
Figure 10. Relationship between L-Skewness and L-kurtosis for three-parameter Log-Normal distribution 

 

 
Figure 11. Relationship between L-Skewness and L-CV for two-parameter Log-Normal distribution 

 

 
Figure 12. Relationship between L-Skewness and L-CV for Gamma distribution 
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TABLE 8. Correlation coefficients and standard errors for five probability distributions (maximum correlations and minimum 
standard errors are underlined). 

Monthly data 
Evaluation criteria 

P3 LN3 LN2 Gamma Normal Gumbel 
0.9793 0.9489 0.9725 0.9418 _ 0.0000 R 
0.0496 0.0740 0.1475 0.0973 0.2820 0.1800 RMSE 

Annual data 
Evaluation criteria 

P3 LN3 LN2 Gamma Normal Gumbel 
0.17707 0.17706 -0.0247 -0.0291 _ 0.0000 R 
0.03777 0.03773 0.0996 0.1102 0.1388 0.0582 RMSE 

 
 
4. CONCLUSION 
 
In this study, PPCC and L-moment methods were used 
to determine the best probability distribution of monthly 
and annual rainfall data in the north west of Iran. 
Results showed the superiority of Pearson type III 
distribution in this region. Meanwhile and regarding the 
PPCC method, the values of frequency factor of 
probability distributions and correlation coefficient 
between these values and the observed values were 
determined for each month. Although this method 
resulted in similar results with L-moment method and 
despite the simplicity and efficiency in determining the 
best probability distribution, this method was very time 
consuming because there were large number of stations. 
Thus, the authorsdo not recommend it for regional 
analyses. Among these, L-moment method used a 
diagram to determine the best distribution in an area. 
Therefore, L-moment method is recommended in order 
to use the time series models in a region rather than a 
single site PPCC method to determine the best 
probability distribution. 
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  چکیده
  

  

 يهایعتوز یاناز م یبارندگ يهاداده یاحتمال یعتوز ینمناسبتر یینتع ی،بارندگ يامنطقه یلدر تحل یاز مراحل اساس یکی
برازش  یهمبستگ یبو ضر یرنفاسم - دو، کلموگروف یک يهامنظور، به طور معمول روش ینبد. باشدیمختلف م یاحتمال
روش گشتاور  یر،اخ يهادر سال. یردگیبرازش مورد استفاده قرار م ییآزمون نکو يهابه عنوان روش)PPCC(ی احتمالات

مانند  یدرولوژیکیه يهاداده يامنطقه یلمختلف در تحل یاحتمال يهایعبرازش توز یینکو یینتع يبرا)L-moment(ی خط
 یینو تع یابیارز يبرا L-moment و PPCC مطالعه دو روش ینلذا در ا. و مورد استفاده قرار گرفته است یشنهادپ یبارندگ
. بکار گرفته شده است یرانغرب اشمال یبارندگ يامنطقه یلدر تحل% 95 ینانها در فاصله اطمداده یاحتمال یعتوز ینترمناسب

 یارهايبر اساس مع یدر منطقه مطالعات ینوپتیکس یستگاها 12در  یانهو سال یانهماه یساله بارندگ 50 يهامنظور داده ینبد
 یعدهد که توزینشان م L-moment و PPCC حاصل از دو روش یجنتا. مختلف، مورد استفاده قرار گرفته است یابیارز
 یتمز يدارا L-moment شرو یکهدر منطقه بوده، درحال یبارندگ يهادادهی احتمال یعتوز ینترنوع سوم مناسب یرسونپ

  .است یاگرامد یکبا استفاده از  یاحتمال يهایعها با توزداده ياز سر یاديتعداد ز یقو تست تطب یابیارز
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