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A B S T R A C T  

   

This paper shows how we can make advantage of using genetic programming in selection of suitable 
features for automatic modulation recognition. Automatic modulation recognition is one of the 
essential components of modern receivers. In this regard, selection of suitable features may 
significantly affect the performance of the process. Simulations were conducted with 5db and 10db 
SNRs. Test and training data released from real ones were recorded in an actual communication 
system. For performance analyzing of the proposed method, a set of experiments were conducted 
considering signals with 2PSK, 4PSK, 2FSK, 4FSK, 16QAM and 64 QAM modulations. The results 
show that the selected features by the model improve the performance of automatic modulation 
recognition substantially. During our experiments, we also reached the suitable values and forms for 
mutation and crossover ratio, fitness function as well as other parameters for the proposed model. 
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1. INTRODUCTION1 
 
Modulation plays an important part in electronic 
communication systems. In electronics and 
telecommunications, modulation is the process of 
varying one or more properties of a high frequency 
periodic waveform which is called carrier signal [1].  
One of the newest research topics in modern 
communication is automatic modulation recognition. In 
modern receivers automatic modulation recognition is 
considered to be a necessary component. Recently, 
modulation classification is also widely used in military 
applications. In electronic warfare systems, this 
classification is used as an information source for 
receiving signals of enemy’s communication systems 
[2]. In civilian application, it is mostly used in 
frequency management, transmitter monitoring and 
unauthorized transmitter detection. 

Modulation recognition is an important step between 
signal detection and the demodulation. In non-
cooperative environments, it is hardly possible to detect 
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the applied modulation because only little information is 
available in the input signal. 

Automatic modulation classification is accomplished 
in two main steps; preprocessing of the input signal, and 
selection of classification method. The second step is 
divided into two groups. The first is maximum 
likelihood approach. Likelihood base classifiers are 
optimal in the Bayesian sense, as they minimize the 
probability of classification error [3]. Likelihood 
approaches are composite hypothesis testing problems 
in which classification is performed by searching for the 
maximum a posteriori probability ))(|( trHP i

, or 
equivalently )|)(( iHtrP , given equally likely 
modulation schemes; that is, 

)|)((logmaxargˆ
iH

HtrPH
i

=  (1) 

where )(tr  is a function of the transmitted data, signal 
parameters (such as the symbol interval), the impulse 
response of the channel, and the noise distribution. 

The latter is statistical pattern recognition approach. 
In this approach, first some features of the signal are 
extracted using mathematical methods and then the 
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classification would be accomplished. This approach 
has more diversity than the first method. Nothing is 
worth that generally modulation recognition methods 
are only applicable to some of the variants modulation. 
Considering above mentioned methods, the statistical 
ones require less computation, instead the signal 
features which are selected must resistant against non-
ideal signal parameters [4]. 

Nandi and Wong have used artificial neural network 
and genetic algorithm for automatic modulation 
recognition [5]. Zhu, Aslam and Nandi have used 
Genetic Programming (GP) and K-nearest 
neighborhood for modulations classification [3]. 
Neshatian and Zhang have used GP for dimensionality 
reduction and performance improvement of standard 
data mining data sets [6, 7]. In this paper, it is tried to 
use GP intelligence selection of input features. 
However, this selection is done in such a way that the 
features number will be equal to output modulation 
number. Entropy concept was used for compute fitness 
function. 

The structure of this paper is organized as follow. In 
section 2, signal model and signal statistical 
specifications have been described. The main structure 
of algorithm producing initial features of GP and GP 
structure have been introduced in section 3. In section 4, 
performance evaluation and result analyzing have been 
presented. Finally, the conclusions have been shown in 
section 5. 

 
 

2. DATA AND MATERIAL 
 
2. 1. Signal Model and Features        For most 
communication systems the baseband wave form in 
receivers is considered as Equation (2): 
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where )(lx  is symbols sequence, A  is amplitude, T  is 
symbols interval, Tε  is time regulation error or 
sampling phase error in filter output, 0f  is deviation of 
receiver oscillator frequency from carrier signal, )(⋅h  is 
baseband channel specification, 

nθ  is carrier signal 
phase deviation from receiver oscillator and )(ng  is 
additive white Gaussian noise . 

In this paper, it is assumed that the working 
conditions is ideal and only Gaussian noise presents, the 
channel compensation was done, and the channel effects 
can be neglected. 

 

2. 2. Features      In this paper, statistical pattern 
recognition approach was used for modulation 
automatic detection. So a set of features are considered 
as GP search input. These features will be presented in 
the following section. 
 
2. 2. 1. Key Features  maxγ      The first key feature 
which is shown as maxγ presents the maximum normal 
and concentrated spectrum power density for received 
signal instant amplitude. In accordance with Parseval's 
theorem, the power spectrum density of a signal equals 
to its DFT sequence magnitude square. It is presented as 
follows: 
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sN  is the sample in each part of signal and )(kacn  is the 
normalized instant amplitude and centered related to (

sf
kt = ) ,...2,1=k , also sf  is the sampling frequency of 

each part of the signal and am  is the mean value of 
instant amplitude for each part of the signal. 

 
2. 2. 2. Key Features apσ                    apσ is the second 
key feature which is equal to standard deviation of 
absolute number of non-linear and concentrated 
component of received signal instant phase and is 
defined as follows. In instant phase, when the received 
signal is higher than threshold value, the absolute 
standard deviation is defind  as follows: 
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where )(iNLφ  is the instant phase concentrated non-

linear component for t so that 
sf

it =  and i=1, 2,…., Ns , 

C equals to total samples related to instant phase )(iNLφ  
which their instant amplitude is higher than the 
threshold value. )(ian  is the amplitude related to phase 

)(iNLφ  and ta  is the threshold value, C is the total 
samples which tn aia >)(  condition is satisfied. 
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2. 2. 3. Key Features aaσ               aaσ  is the third key 
feature which is equal to standard deviation of absolute 
value of normalized  instant amplitude when the 
received signal is higher than the threshold level. 
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2. 2. 4. Key Features afσ           afσ  is the forth key 
feature which is equal to standard deviation of 
normalized instant frequency absolute value when the 
received signal is higher than the threshold level. 
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where sr  is the input signal symbol rate. 
 
2. 2. 5. Second Order, Forth Order, Sixth Order 
and Eight Order Cumulants         For a complex-
valued stationary random process y(n) second order, 
forth order, sixth order and eight order cumulants based 
on moments can be calculated according to Equation 
(12)  [8].  
 
 
3. PURPOSED METHOD 
 
3. 1. Intelligence Features Selection         In this 
method, it is tried to reduce the dimensionality of 
modulation classification using GP in order to improve 
the classification performance.  In preprocessing step, a 
diagonal linear transform is applied on main features 
set. The steps of this operation are as follows [7]. Let us 
consider the input data set as D (features explained in 
section 2.2), CXD →=  is a transform of main features 
set into modulation types. C  is a set of different 
modulations {c1,c2,…,cm}, and m is the number of 
different modulations , then goal is to find a new space 
as CYD →='  to make the relations between the input 
feature space and modulation types easier. For applying 
class wise transformation, the training data set should be 
divided into m parts depending on their modulation 
types [7]. If each partition is considered as a spherical 
cloud, then its axial should be placed within 
modulations boundaries.  

{ } m
iii whereccDcxxX 1,),(| =∪=∈=  (13) 
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    For finding a transform with above mentioned 
specifications, the data covariance should be diagonal in 
each part. The ith covariance is computed using Equation 
(13): 

{ } { } { }T
ii

T
iii

XEXEXXE −=∑  (14) 

where ∑i is a n×n square matrix including feature 
covariance depending on samples observed in ith 
partition. This covariance matrix can be diagonal using 
data transform in each partition: 

)(:, ∑==
iiii eigenwhereXY φφ  (15) 

This equation transforms all training dataset but the 
computation of covariance and eigenvector are based on 
the data of each partitions. If n is the input space of 
training dataset, then each transformation will produce n 
intermediate features. This process is iterated for each 
partition. Finally, m×n new features will be produced. 
Then, the D’ data space will use transformed as Y= 
{Y1,Y2,…Ym}[7]. In this step, the features of 
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modulation recognition and consequently the problem 
dimensions are increased.  

This can’t be used without using a suitable selection 
mechanism. GP search combines these elements for 
constructing the features of higher levels and uses a 
ranking function for selecting the features containing 
more information. The process of terminal sets 
construction is performed in preprocessing step. Since 
we have m separate modulations, nm×  temporary 
features will be constructed and added with the main 
features of reference problem. They constitute the 
variable set of terminal pool in GP search. The variable 
number in intermediate buffer is n× (m+1). Dimension 
is increased in this step but the GP is allowed to find 
better feature with higher level. During the search 
process, an entropy-based fitness function is used to 
select the best features. A suitable fitness function 
should be able to separate informative and 
noninformative features. This function is used to 
classify all solutions in the population. Generally, 
entropy measurement on a modulation interval is an 
efficient tool for minimizing the possibility of other 
modulations occurrence in its interval. This 
measurement system has two parts: modulation limit 
and a metric for measuring uncertainty level in the 
intervals. The entropy of an interval’s data is considered 
as a criterion for measuring the uncertainty level. Here, 
Shannon’s entropy is used: 

∑
∈

=
Cc I cp

H
)(

1log 222
 (15) 

where I is the estimated interval, C is the sum of all 
modulations, P1(c) is the possibility of modulation c in 
interval I which is computed using the occurrence 
frequency of modulation c in its related interval [7]. 

The new feature construction problem is formulated 
as an optimization problem for minimizing the previous 
equation.

 
∑
∈Cc

I cp )(2  should be maximized in order to 

minimize the H2(I). This suggest that a feature can be 
considered suitable if the modulation interval only 
includes samples from the specific modulation. The 
steps for evaluating a member of population I for target 
modulation of t (a feature to separate the t modulation 
samples) on a training data set S is as follows: 

A program is used to transform each sample in S 
data set into a transformed set S'. The main features are 
extracted from the terminals pool and produce a floating 
digit for each sample. Therefore, S' is one dimension. 

An interval in S' including 99% of t modulation 
samples is considered as suitable interval. All samples 
of S' within It are gathered. Then ∑

∈Cc I cp )(
1

2
 is calculated 

on the data of that interval. In most samples of an 
interval which belong to a given modulation, the fitness 
function’s value is low. In this design, the lower fitness 

function improves the program and consequently 
produces better features. Only one GP run should be 
performed for each modulation. In each run, the fitness 
function is only concentrated on a given modulation. At 
the end of each run, the best evaluated program is 
selected as the feature of that modulation [7]. Therefore, 
the features number equals to modulation types in 
automatic modulation recognition. 
 
 
4. RESULTS AND ANALYSIS 
 
GPLAB tools were used in this study 
(http://GPlab.sourceforge.net). For evaluating the 
performance of the purposed method, the signals 
modulated with 10 db and 5db SNRs and 2PSK, 4PSK, 
2FSK, 4FSK, 16QAM and 64 QAM modulations were 
studied [9]. The automatic modulation recognition 
involves two parts namely preprocessing and 
modulation classification. In the first one, the main 
features should be extracted. For this purpose, 600 
different signals which were modulated randomly with 
one of the given modulations, as well as 4000 sequent 
samples of each signal sample which were sampled with 
80 kHz sampling frequency, were gathered as training 
data [10]. GP was used to construct new features. The 
number of this feature equals to output modulations 
types. Six modulations were studied in this paper. Tree 
structure was used to present GP output. Each tree 
produces a floating point as the output. The GP 
functions set contain four basic operators + ,- ,× , ÷. The 
ramped half-and-half method was used to generate 
initial programs and the elitism policy was used to 
transfer the best parents to the next generation. The 
population size was 1024 and the maximum tree’s depth 
when initializing was considered as 6. This can be 
increased to 12 when running. The evolution process is 
stopped after 25 generations.The results obtained from 
signal classification with main and new features 
(extracted from GP) were compared with each other. 
Multi-layer neural network perceptron was used as 
classifier. The 10 fold cross validation method was used 
for classifiers test. Best results were shown as confusion 
matrix in the following tables (see Table 1-8). As it can 
be seen, the performance of multi-layer neural network 
perceptron and decision tree classifier in 5db and 10 db 
SNRs were improved considerably using features 
generated by GP. This is because the GP uses entropy 
fitness function to find features with higher classifying 
ability. 

 
5. CONCLUSIONS  
 
This research shows that genetic programming can be 
used successfully in suitable feature selection for 
automatic modulation recognition. 

http://GPlab.sourceforge.net)
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TABLE 1. Modulation classification using multi-layer neural 
network perceptron and extracted features using GP for 
SNR=10db 
 Extracted modulation 

Simulated 4PSK 2PSK 4FSK 2FSK 64QAM 16QAM 

16QAM 1 1 0 0 1 99 

64QAM 3 2 0 0 98 0 

2FSK 0 0 0 100 0 0 

4FSK 1 0 99 0 0 0 

2PSK 0 100 0 0 0 0 

4PSK 100 0 0 0 0 0 

 
 
TABLE 2. Modulation classification using multi-layer neural 
network perceptron and using main features for SNR=10db 
 Extracted modulation 

Simulated 4PSK 2PSK 4FSK 2FSK 64QAM 16QAM 

16QAM 1 1 0 0 1 97 

64QAM 3 2 0 0 95 0 

2FSK 0 0 2 98 0 0 

4FSK 1 0 97 1 1 0 

2PSK 0 100 0 0 0 0 

4PSK 99 1 0 0 0 0 

 
 
TABLE 3. Modulation classification using decision tree 
classifier and extracted features using GP for SNR=10db 
 Extracted modulation 

Simulated 4PSK 2PSK 4FSK 2FSK 64QAM 16QAM 

16QAM 0 1 0 0 0 99 

64QAM 1 0 0 0 98 1 

2FSK 0 0 0 100 0 0 

4FSK 0 0 99 1 0 0 

2PSK 0 100 0 0 0 0 

4PSK 100 0 0 0 0 0 

 
 
TABLE 4. Modulation classification using decision tree 
classifier and using main features for SNR=10db 
 Extracted modulation 

Simulated 4PSK 2PSK 4FSK 2FSK 64QAM 16QAM 

16QAM 1 1 0 0 0 98 
64QAM 2 0 0 0 96 2 
2FSK 0 0 3 97 0 0 
4FSK 0 0 96 3 0 0 
2PSK 0 100 0 0 0 0 
4PSK 99 1 0 0 0 0 

TABLE 5. Modulation classification using multi-layer neural 
network and extracted features using GP for SNR=5db 
 Extracted modulation 

Simulated 4PSK 2PSK 4FSK 2FSK 64QAM 16QAM 

16QAM 0 1 0 0 1 98 

64QAM 1 2 0 0 97 0 

2FSK 0 0 1 99 0 0 

4FSK 1 0 98 0 0 1 

2PSK 0 100 0 0 0 0 

4PSK 100 0 0 0 0 0 

 
 
TABLE 6. Modulation classification using multi-layer neural 
network perceptron and using main features for SNR=5db 
 Extracted modulation 

Simulated 4PSK 2PSK 4FSK 2FSK 64QAM 16QAM 

16QAM 1 2 0 0 1 96 

64QAM 3 2 0 0 95 0 

2FSK 0 0 2 98 0 0 

4FSK 1 0 97 1 1 0 

2PSK 0 100 0 0 0 0 

4PSK 99 1 0 0 0 0 

 
 

TABLE 7. Modulation classification using decision tree 
classifier and extracted features using GP for SNR=5db 
 Extracted modulation 

Simulated 4PSK 2PSK 4FSK 2FSK 64QAM 16QAM 

16QAM 0 1 0 0 1 98 

64QAM 1 2 0 0 97 0 

2FSK 0 0 0 100 0 0 

4FSK 1 0 98 0 0 1 

2PSK 0 100 0 0 0 0 

4PSK 100 0 0 0 0 0 

 
 

TABLE 8. Modulation classification using decision tree 
classifier and using main features for SNR=5db 
 Extracted modulation 

Simulated 4PSK 2PSK 4FSK 2FSK 64QAM 16QAM 

16QAM 1 1 0 0 1 97 

64QAM 2 2 0 0 96 0 

2FSK 0 0 2 98 0 0 

4FSK 1 0 97 1 1 0 

2PSK 0 100 0 0 0 0 

4PSK 99 1 0 0 0 0 
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In this research, by using orthogonal class-wise 
transformation, we converted the input feature space 
into more classifiable feature space. The research also 
reveals that genetic programming using entropy 
concepts for computation of fitness function can 
produce informative features. Simulation results with 
5db and 10db SNRs signals show that using these 
features, the accuracy of the multi-layer perceptron and 
decision tree C4.5 classifier would be improved. Also 
C4.5 could recognize modulation type better than the 
MLP classifier.  In addition, the number of the produced 
features would be equal to the desired modulation 
types.This also shows that our proposed method reduces 
the dimension of automatic modulation recognition 
regardless of the input feature space. 
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  چکیده
  

خودکار نوع  یصتشخ يرا برا یمناسب هايیژگیو یک،ژنت یسینوبا استفاده از برنامه توانیچگونه م دهدیمقاله نشان م ینا
انتخاب   یلدل ینبه هم. است یدجد هايیرندهاز اجزاء مهم گ یکی یونخودکار مدولاس یصتشخ. استفاده کرد یونمدولاس

 یدب 10و  5 یزبه نو یگنالبا نسبت س هاسازيیهشب. خواهد گذاشت مهمی یرتاث یستمس ییکارآ يمناسب رو هايیژگیو
 ییکارآ یزآنال يبرا. شده است یهته یواقع یمخابرات یستمس یواقع هايتست و آموزش از داده هايداده. انجام شده است

و  2PSK، 4PSK ،2FSK، 4FSK ،16QAMشده از نوع مدوله  هايیگنالبا س یشاتیآزما یشنهاديپ یستمس
64QAM خودکار  یصتشخ ییکارآ یستمانتخاب شده توسط مدل س هايیژگیکه و دهدینشان م یجنتا. انجام شده است

 یرو سا ینرخ تقاطع و جهش، تابع برازندگ يبرا یو نوع مناسب یربه مقاد هایشآزما یندر ح. را بهبود داده است یونمدولاس
  .یافته شددست  یشنهاديمدل پ يپارامترها
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