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A B S T R A C T  
   

In the present paper convergence characteristics of Sample Matrix Inversion (SMI) and Least Mean 
Square (LMS) adaptive beam-forming algorithms (ABFA) are compared for a Smart Antenna System 
(SAS) in a multipath environment. SAS are employed at base stations for radiating narrow beams at 
the desired mobile users. The ABFA are incorporated in the digital signal processors for adjusting the 
weights to adjust the beam on the desired user and generate null in the direction of interferer. SMI and 
LMS algorithms are used with SAS for improving the performance of wireless communication system 
by optimizing the radiation pattern according to the signal environment. This can enhance the coverage 
and capacity of the system in multipath environment by reducing the interference and noise. The data 
rate can be enhanced by mitigating fading due to cancellation of multipath components. In this paper, 
optimization capabilities of SMI and LMS are considered by changing the parameters. The results 
reveal improvement in gain, speed of convergence and reduction in side-lobe level. 
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1. INTRODUCTION1 
 
The need for better coverage, increased data rate and 
enhanced capacity motivated researchers to exploit the 
SAS and Space Division Multiple Access (SDMA). 
This can be satisfied by the identification of desired 
signal from a set of signals available in faded channel. 
For this ABFA are integrated within SAS with the 
property of spatial filtering to differentiate between 
desired user signals and interfering signals [1]. They are 
capable of reducing noise, increasing signal to noise 
ratio and enhancing system capacity [2, 3]. The SMI 
and LMS are the two most widespread non-blind 
channel equalization techniques based on the principle 
of calculating the weights (signal amplitude and phase 
adjustments) according to the variable environment by 
following specified optimization rules [4, 5]. The 
signals can be multiplied by a set of weights which are 
calculated by using objective function inversely related 
to the quality of signal. These non-lind algorithms use a 
reference signal for learning the channel information to 
adjust the weights [6]. The objective of ABFA is 
minimization of the objective function by reducing the 
                                                        
1 *Corresponding Author Email: amitudawat@gmail.com (A. Udawat) 

error between a reference signal ( )d k  and the array 
output ( )y k . Figure 1 shows the SAS system in which 
the input signals are multiplied by complex weights 

1 2, , , Mw w wK which are adjusted by minimizing a 
cost function. The reference signal is a training 
sequence used to train the SAS or a desired signal based 
upon an a priori knowledge of nature of the arriving 
signals. When the reference signal is not available, blind 
optimization techniques are used. 

  
 

2. PROBLEM FORMULATION 
 
In this paper the comparison of optimization capabilities 
of SMI and LMS with reference to number of antenna 
elements and their spacing are presented. Section 3 
presents optimization approach of SMI and LMS ABFA 
with their mathematical description. In Section 4 
simulation results using MATLAB 7.0 with reference to 
number of antenna elements, inter-element distance and 
angle of arrival (AOA) are obtained to find the 
optimized values. The array factor plots of SMI and 
LMS output for the same values of the above-mentioned 
parameters are presented.  

RESEARCH 
NOTE 
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Figure 1. Adaptive Beam-forming System 

  
 

 
3. OPTIMIZATION APPROACH IN LMS AND SMI 
ABFA 
 
3. 1. LMS Algorithm     It is a stochastic version of 
steepest descent algorithm. The minima for this surface 
can be established using gradient method by finding the 
mean square error (MSE). 

The convergence of LMS depends on eigen value 
spread of the covariance matrix and is based on 
knowledge of the arriving signal [7]. It does not require 
measurement of correlation functions nor matrix 
inversion. Most of the non-blind algorithms try to 
minimize the MSE between the desired signal ( )d k
and the array output ( )y k . Let ( )y k  and ( )d k  
denote the sampled signal of ( )y t  and ( )d t  at time 
instant nt , respectively. The output response of the 
uniform linear array given by LMS is [8]  

( ) ( ) ( )Hy k w k x k=    (1) 

Then the error signal is given by  

( ) ( ) ( ) ( ) ( ) ( ) = − = − He k d k y k d k w k x k  

The MSE is given by     

(2) 

22( ) ( ) ( ) ( )He k d k w k x k= −  (3)
 

where w defines the weight vector and x is the received 
signal vector. The cost function is defined as: 

2( ) [ ( ) ]C k E e k=  (4) 

where [ ]E defines the expectation operator. Combining 
the above three Equations (2), (3) and (4) we have: 

2( ) ( ) ( ) ( ) ( ) ( )H H HC k E d k p w k w k p w k Rw k = − − +     (5) 

where ( ) ( )HR E x k x k =    and ( ) ( )Hp E x k d k =   . 
Here R is the M M×  autocorrelation matrix of 
input vector ( )x k  and p is the 1M ×  cross 
correlation vector between the input data vector

( )d k . 
Solving the above equations using Wiener 

solution and Steepest descent method optimum 
weights can be calculated as:  

( 1) ( ) ( ( ))w k w k g w kµ+ = −    (6) 

where ( 1)k +  denotes updated weights computed at 
( 1)k + iterations, µ is the step size parameter or 
weighing constant which can control the size of the 
incremental correction as we proceed from one step to 
another. MSE can be obtained by setting the gradient 
vector of ( )C k  equal to 0.  

( [ ( )]) 2 2 0w E e k Rw p∇ = − =    (7) 

The optimum solution for the weight vector w is given 
by:  

1
optw R p−=    (8) 

which is also called the Weiner weight vector [8]. 

 
3. 2. SMI Algorithm     This method developed by 
Reed, Mallet and Brennen [8, 9] is referred [10] as 
direct matrix inversion which computes the array 
weights by replacing R with its estimates [10, 11]. The 
sample matrix is a time average estimate of the array 
correlation matrix using K - time samples [12]. It is 
based on an estimate of correlation matrix given by: 

1

1 ( ) ( )
K

H
xx

k
R x k x k

K =

= ∑    (9) 

where K is the observation interval and x is the signals 
arrived on antenna array elements, given by:  

1 2 3[ ( ), ( ), ( ), ...... ( )]Mx x k x k x k x k=  (10) 

The correlation vector p can be estimated by:  

*

1

1 ( ) ( )
K

k
p d k x k

K =

= ∑  (11) 

As the weights are adapted block by block and data 
block is of length K , this method can also be termed as 
block adaptive method. The array correlation matrix and 
the correlation vector can be calculated by defining 
matrix as the thk block of x vectors ranging over K
data snapshots. Thus, we define for k block number 
and K block length [11] 
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Now, the estimate of array correlation matrix is given 
by:  

1 ( ) ( )H
xx K KR X k X k

K
=  (13) 

Also, the desired signal vector can be defined as:  

( ) [ (1 )  (2 )   ( )]d k d kK d kK d K kK= + + +L   (14) 

Thus, the estimate of correlation vector is given 
by: 

*1( ) ( ) ( )Kp k d k X k
K

=  (15) 

Now, the SMI weights can be calculated for the 
thk block of length K as:   

1 1 *( ) ( ) ( )  =[ ( ) ( )] ( ) ( )− −= H
SMI xx K K Kw k R k p k X k X k d k X k

 
(16) 

 
 
4. SIMULATION RESULTS AND DISCUSSIONS 

 
Simulation of LMS and SMI adaptive algorithm 
for antenna arrays using M = 5, 8 and 10 
elements with inter-element distance 0 .5d λ= ,
0 .2 5λ  and 0 .1 2 5λ  is performed in MATLAB 
7. The step size 0 .0 2µ =  with zero initial 
weights is considered. 
One can define array factor plot as: 

2 sin  (AF) 2cos
2
dArray Factor π θ

λ
 =  
 

 (17) 

where d is the inter-element distance between the 
antenna elements in terms of wavelength λ ,and  
θ is the value of AOA measured with respect to z  
axis.  Here, the desired signal is arriving at an 
angle of 30° and interferer signal at -60°. The 
LMS routine is calculated for 100 iterations. The 
SMI routine is calculated for a block length of

10 0K = . The value of noise variance is 0.001 in 
order to keep the inverse of covariance matrix to 
become singular. The expression for gain in dB 
used in simulation results is given by:  

( )2

4125320logGain
θ

° 
 =
 ∆ 

 (18) 

where θ∆  is the value of half power beam-width 
(HPBW), or beam-width in degrees which can be 

calculated from the plot using the following 
expression: 

(0.707( )) (0.707( ))AF AFθ θ θ+ −∆ = −  (19) 

Following cases are considered: 
 
4. 1. Case I     Figure 2 shows the AF plots for LMS 
with number of elements M = 5, 6, 7, 8, 9 and 10 for 
100 iterations for 0 .5d λ= . It is clear that LMS 
generates peak in the desired direction user AOA 30º 
and places null in the undesired direction where 
interferer is located i.e., at -60º. Similarly, AF plots are 
drawn for different values of d  at 0 .3 5λ , 0 .2 5λ
and 0 .1 2 5λ in Figures 3, 4 and 5 respectively. The 
observations drawn from Figures 2, 3, 4 and 5 are 
indicated in Table 1 in terms of the comparison of 
beam-width, gain and number of side lobes (SL) for 
different M and d . 
 
4. 2. Case II       The AF plot for SMI with M = 5, 
6, 7, 8, 9 and 10 for block length 1 0 0K = are 
drawn for 0.5d λ= , 0 .35λ , 0.25λ  and 0 .1 2 5λ  
in Figures 6, 7, 8 and 9 respectively. It is evident 
from these figures that performance of SMI 
degrades as the value of gain reduces with an 
increase in beam-width. The observations drawn 
from Figures 6, 7 ,8 and 9 are indicated in Table 2 
in terms of the comparison of beam width, gain 
and number of side lobes (SL) for different values 
of M and d .  
 

4. 3. Case III     The plot of magnitude of array 
weights for LMS with M = 5, 6, 7, 8, 9 and 10 
for 100 iterations are drawn for 0 .5d λ= in 
Figure 10. It is evident from this figure that 
performance of LMS is best for M = 8 for

0 .5d λ= .  
 

4. 4. Case IV     The plot of acquisition and 
tracking for LMS with M = 8 is drawn for 100 
iterations for 0 .5d λ= in Figures 11 and 12 for 

0 .0 1µ = and 0 .0 2 , respectively. In Figure 11 
convergence took place after 60 iterations, while 
in Figure 12 convergence is not achieved even 
after 60 iterations. Thus, it is evident from the 
two figures that for proper convergence the step-
size calculated for eigen-value spread of  R  
(=14.38) must satisfy the condition: 
 1 0 .0 1

4 ( ( ) )t r a c e R
µ ≤ = .  

 
4. 5. Case V     The plot of MSE for LMS with 
M = 5, 6, 7, 8, 9, 10 for 100 iterations are drawn 
for 0 .5d λ= in Figure 13. It is evident that 
performance of LMS is best for M = 8 as the 
convergence takes place after 60 iterations.  
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Figure 2. AF plot for LMS with user AOA 30° and 
interferer AOA at -60°for M =5, 6, 7, 8, 9, 10 and 

0 .5d λ=  
 
 

  
Figure 3. AF plot for LMS with user AOA 30° and 
interferer AOA at -60° for M =5, 6, 7, 8, 9, 10 and 

0 .3 5d λ=  
 
 

 
Figure 4. AF plot for LMS with user AOA 30° and 
interferer AOA at -60° for M =5, 6, 7, 8, 9, 10 and 

0 .2 5d λ=  

 
Figure 5. AF plot for LMS with user AOA 30° and 
interferer AOA at -60° for M =5, 6, 7, 8, 9, 10 and 

0 .1 2 5d λ=  
 
 

 
Figure 6. AF plot for SMI with user AOA 30° and 
interferer AOA at -60° for M =5, 6, 7, 8, 9, 10 and 

0 .5d λ=  
 
 

 
Figure 7. AF plot for SMI with user AOA 30° and 
interferer AOA at -60° for M =5, 6, 7, 8, 9, 10 and 

0 .3 5d λ=  
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Figure 8. AF plot for SMI with user AOA 30° and 
interferer AOA at -60° for M = 5, 8, 10 and 

0 .2 5d λ=  
 
 

 
Figure 9. AF plot for SMI with user AOA 30° and 
interferer AOA at -60° for M = 5, 8, 10 and 

0 .1 2 5d λ=  
 
 

 
Figure 10. Plot of magnitudes of array weights for 
LMS with user AOA 30° and interferer AOA at -60° 
for M = 5, 8, 10 and 0 .5d λ=  

 
Figure 11. Plot of acquisition and tracking of LMS for 

0 .0 1µ =  
 
 

 
Figure 12. Plot of acquisition and tracking of LMS for 

0 .0 2µ =  

 
 

 
Figure 13. Plot of MSE of LMS for M = 5, 6,7, 8, 9 
and 10 and 0 .5d λ=  
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TABLE 1. Comparison of beam-width, gain and number of SL for LMS 

No. of Elements ( M ) 
 Comparison of Beam-width (in degrees) 

0 .5d λ=  0 .3 5d λ=  0 .2 5d λ=  0 .1 2 5d λ=  

5 26 37.24 57.25 NA 

6 20.63 29.76 41.26 NA 

7 17.19 24.70 35.53 94 

8 14.90 21.20 30.94 73.29 

9 13.17 19.48 26.93 61.40 

10 12.60 18.06 23.49 55.67 

M   Comparison of Gain (in dB) 

5 17.85 14.73 10.90 NA 

6 19.86 16.68 13.84 NA 

7 21.40 18.30 15.14 6.69 
8 22.60 19.62 16.34 8.85 

9 23.70 20.36 17.54 10.30 

10 24.14 21.02 18.73 11.2 

M   Comparison of Number of SL 

5 2 1 2 1 

6 5 4 2 0 

7 6 4 2 1 

8 7 5 3 0 

9 8 5 4 1 

10 9 6 4 1 
 
 
 

TABLE 2. Comparison of beam-width, gain and number of SL for SMI 

No. of Elements ( M ) 
 Comparison of Beam-width (in degrees) 

0 .5d λ=  0 .3 5d λ=  0 .2 5d λ=  0 .1 2 5d λ=  

5 25.21 36.67 55.58 NA 

6 19.48 29.80 45.27 84.22 

7 17.76 22.92 34.95 84 

8 15.47 21.20 29.23 73.33 

9 13.18 19.48 27.51 57.75 

10 12.60 17.19 25.78 51.45 

M   Comparison of Gain (in dB) 

5 18.12 14.86 11.20 NA 

6 20.36 16.67 13.03 7.64 

7 21.16 18.95 15.28 7.66 

8 22.36 19.62 16.80 8.84 

9 23.75 20.36 17.36 10.92 

10 24.14 21.44 17.92 11.92 

M   Comparison of Number of SL 

5 4 1 2 1 

6 5 3 2 1 

7 5 4 2 1 

8 6 5 3 1 

9 8 5 4 1 

10 8 6 5 2 



1399                                           A. Udawat et al./ IJE TRANSACTIONS B: Applications   Vol. 26, No. 11, (November 2013)  1393-1400 
 
 

5. CONCLUDING REMARKS 
 

In this paper the optimization capabilities of LMS and 
SMI are explored and it is found that for 0 .5d λ=
with 8M = elements the beam-width of 14.9° is 
achieved with a gain of 22.60dB for LMS, while a 
beam-width of 15.47 is achieved with a gain of 22.36dB 
for SMI. Zero iteration is required for SMI (0.324407 
seconds) as compared to 100 iterations for LMS 
(0.642163 seconds) and thus SMI is faster as compared 
to LMS. LMS acquires and tracks the desired signal 
after 60 iterations and the MSE also converges after 60 
iterations for 0 .0 1µ ≤ . The slow convergence 
problem of LMS (1.407494 seconds) for large eigen- 
spread can be avoided by the use of SMI algorithm 
(0.291175 seconds). Thus the most suitable performance 
of antenna arrays using LMS and SMI can be obtained 
for 8M =  and 0 .5d λ= . 
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  چکیده
   

 یتمالگور )LMS( مربعات یانگینم ینکمتر و )SMI( نمونه سیماتر وارون ییهمگرا يهایژگیو مقاله نیا در
 در SAS. اندشده سهیمقا هم با راهه چند  طیمح کی در )SAS( هوشمند آنتن ستمیس یک يبرا (ABFA)یقیتطب
 شده گرفته کار به نظر مورد همراه تلفن کاربران يسو به کیبار يپرتوها تابش يساز نهیبه يبرا هیپا يها ستگاهیا

 صفر دیتول و نظر مورد کاربر يرو بر پرتو میتنظ به وزن میتنظ يبرا تالیجید گنالیس يهاپردازنده در   ABFA.است
 ستمیس عملکرد بهبود يبراSAS با  همراه  LMS و  SMI يهاتمیالگور. است شده دهیگنجان گرمداخله جهت در )یته(

 تیظرف و پوشش تواند یم نیا .شود یم هاستفاد گنالیس طیمح  به توجه با تابش يالگو يساز نهیبه با میس یب یارتباط
 به شدن محو کاهش خاطر به تواند یم داده نرخ. ببرد بالا زینو و تداخل کاهش قیطر از چندراهه در طیمح در را ستمیس
 گرفته نظر در پارامترها رییتغ با LMS و SMI يساز نهیبه تیقابل مقاله، نیا در .ابدی شیافزا  چندراهه ياجزا لغو لیدل

 .شودیم حاصل یجانب لوب سطح در کاهش و ییهمگرا سرعت بهره،  در بهبود دهد یم نشان جینتا .است شده
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