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A B S T R A C T  
   

In this paper, a supply chain network design problem is explained which contains environmental 
concerns in arcs and nodes of network. It is assumed that there are some routes such as road, rail, etc., 
in each pair of nodes. In this model decision variables are choosing facilities to open, environmental 
investment level in each facility and flow of products between nodes in each route. A multi-objective 
optimization model is proposed in this paper to capture the trade-off between the total cost and the 
environment influence. Some simulated numerical examples are considered to evaluate the model and 
the solution approach. Comparisons verify the suitability of the model and solution approach. 
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1. INTRODUCTION 1 

 
The field of green supply chain management (GSCM) 
has been attractive in recent years from both academia 
and industry. Nowadays, operations of supply chain and 
logistics are most important activities in companies. 
Production and transportation activities are main 
sources of air pollution and greenhouse effect, which 
have harmful effects on human health. These aspects 
have raised concerns for reducing greenhouse gas 
emission and air pollution. Many countries have set 
strict plans to reduce their carbon emissions. For 
example, china in its 11th five year developing plan sets 
a clear objective to reduce the carbon emission by 10 
percent. [1] 

Management of industrial pollution is a critical issue 
for society. During early periods, industrial pollution 
was not an interesting topic for researchers. In 
economics, taxes have been proposed to manage 
consequences such as industrial pollution [2]. However, 
the debate of taxing caused by industrial activities was 
essentially the limit of the discussions at the time. Some 
of the earliest issues that can be tied to the today's 
                                                        
*Corresponding Author Email: sahraeian@shahed.ac.ir (R.Sahraeian) 

greening of the supply chain have occurred even before 
the formation of the U.S. Environmental Protection 
Agency, which can be traced to Ayres and Kneese [3]. 
Their work focused on a linear relationship from 
extraction to disposal; there were some loops 
concerning the possibility of integrating residues back 
into the system. Global warming due to greenhouse gas 
emissions was also going on the argumentation on 
evaluating the roles of industrial metabolism. Further 
refinement of the industrial metabolism ideas occurred 
throughout the 1970s [2]. Sadegheih et al. [4] proposed 
a model that concerns transportation problem connected 
with carbon emission. They have included carbon 
emission costs in the total cost of the supply chain. 

There is a rich literature on supply chain 
management which concerns about environmental 
effects through the concept of GSCM. According to a 
comprehensive review on GSCM by Srivastava [5], two 
types of greenness is of interest to researchers: green 
design (for products) [6] and green operations. This 
paper can be categorized in the second category which 
is composed of green manufacturing and 
remanufacturing [7], waste management [8, 9], reverse 
logistics and network design [10, 11]. The most relevant 
issue is the reverse logistics network design problem 
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which considers the setting up of some special facilities 
like recovery centers [11] or optimizing the network 
configurations in a closed-loop network [12]. In this 
paper we are interested in the environmental investment 
decision making in the network design phase. [1] 

Another dependent field is the classical supply chain 
network design problem. It determines configuration 
parameters such as number, location, capacity, and type 
of various facilities in the network. This problem covers 
a wide range of formulations from linear deterministic 
models [13, 14] to complex non-linear stochastic ones 
[15, 16]. Numerous researches dealing with the design 
problem of supply networks have been surveyed by 
Pontrandolfo and Okogba [17]. Researchers have 
attempted to extend the classical model by incorporating 
various factors such as transportation modes, risk 
management, tax issue, etc. Wang et al. [1] have 
considered the environmental investment decision in the 
design phase and in this paper we combine their model 
by transportation modes. 

The supply chain network design problem is usually 
modeled as a single objective [18, 19]. Supply chain 
network design with multi-objective optimization is an 
influential trend worthy of study [1]. Adding 
transportation modes to Wang et al. [1] model would 
make it more reasonable and more practical in terms of 
actual applications. Some of recent studies in the field 
of green supply chain are briefly reviewed in Table 1. It 
shows that there are some potential fields to be studied. 
The distinguishing feature of our model is its 
consideration of environmental element which includes 
environmental level of facility and environmental 
influence in the handling and transportation process in 
different modes. This model will have an important 
application in the regional or global supply chain 
network design with environment consideration. 

As it is mentioned in Table 1, multi modal models 
are not considered as well in green supply chain field. 
However, in real cases there are usually various mature 
modes of transportations like rail, road, air, sea or even 
electronic transportation; for example, in a book supply 
chain, distributors can sell electronic books instead of 
hard copies. Each mature transportation mode consists 
of different minor modes. For example, if decision 
maker choose road transportation, there are some other 
lower level choices like truck, mini-truck, van, motor 
cycle, bicycle, and so on. Each mature and minor mode 
has some advantages and disadvantages. For example, 
airplanes are fast, but they cannot be used for retailer’s 
activities and they have to mix with road transportation. 

In this paper we proposed a multi-objective mixed-
integer formulation for the supply chain network design 
problem, which considers the environmental investment 
decisions in the supply network design phase.  

Normalized normal constraint method [20] is used 
for solving this model in small sizes, which is a prefered 
method and can find a set of non-dominated solutions. 

For solving large size problems, NSGA-II method [21] 
is suggested, so that the results can be easily applied to 
the decision support systems which the industry needs. 

The  the paper has been organized as follows: 
section 2 describes assumptions and definition of the 
proposed model. In section 3, solution approach is 
explained. In section 4, the use of the proposed 
procedure is evaluated through computational 
experiments. Our concluding and suggestions for future 
researches are given in the final Section. 

 
 

2. PROBLEM DEFINITION AND MODELING 
 
The developed model contains two mature sets, N is the 
set of nodes and A is the set of arcs. N is composed by 
three levels, set of suppliers, S, facilities, F, and 
customers, C. There is at least one arc between nodes of 
one level to the next level (like road, rail, etc.), but there 
is no arc between nodes at the same level. Customers’ 
demand is supposed to be known. We should choose the 
potential suppliers from suppliers set; decide which 
facility to open, and finally how to distribute the 
products (flow of routes). There is two objectives; the 
first objective is minimizing total cost of the network, 
and the second is minimizing total CO2 emission of the 
whole network (plants and routes).  The main difference 
between this model and that of Wang et al. [1] is 
considering modes of transportations (multi modal) and 
capacity of routes. In other words, the model prposed by 
Wang et al. [1] is a special case of the developed model, 
hence this model is more similar to real cases. Figure 1 
represents the model. Parameters of this model are as 
follows: 
 
 
 
 

 
Figure 1. The network consists of 3 suppliers, 2 facilities and 
3 customers (An environmental protection level should be 
chose for each opened facility). 
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TABLE 1. Review of some existing models in green supply chain field. 
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● ● ● ● ● 
  

● 
  2011 Paksoy et al. [36] 10 
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  2011 Wei J. et al. [37] 4 
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● 
  2011 Wang et al. [1] 3 

 
● ● 
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● 

2012 Nealer et al. [38] 2 
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● 
  

● ● 
   

● 
This research 3 

 
● ● 

  
● ● ● ● 

 
● 

 
● 

 
Parameters 
P the set of products 
A the set of arcs 
S the set of suppliers 
F the set of facilities 
C the set of customers 
M the set of routes existing between a pair of 
nodes 
di

p the demand of customer i for product p 
si

p the supply of supplier i for product p 
cijm

p transportation cost for product p from facility i 
to facility j by mode m 
Caijm the capacity of arc m between node i and j 
fj setup cost for facility j 
uj the production capacity in facility j 
rj

p capacities consumed by producing a unit of 
product p in facility j 
lj

p production cost of product p in facility j 

 
Decision variables 

1,     
0,                j

if facility j is open
y

otherw ise


= 
  

xijm
p the flow of product p from node i to node j at 

route m 
zj the environmental protection level in facility j 
For convenience, only CO2 emission is considered as 
the only environmental effect which can be measured 
easily and is a very popular index. zj is associated with 
facility j and represents the environmental protection 
level. Higher level of environmental protection 
corresponds to more environmental investment but leads 
to lower CO2 emission [1]. gj(zj) is an increasing 
function which denotes the environmental investment in 
facility j at environmental protection level zj. wj

p(zj) is a 
decreasing function which denotes the CO2 emission in 
facility j for handling product p, at environmental 
protection level zj it is assumed that [0,1 , 2, , ]jz L∈ … . 
eijm

p denotes the total CO2 emission considered by 
transportation product p from node i to node j at route 
m. Objective functions can be defined as follows: 
Objective functions 
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2

( )
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ijm ijm
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e x
∈ ∈ ∈ ∈

∈ ∈ ∈

=

+

∑∑ ∑ ∑

∑ ∑ ∑
 

(2) 

The first objective function measures total cost of whole 
supply chain network. The first term is the setup cost, 
the second term is the environmental investment, the 
third term is the total transportation cost and the last 
term is the total production cost. The second objective 
function measures the total CO2 emission in all the 
supply chain. The first term is the total CO2 emission by 
production activities in all facilities, and the second 
term denotes the total CO2 emission by transportation 
products at the network in all routes. 
Constraints: 

0       p p
ijm ijm

i S m M i C m M
x x j F p P

∈ ∈ ∈ ∈

− = ∀ ∈ ∀ ∈∑ ∑ ∑ ∑
 

(3) 

                        p p
ijm j

i F m M

x d j C p P
∈ ∈

= ∀ ∈ ∀ ∈∑ ∑
 

(4) 

                        p p
ijm i

i F m M

x s i S p P
∈ ∈

≤ ∀ ∈ ∀ ∈∑ ∑
 

(5) 

   p p
j ijm j j

p P i S m M
r x u y j F

∈ ∈ ∈

≤        ∀ ∈∑ ∑ ∑
 

(6) 

p
ijm ijm

p P

x Ca
∈

≤∑
 

(7) 

                                j jz y L j F≤ ∀ ∈  (8) 

( )0       ,     p
ijmx i j A m M p P≥   ∀ ∈ ∀ ∈ ∀ ∈  (9) 

{ }0,1                              jy j F∈    ∀ ∈  (10) 

[ ]  0,         j jz Z and z L j F∈ ∈     ∀ ∈  (11) 

Constraint (3) ensures that inputs of the network are 
equal to outputs. Note that there is no inventory stored 
in the network because this model is a single period. 
Constraint (4) implies that the demand of all customers 
would be satisfied. Constraint (5) is suppliers' capacity 
constraint. Constraint (6) states that the total processing 
requirement of all products produced in facility j should 
not exceed the capacity of the facility, when it is opened 
and ensures that xijm

p=0 when facility j is not opened 
(yj=0). Constraint (7) ensures that the flow of each route 
should not exceed the capacity of the route. If one route 

has some physical or geographic conditions, its capacity 
can define it. For example, if there is no airline between 
two nodes, capacity of that route is zero. Constraint (8) 
indicates that only one environmental level can be 
chosen less than L for opening facility j. Constraints (9), 
(10) and (11) show that xijm

p are non-negative, yj are 
binary variables, and zj are integers in interval [0, L]. 
The above model is an integer model and is not easy to 
solve [1]. For simplicity, some new variables are defied 
in next section to make it easier to solve. 
 
 
 
3. SOLUTION APPROACH 

 
First, due to the discrete and bounded property of zj, we 
introduce a series of binary variables. This action 
decreases solution complexity. 

jl

1,    
z        

0, 

if the environment protection
level l is selected for facility j
otherwise


=   

   

Note that one and only one environmental protection 
level can be selected. Hence, the following property can 
be reached: 

   ,   j jl jl j
l L l L

z z l where z y j F
∈ ∈

= = ∀ ∈∑ ∑
 

(12) 

As the proof of this property we consider two cases. In 
the first case, the facility j is opened. Hence, yj=1. As 
one and only one environmental protection level is 
selected, therefore: 

 
1jl

l L

z
∈

=∑
. 

Suppose that l is selected. Hence, the following term 
can be easily verified: 

 
j jl jl

l L

z l z l z l
∈

= = = ∑
  

In the second case, the facility j is closed, that is, yj=0. It 
follows that zjl=0 for all l, and then: 

 
0j jl

l L

z z l
∈

= = ∑
.  

As the summary of these two cases, we can conclude 
property is correct. 
Then, gjl and wjl

p can be defined as follows: 
( )            jl jg g l l L= ∀ ∈  (13) 

( )          p p
jl jw w l l L= ∀ ∈  (14) 

gjl represents fixed environmental investment in facility 
j under l environmental level, and wjl

p is per-unit CO2 
emission in facility j at l environmental level. For 
eliminating all yj based on the relationship between zjl 
and yj we can redefine fjl such that:  
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    ( , )jl jl jf g f j F l L= + ∀ ∈ ∀ ∈  
 A new type of decision variable is defined, xjl

p, which 
measures the amount of product p, produced in facility j 
at l environmental protection level. 

p p
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(15) 

Now we can introduce the modified model: 
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1                     jl
l L
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(24) 

( )
, 0

           
       

p p
ijm jlx x

ij A p P l L
j F m M

≥

∀ ∈ ∀ ∈ ∀ ∈

∀ ∈ ∀ ∈  

(25) 

{ }0,1                        jlz j F l L∈ ∀ ∈ ∀ ∈  (26) 

In the above formulation, constraints (18), (19), (20), 
and (22) are the same as before. Constraint (21) results 
from constraints (6) and (12). Constraint (23) is the 
same as Equation (5). Constraint (24) ensures that all 
facilities can be opened at only one environmental 
protection level. Constraints (25) and (26) define the 
variable types. It is well known that there exist multiple 

non-dominated solutions for a multi-objective 
optimization problem, called pareto optimal. In this 
paper the normalized normal constraint method by 
messac et al. [20] is applied to solve the multi-objective 
model. This method can yield a well-distributed set of 
all available pareto solutions [1]. The basic idea is that 
we should first normalize the objectives, and install a 
new constraint to find the pareto solution in each step. 

First of all, we should solve the modified model with 
each objective function separately and get the objective 
value µ1

* and µ2
* corresponding to first and second 

objectives, respectively. After that, we normalize the 
two objectives by using the Equation (27). For each 
vector µ= [µ1(x) µ2(x)]T. the normalization design 
matrix is as follows: 

( ) ( ) ( )

( ) ( )
( ) ( )

( ) ( )
( ) ( )

1 2

1* 2*
1 1 2 2

2* 1* 1* 2*
1 1 2 2

[   ]

   

T

T

µ x µ x µ x

µ x µ x µ x µ x

µ x µ x µ x µ x

=

 − −
 =

− −    

(27) 

Hence;  

( )1* [0,1]µ x =   
and 

 ( )2* [1,0]µ x =   
To tune the steps of the pareto solutions we have a 
trade-off between the speed in solving the problem and 
the accuracy of the pareto solutions, where the more 
solution number k, causes the less speed but more 
accurate. Hence, we set k=30 and the step δ=1/(k-
1)=1/29 which is a proper number of the point in the 
pareto solutions, and the model can be solved in a 
reasonable time. Given the weight 0≤ αj ≤1 that is used 
in each step for shift the added constraint by δ to find 
pareto solutions. 

      0,1 , , 1j j j mα δ= × = … −  (28) 

We can generate the corresponding pareto points by 
solving the following sub-problem. 
Sub-problem for jth point (j=0, 1, 2, …, m-1) 

2 ( )min xµ=  (29) 

Subject to: Equation (18) - (26) 

( ) ( )1 2 2 1jx xµ µ α− ≤ −  (30) 

Note that we should solve the above sub-problem m 
times and solving each sub-problem would get a pareto 
point, which is a component of the pareto solutions. As 
it is shown in Figure 2, the pareto solutions is reached 
by joining pareto points of each steps. Our practical 
instances shows adding constraint (30) has little effect 
on computational time of the sub-problems; and all sub-
problems can be solved in a reasonable time.

.
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Figure 2. Performance of normalized normal constraint 
method for a two objective model. 
 
 

 
Figure 3. Pareto solutions. 

 
 

TABLE 2. Results of solving each sub-problem. 

αj 1µ
 

2µ
 

αj 1µ
 

2µ
 

0/30 0 1 16/30 0.216366 0.057381 

1/30 0.006088 0.333515 17/30 0.259475 0.048179 

2/30 0.010969 0.309648 18/30 0.304503 0.040175 

3/30 0.015192 0.286206 19/30 0.353288 0.03314 

4/30 0.028355 0.265392 20/30 0.403527 0.027007 

5/30 0.028437 0.239945 21/30 0.455438 0.021285 

6/30 0.029425 0.215311 22/30 0.509845 0.01674 

7/30 0.033977 0.191257 23/30 0.564444 0.012393 

8/30 0.038995 0.167695 24/30 0.622086 0.00904 

9/30 0.054242 0.148023 25/30 0.681704 0.006387 

10/30 0.056436 0.12358 26/30 0.743981 0.004103 

11/30 0.078073 0.106508 27/30 0.80634 0.002483 

12/30 0.10481 0.09096 28/30 0.866094 0.001401 

13/30 0.137279 0.077905 29/30 0.930538 0.000746 

14/30 0.17685 0.067762 30/30 1 0 

4. COMPUTATIONAL EXPERIMENTS 
 
In this section we want to portrait a real scenario for 
demonstrating the solutions at first and after that we 
focused on the sensitivity analysis and its managerial 
insights. Finally, we have focused on the solution 
approach in different sizes. The problem is solved by 
GAMS 2.0.3.1 and MATLAB 2010a. All the 
experiments are conducted on a PC with Intel Core 2 
Duo 2.40 GHz and 2 GB RAM. Although the data for 
the cases are randomly generated, they can nearly fit a 
real environment. 
 
4. 1. Numerical Examples    In this section an 
example is created by random data to evaluate the 
model and solution approach. The example is a mid-size 
network that has 11 nodes (5 customers, 3 facilities and 
3 suppliers). Four environmental protection levels are 
assumed and there are 3 routes between each pair of 
nodes. The example is solved by GAMS 2.0.3.1 and the 
results are reported as follows. 

The decision variables are (1) which facilities should 
be opened, and (2) which environmental protection level 
should be chose for opened facilities, (3) which 
suppliers should be selected, (4) the flow of products 
between suppliers, facilities and customers, (5) the flow 
of products at each route between nodes. 

First, the modified model solved with first objective 
and µ1(x1*)=476.42 and µ2(x1*)=2827.4 is obtained. 
Then, the modified model solved with the second 
objective and µ1(x2*)=841.08 and µ2(x2*)=1747.9 is 
obtained. Now, we can normalize the objectives for 
using in normalized normal constraint method by 
Equation (27). 

Therefore, k=30 sub-problems should be solved to 
obtain the pareto solutions. Each sub-problem is solved 
and the normalized pareto solutions are reported in 
Table 2. Note that normalized solutions should be at 
interval [0, 1] because the scale of objectives is removed 
by normalizing; hence, we can plot the normalized 
solutions at one diagram. Figure 3 shows the pareto 
solutions achieved in Table 2. Since the solver of 
GAMS cannot result the global optimum, a partial 
entropy is observed at j=4 and j=9. 

For more clarification, solution of the example is 
shown in Figures 4 and 5. Figures 4 and 5 show the 
solutions corresponding to α=1 and α=0 respectively. In 
other words, Figure 4 shows optimal solution of second 
objective function and Figure 5 that of the first objective 
function. Note that  in order to avoid complexity in 
figures, just the flow of first product is shown in Figures 
4 and 5 and there are 5more products. 

 
4. 2. Comparison with ε-Constraint      Epsilon-
constraint method is a useful method for finding pareto 
optimal line, which is used by many researchers [39]. In 
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this section the numerical example is solved by ε-
Constraint method with the same steps (α=30), and the 
results are reported in Figure 4. As it is shown in Figure 
4, normalized normal constraint method is more 
accurate for finding pareto optimal line at the same step 
sizes. Hence normalized normal constraint approach is 
more efficient for solving this model. 

 
 

 
Figure 4. Optimal flow of first product (α=1)

 

 
 

 
Figure 5. Optimal flow of first product (α=0)

 

 
 

 
Figure 6. Comparison with ε-Constraint 

4. 3. Sensitivity Analysis     We are interested in how 
capacity impacts the decision making. We define a 
“capacity ratio” which is the ratio of total network 
capacity over the total demands [1]. We vary this ratio 
from 1.2 to 1.6 and obtain a series of Pareto frontiers 
which are shown in Figure 7. It is clearly evident that 
the Pareto optimal curves move from right to left as the 
ratio increases from 1.2 to 1.6. It implies that, at the 
same CO2 emission level, larger capacity ratio leads to 
less total cost. While at the same total cost, CO2 
emission is decreased by capacity ratio, as expected. In 
other words, supply chain network with larger capacity 
leads to lower total cost and lower CO2 emission. That 
is mainly because when the surplus capacity is installed, 
the network provides more flexibility to conduct the 
logistics such that the cost and the CO2 emission in the 
transportation process will reduce. The higher capacity 
may also provide possibilities that fewer facilities can 
be built and fixed costs will reduce. Note that the 
capacity is assumed external and given. In fact, it is 
possible that installing more capacity needs extra 
expense. Therefore, the decision maker can decide 
whether to improve the capacity of the network or not 
by examining this series of Pareto frontiers. 

We are also interested in how supply impacts the 
decision making. We define a “supply ratio” that is the 
total network supply over the total demands. We vary 
this ratio from 1.2 to 1.6 and obtain a series of Pareto 
frontiers which are shown in Figure 8. It shows that 
when the supply ratio becomes larger, both CO2 
emission and total cost will decrease. This tells us that 
increasing the supply can reduce both the CO2 emission 
and transportation cost becuase it is not necessary to get 
the products from a distant supplier. As a result, if 
possible, it is best for the decision maker to have the 
richer supply and closer to facilities in order to reduce 
the transportation CO2 emission and transportation cost. 

 
 

 
Figure 7. Pareto optimal of different capacity ratio.
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Figure 8. Pareto optimal of different supply ratio.
 

 
 
 

4. 4. Evaluation Of The Model In Large Sizes    In 
this section we evaluate the model in different sizes. As 
the objective of this study is to discover potential 
strategic managerial insights, we choose a mid-size 
sample for numerical examples because it is sufficient 
to represent its real supply chain network and it is 
computationally manageable. But, for evaluation of the 
efficiency of the model in large size problems, we 
compared GAMS results with "Non Dominated Sorting 
Genetic Algorithm-II" method (NSGA-II). 

The proposed NSGA-II was first introduced by Deb 
et al. [21]. In the first step of NSGA-II algorithm, an 
initial population P0 is generated, randomly. In each 
generation t, the following processes are carried out. All 
the offspring chromosomes Qt , the population of 
children, are created with operations namely selection, 
crossover and mutation and they are evaluated. 

Then, all the individuals from Pt and Qt are ranked 
and they are placed in varying fronts. First Pareto front 
which is not dominated by other front is constituted and 
includes all the non-dominated solutions. In order to 
find the solutions in the next front, only the remaining 
solutions are considered. We repeat this process until 
ranking of all solutions are carried out and they are 
assigned to several fronts. After that, the best solutions, 
in the best front and with the most crowding distance, 
are selected for the new population Pt+1. This generation 
is stopped if the stopping criterion is satisfied. The 
overall structure of the NSGA-II is as follows: 

v Create the initial population P0 of size N 

v Estimate generated solutions 

v Rank these solutions by non-domination and sort 
them by crowding distance 

v While stopping criterion is not verified do 

v Generate the offspring population Qt by selection, 
crossover and mutation 

v Constitute the populations of parents and the 
children in Rt = Pt U Qt 

v Sort the solutions of new population Rt in different 
Pareto fronts Fi by the Pareto dominance 

v Pt+1 = 0 

v i=1 

v While |Pt+1|+|Fi|<N do 

v Pt+1 = Pt+1 U Fi 

v i=i+1 

v End while 

v Include in Pt+1, N − |Pt+1| solutions of Fi by 
descending order of the crowding distance 

v End while 
 

In this paper, to solve NSGA-II, the number of 
population is set to 100, termination criterion is set to 
100 and the crossover ratio is set to 1 with the 
possibility of 0.3. We set mutation probability equal to 
0.45 and a mutation rate equal to 0.1. For mutation and 
crossover operations, we have used competitive method. 
The chromosomes in the proposed algorithm are defined 
as follows: [Obj1, Obj2, xijm

p, zj]. The first and second 
terms are the values of objective functions. The third 
term is the flow of products between each route; Note 
that yj (the opened facilities) will be defined by this 
term. And the last term (zj) is environment protection 
level in each open facility. 
 
4. 4. 1 Quality of Solutions     In this paper, we use 
different indexes to measure the performance of the 
algorithm such as the number of Pareto optimal 
solutions, quality of Pareto optimal solutions, CPU 
times, etc. 

Uniform distribution of Pareto optimal solutions is 
the first index, which shows how close the Pareto 
optimal solutions are, and it is as follows: 

( )2

1

1
1

n

i
i

S d d
n =

= −
− ∑

 
(31) 

where n is the number of Pareto optimal solutions, di the 
distance to ith closest optimal solution which is 
calculated as follows,: 

( )1 1 2 2( ) ( ) ( ) ( )min i j i j
i

j
d f x f x f x f x= − + −

 (32) 

It is clear that smaller value of S represents better 
values. 
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Quality of solutions is the second index. Let A and B be 
the quality of the solutions obtained by two algorithms. 
C(A,B) is defined as the ratio which is calculated as 
follows: 

( , )
Number of solutions  dominated by Solutions 

Number of solutions 

C A B
B A

B

=

 
(33) 

Similarly we have: 
( , )

Number of solutions  dominated by Solutions 
Number of solutions 

C B A
A B

A

=

 
(34) 

And: 
( , )( , )

( , ) ( , )
C A BQ A B

C A B C B A
=

+  
(35) 

( , )( , )
( , ) ( , )

C B AQ B A
C A B C B A

=
+  

(36) 

( , ) ( , ) 1Q A B Q B A+ =  (37) 

It is obvious that better quality solutions are more 
desirable. 

The other index is the diversity of the solutions, 
which can be calculated as follows: 

2

,1
( ) ( )max k k

i jk
D f i f j

=

= −∑
 

(38) 

In Equation (38), i and j are the index of solutions and k 
is the index of the objective functions. 

We have evaluated the algorithms in five different 
sizes which are introduced in Table 3. Each size is 
solved 30 times with random examples and the averages 
of the results are reported in Tables 4 to 8. The results 
show that for the small size problems GAMS performs 
accurate and fast. But for solving the medium and large 
sizes NSGA-II is suggested. Small size problems are 
solved with ε-constraint and NNC. Although ε-
constraint is a little faster than NNC, but in the case of 
other indexes (such as number of pareto solutions, 
diversity of pareto solutions, and standard deviation of 
pareto solutions) NNC performs much better. Hence, 
according to the numerical examples, in small size 
problems NNC method is suggested and in medium and 
large sizes, the proposed NSGA-II can perform as well. 

 
 
 

TABLE 3. The size of test problems
 

Test Problems
 

1 2 3 4 5 
Customers

 
5 10 20 40 80 

Facilities
 

3 8 16 32 64 
Suppliers 3 6 12 24 48 
Products 6 6 12 12 24 
Environment investment levels

 
4 4 4 5 5 

Routes
 

3 3 4 5 5 

TABLE 4. Solution time. 

Size ε-Constraint Normalized normal 
constraint NSGA-II 

1 1.46 2.09 61.42 
2 28.41 28.72 191.14 
3 Out of memory Out of memory 673.15 
4 Out of memory Out of memory 2180.56 
5 Out of memory Out of memory 10678.73 

 
 

TABLE 5. The number of pareto solutions. 
Size ε-Constraint Normalized normal constraint NSGA-II 

1 30.87 30.93 52.02 
2 30.83 30.87 44.37 
3 - - 35.7 
4 - - 28.70 
5 - - 17.23 

 
 

TABLE 6. The quality of pareto solutions. 

Size Q (ε-Constraint, 
NNC) 

Q (NNC,  
NSGA-II) 

Q (NSGA-II, 
NNC) 

1 Divide by 0 1 0 
2 Divide by 0 0.96 0.04 
3 - - - 
4 - - - 
5 - - - 

 
 

TABLE 7. The diversity of pareto solutions. 
Size ε-Constraint Normalized normal constraint NSGA-II 

1 1324.33 1337.2 1312.81 
2 3150.32 3176.34 3157.1 
3 - - 7022.51 
4 - - 18355.33 
5 - - 47180.74 

 
 

TABLE 8. Standard deviation of the pareto solutions. 
Size ε-Constraint Normalized normal constraint NSGA-II 

1 95.67 23.46 101.5 
2 106.73 38.83 94.38 
3 - - 80.45 
4 - - 116.78 
5 - - 143.08 

 
 
 

5. CONCLUSION 
 
In this paper a green supply chain network is analyzed 
which considers total cost as the first objective as well 
as environmental effects of production and 
transportation processes as the second objective. 
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Normalized normal constraint method has been 
compared with ε-constraint for small size problems. The 
results showed that NNC is better than ε-constraint for 
achieving pareto solutions in small sizes. The small size 
problems are solved by GAMS 2.0.3.1 and for medium 
and large sizes we have suggested NSGA-II algorithm. 
The results show that this approach can obtain pareto 
solution in a reasonable time and the proposed model 
can be used in a real supply chains. 

As a future research, one can consider a fuzzy 
approach for non-deterministic models. The reverse 
logistic can be applied in the same model or closing the 
loop of the network can be considered as some other 
areas for future studies.  
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 چکیده

 
   

 یک مسأله طراحی شبکه زنجیره تأمین ، که در آن ملاحظات زیست محیطی نیز در نظر گرفته می شوندبررسی به در این مقاله 
مختلف وجود دارد از جمله راه در این مسأله فرض می شود بین هر جفت از نقاط موجود در شبکه چند مسیر . پردازیم می

در این مدل متغیرهاي تصمیم عبارتند از انتخاب از بین تسهیلات بالقوه، سطح . زمینی، راه آهن، راه هوایی، راه دریایی و غیره
. سرمایه گذاري زیست محیطی در هر تسهیل و جریان هر یک از محصولات در هر یک از مسیرها بین هر جفت نقطه از شبکه

جاد توازن بین هزینه کل و میزان اثرات زیست محیطی، این مدل به صورت یک مدل بهینه سازي چند هدفه مطرح جهت ای
مقایسات حاکی از مناسب بودن . جهت ارزیابی مدل و رویکرد حل آن، به حل چند مثال عددي پرداخته شده است. شده است

  مدل و رویکرد حل آن می باشند
 
  

doi: 10.5829/idosi.ije.2013.26.09c.04 

 
 
 
 


