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Abstract   This paper considers the single machine scheduling problem with precedence constraints 
and deteriorating jobs and a mathematical model based on binary integer programming (BIP) is 
developed. Since the precedence constraints exist, a job cannot start before completion of its all 
predecessors. The proposed model consists of two steps: in the first step, the earliest starting time of each 
job is computed; then the results are used in the second step in which an optimal sequence between jobs 
is determined with the aim of minimizing the total completion time. Finally, a numerical example is 
presented and solved using optimization software LINGO 8.0. 
 

 

Keywords   Single Machine, Scheduling, Precedence Constraints, Job Deterioration, Mathematical 
Modeling 

 

. پـردازد یم ریپذزوال يو کارها يازین شیپ يهاتینه با محدودیتک ماش ين مقاله به مسئله زمانبندیا   چکیده
وجـود  . توسـعه داده شـده اسـت    ينریح بـا یعدد صـح  يزیربراساس برنامه یاضیک مدل رین منظور، یا يبرا

خـود   يازهـا ینشیپ ـ یل تمامیز تکمش ایشود که کارها نتوانند پیسبب مدر مسئله  يازین شیپ يهاتیمحدود
. شـود یم ـ ن زمان شروع هر کار محاسـبه یدر مرحله اول زودتر: است شدهمدل در دو مرحله ارائه . آغاز شوند

ک مثال یدر انتها . شودین میین کارها با هدف حداقل کردن زمان کل تعیبنه یبه یک توالی، ن گامیسپس در دوم
  .حل شده است LINGO 8.0افزار ارائه و با نرم يعدد

 
 

1. INTRODUCTION AND LITERATURE 
REVIEW 

 
The single machine scheduling problem has been 
widely enriched over the past years. The aim of 
most researches is to approach the models to the 
real world situations. In this paper, the 
deteriorating jobs are concerned to schedule the 

jobs with the existence of precedence constraints. 
In many realistic applications, jobs may 
deteriorate, while waiting to be processed. For 
example, a drop in the temperature of an ingot, 
while waiting to enter the rolling machine, requires 
the ingot to be reheated before rolling. 
 

mailto:nima.hamta@aut.ac.ir
mailto:fatemi@aut.ac.ir
mailto:unesbahalke@ind.iust.ac.ir
mailto:hrgolpaigani@ind.iust.ac.ir


116 - Vol. 24, No. 2, June 2011                                                                                IJE Transactions A: Basics 

1.1. Review on deteriorating job scheduling 
problems   The deteriorating jobs were first 
introduced by Browne and Yachiali [1]. They 
defined the processing times for this type of jobs as 
a linear function of their starting time ( + )j j ja b .St , 
where aj is the fixed part of processing time, bj the 
deterioration growth rate, and Stj the starting time 
of job j. Since then, deteriorating job scheduling 
problems have been widely discussed. Oron [2] 
studied a single machine scheduling problem with 
simple linear deterioration. He assumed that job 
processing time is a simple linear function of a job-
dependent growth rate and the job starting time and 
tried to minimize the total absolute deviation of 
completion times (TADC). 

Low et al. [3] investigated the non-preemptive 
case with the availability constraint and the 
objective function of minimization of the make-
spam. They developed a 0-1 integer programming 
model and showed that the problem is NP-hard. 
Then, they proposed some heuristics based on the 
bin packing concepts and a good maintenance 
starting strategy when half the jobs have been 
already processed. Raut et al. [4] introduced a 
capacitated single machine case and proposed 
several heuristics based on a multiplicative piece-
wise metric as an approximation of the slope of job 
value deterioration. Wang [5] considered the single 
machine scheduling problem with the effects of 
learning and deterioration, i.e. the processing time 
of jobs are defined by functions of their starting 
times and positions in the sequence. He proved that 
by considering the learning effect and deteriorating 
jobs, single-machine make-spam and sum of 
completion times (square) minimization problems 
remain polynomial solvable. Furthermore, he 
showed that the WSPT and EDD rules can 
construct the optimal sequence for the weighted 
sum of completion times and the maximum 
lateness, respectively. 

Cheng and Sun [6] studied several single 
machine scheduling problems in which the 
processing time of each job was a linear function 
of its starting time (deterioration) and jobs could be 
rejected by paying penalties. The objectives were 
minimizing the make-spam, the total weighted 
completion time and the maximum 
lateness/tardiness plus the total penalty of the 
rejected jobs. They showed that all these problems 
are NP-hard and also proposed algorithms based 

on dynamic programming including pseudo-
polynomial time optimal algorithms and fully 
polynomial time approximation schemes to solve 
the problem. Lee et al. [7] investigated the problem 
of m-machine permutation flow shop which aims 
to minimize the total completion time and studied 
several deterioration patterns. They also proposed 
a dominance rule and a lower bound to make an 
efficient branch-and-bound algorithm. Ji and 
Cheng [8] studied a parallel machine scheduling 
problem in which the processing time of each job 
was a simple linear function of its starting time. 
They developed a fully polynomial-time 
approximation scheme for the case with m-
machines. Lee et al. [9] considered a two-machine 
flowshop scheduling problem to minimize the 
make-spam in which job processing times defined 
as increasing functions of their starting times. They 
proposed an exact algorithm to solve the problems 
in a reasonable time and three heuristics to obtain 
the near optimal solutions. They conducted a 
simulation study to evaluate the performance of the 
proposed heuristics and investigated the impact of 
the different deterioration rates.  
 
1.2. Review on precedence constrained 
scheduling problems   Recently, some 
researchers have taken into account the scheduling 
problems with precedence constraints. In many 
realistic situations due to technological and/or 
organizational requirements, jobs cannot be carried 
out in an arbitrary sequence and a set of 
precedence relations specify the permissible orders 
of performing the jobs. Few studies have 
considered precedence constrained scheduling 
problems. Kim et al. [10] proposed a heuristic 
procedure for parallel machine scheduling 
problems where multiple jobs with s-precedence 
constraints are processed on multiple identical 
parallel machines. Hanen and Kordon [11] 
compute periodic cyclic schedules for linear 
precedence constraints graphs with a linear 
programming model. They presented a polynomial 
algorithm with the aim of minimizing the maximal 
period of a task.  

Since some real world problems are usually 
simplified in the solution process with temporal 
constraints, Bredström and Rönnqvist [12] used 
combined vehicle routing and scheduling model 
with temporal precedence and synchronization 
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constraints. They compared a direct use of a 
commercial solver with a proposed heuristic 
method. Giroudeau et al. [13] presented a 
scheduling approximation to schedule unitary tasks 
with precedence constraint and large 
communication delays. They used a polynomial-
time approximation algorithm. 

Lo et al. [14] proposed a modified ant colony 
optimization approach to solve the scheduling 
problems with precedence and resource 
constraints. Cakar et al. [15] used genetic 
algorithm (GA) and simulated annealing (SA) 
method for minimizing the mean tardiness, when 
jobs with n-number of precedence constraints are 
assigned on m-number of parallel robots. They 
showed that GA gives better results than SA. 
Pedersen et al. [16] developed a solution method 
for minimizing make-spam of a practical large-
scale scheduling problem with elastic jobs. They 
presented a new method to approximate the server 
exploitation of the elastic jobs, while the jobs are 
processed on three servers and restricted by 
precedence constraints, time windows and capacity 
limitations. They solved the problem using a tabu 
search algorithm. 

Lushchakova [17] suggested an O(n2) algorithm 
for a scheduling problem with two identical 
parallel machines, equal processing times and 
precedence constraints. Coll et al. [18] introduced 
a new integer programming formulation for the 
problem of multiprocessor scheduling under 
precedence constraints. Ramachandra and 
Elmaghraby [19] developed a binary integer 
program (BIP) and a dynamic program (DP) for 
sequencing precedence related jobs on two 
machines problem and then proposed a genetic 
algorithm (GA) for solving different problem sizes.  

In this paper, single machine scheduling 
problem with deteriorating jobs and precedence 
constraints between jobs are studied. Due to the 
existence of precedence constraints, some jobs are 
not available at time zero. In other words, a job is 
available when all of its predecessors have been 
processed. On the other hand, jobs deteriorate 
while waiting to be processed. The earliest 
available time of job j is defined as the minimum 
completion time of all predecessors, if the 
predecessors are processed before it. Thus, the 
earliest available time of each job should be 
computed firstly, and then the results are used to 

determine a sequence for the jobs with the aim of 
minimizing the make-spam. 

The paper is organized as follows. In Section 2, 
the problem is defined, the assumptions and 
notations are introduced, and the mathematical 
formulation of the model is developed. In Section 
3, a numerical example is provided to elaborate the 
performance of the proposed model. Finally, 
Section 4 is devoted to conclusions and 
recommendations for future works. 
 
 

2. PROBLEM DESCRIPTION 
 
Let there be N jobs, 1 2 NJ ,J ,...,J in the presence of 
precedence relations between jobs. The earliest 
starting time (available time) of each job is 
dependent on its predecessors. The processing time 
of each job is defined as = + ( )j j j j jp a b . St - Es , 
where aj is the fixed part of the processing time, bj 
is the growth rate of the deterioration, Stj is the 
starting time of job j, and Esj is the earliest starting 
time of job j. According to the above-mentioned 
relation, when there is a delay in starting time of a 
job, the processing time of that job increases. Due 
to the existence of precedence constraints (s-
precedence), a successor cannot be processed 
before all its predecessors are performed 
completely.  
 
2.1. Assumptions   The addressed problem in 
this paper is characterized as follows: 
1. As mentioned before, the processing time of 

each job is defined as: = + ( )j j j j jp a b . St - Es . 
2. The jobs are dependent on each other. 
3. The deterioration growth rate is independent of 

the machines. 
4. The earliest starting time of job j (Esj) is the 

minimum total completion time of all its 
predecessors, if only these jobs are processed 
before job j. In fact, the earliest start time for 
each job is calculated separately and it assumes 
that just all the predecessors of that job are 
done before.      

5. No job preemption is allowed. 
6. Two dummy jobs are defined, one of them is 

assigned to the first sequence, and the other is 
assigned to the last sequence. The processing 
time of these jobs is zero. 
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2.2. Notations   Before the mathematical 
formulation is presented, we introduce the 
following notations: 
N the number of all jobs 
ni the number of predecessors of job i 
Epi set of immediate predecessors of job i  
Jp set of jobs that have predecessor  
Apr(i)  set of all predecessors of job i 
i, j 0,1, ..., 1j N∈ +{ }  designate the job. Job 0 

and job N+1 are dummy jobs, which are 
always at the first and at the last sequence 
positions, respectively. 

Stj starting time of job j, 0,1, ..., 1j N∈ +{ }  
pj processing time of job j, 

0,1, ..., 1j N∈ +{ }  
Cj completion time of job j 
bj the growth rate of the processing time of 

job j 
aj fixed part of the processing time of job j 
Esj the earliest starting time of job j 
M a large positive number 
 
Decision variable 

1 if  job  immediately follows job 
=

0 otherwise.ij

j i
x 




 

 
2.3. Mathematical formulation   According to 
the aforementioned notations, we have the 
following formulation: 

Objective functions 

1 ( )= ×∑∑
N+1 N+1

ij j
j=0 i=0

x pMinZ                                           (1) 

 

2 ( )= ×∑∑
g rn +1 n +1

rg g
g=0 r=0

x pMin Z              (2)              

 (r) (g)r Apr , g Apr∈ ∈                                     
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 1, 2, ..., 1j N
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= +
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1, 2, ..., 1j N

≥ +

= +
j j jC St p  
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≥ +i r rSt p St  

ir Ep , i Jp∈ ∈  
 

 
 
 

(9) 

10  0  00 N 0St , Es , Es+= = =   
 

  

0 0C =  
  0i j jC , St , P ≥  

  

{ }0,1ijx ∈  
  

 
In the above model, Relation (1) is the objective 
function that aims to minimize make-spam.  
Relation (2) is used to compute the earliest starting 
time of each job. Constraint (3) guarantees that 
always one job, job i, is assigned before job j. 
Constraint (4) states that each job (except the last 
job), immediately is followed by one job, job j. 
Constraint (5) ensures that a dummy job (i=0) is 
assigned to the first sequence position. Constraint 
(6) states that if job i is followed by job j, the 
starting time of job j will be greater than or equal 
to the completion time of job i. Relation (7) 
calculates the processing time of each job via a 
linear function of starting time, fixed part and the 
growth rate of its processing time. Constraint (8) 
expresses that the completion time of each job is at 
least equal to the sum of its starting time and 
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processing time. Constraint (9) ensures that the 
staring time of each job is greater than or equal to 
the completion time of its predecessors. 

Note that, by considering ni as the number of 
predecessors of job i, the earliest starting time of 
that job is computed in the first step (Step 1). The 
obtained results of Step 1 are used as input data to 
compute the earliest starting time of all jobs. Then, 
the best sequence of jobs is determined to 
minimize the make-spam (Step 2). 
 
2.4. Solution procedure   In this subsection, the 
solution procedure of the problem is described 
with a flowchart given in Figure 1. In the first step 
of the single objective model, the earliest starting 
time of all jobs are calculated separately. This step 
is divided into several stages on the basis of the 
number of existing jobs. In each stage while 
calculating the earliest starting time of job i, a 
detailed sub-problem from the basic original 
problem is constructed in which the existing jobs 
are direct or indirect predecessors of job i with the 
objective function of make-spam. The optimum 
make-spam of the sub-problem is obtained when 
job i is performed at the earliest starting time in the 
sequence. Then in step 2, the calculated earliest 
starting time of all jobs is assigned to Relation (7) 
and the model proceeds to obtain the optimum 
value of make-spam for the basic original problem. 
Next section gives a numerical example to clearly 
demonstrate the solution process.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
3. NUMERICAL EXAMPLE 

 
This section presents a numerical example with 8 
jobs to clarify the developed model and the 
solution process. The corresponding precedence 
graph is given in Figure 1. The aim is to assign 
these jobs in a sequence so that the make-spam of 
the problem is minimized. The earliest starting 
time of jobs with no predecessor is 0. For example 
as it is shown in Figure 2, job 1 has no 
predecessor; therefore, its earliest starting time is 
0. Tables 1 and 2 report the input data of the 
problem. Table 3 presents the results of the first 
step. For example in stage 5, only the predecessors 
of job 6 are considered and a sequence with the 
aim of minimizing total completion time is 
determined by considering the earliest starting time 
of jobs. 
 
 

1 

2 5 

3 

6 

7 

4 

8 

 
 

Figure 2. Precedence diagram for a numerical example 
with 8 jobs. 

 
 
 

TABLE 1. The Fixed Part of the Processing Time (aj). 
 

Job No. 1 2 3 4 5 6 7 8 

aj 2 3 4 3 3 2 3 3 
 
 

 
TABLE 2. The Growth Rate of the Processing Time (bj). 

 

Job 
No. 1 2 3 4 5 6 7 8 

bj 0.25 0.3 0.45 0.5 0.25 0.4 0.65 0.7 
 
 
 
 

Figure 1. Flowchart of the solution procedure. 

Start 

Consider all direct and indirect predecessors 
of all jobs and separate the main problem to 
the detailed subproblems. 

Step 1 

Calculate the earliest starting time of all jobs. 

Start Step 2 and optimize makespan of the 
original problem. 
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TABLE 3. The Results of Step 1. 

 

Stage The sequence of 
all predecessors of job i 

Value of 
Es 

Job 
i 

1 0 21d d→ → 2 2 

2 0 21d d→ → 2 3 

3 0 21d d→ → 2 4 

4 0 31 2d d→ → → 5 5 

5 0 41 4 3d d→ → → → 10.35 6 

6 0 51 3 2 5d d→ → → → → 14.5 7 

7 0

8

1 4 3
6 2 5 7

→ → → →

→ → → →

d
d

 34.52594 8 

 
 

In the solution procedure, two dummy jobs are 
defined: one is for the first sequence and the other is for 
the last sequence so that the model would be defined 
correctly. In order to demonstrate the solution procedure 
clearly, the precedence diagrams of stages 5, 6 and 7 are 
illustrated in Figures 3-5, respectively. Tables 4 and 5 
show the final results of the model. In this paper, all 
models have been solved using optimization software 
LINGO 8.0. 

 
 

 

 
Figure 3. Precedence diagram of stage 5. 

 
 
 

 
 

Figure 4. Precedence diagram of stage 6. 
 

 

 
Figure 5. Precedence diagram of stage 7. 

 
 

TABLE 4. The Final Results of the Model. 
 

Job Starting time of job (j) Processing time of job (j) 
1 0 2 
2 12.35 6.105 
3 5 5.35 
4 2 3 
5 18.455 6.36375 
6 10.35 2 
7 24.81875 9.707187 
8 34.52594 3 

 
 

TABLE 5. Optimum Sequence of Jobs and Corresponding 
Make-spam. 

 

The optimum sequence of jobs 

0 91 4 3 6 2 5 7 8d d→ → → → → → → → →  
 

The value of objective function (make-
spam) 

37.52594 

 
 
 

4. CONCLUSIONS AND FUTURE WORKS 
 

Single machine scheduling is the process of 
assigning a group of jobs to a single machine or 
resource. The jobs are arranged so that one or more 
performance measures may be optimized. This 
problem has been widely enriched over the past 
few years with many realistic approaches and 
much effort has been made to reduce the distance 

1 

2 5 

3 

6 

7 

4 

1 

2 5 

3 

1 3 

4 
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between the academic theory and the industrial 
reality. Relating to this issue, this paper addressed 
the single machine scheduling problem with 
precedence constraints and deteriorating jobs. A 
mathematical model based on 0-1 integer 
programming was developed. The proposed model 
consists of two steps: in the first step, the earliest 
starting time of each job is computed, and then the 
results are used in the second step to determine an 
optimal sequence for jobs so that the total 
completion time of the model (make-spam) is 
minimized. To demonstrate the solution procedure 
of the model, a numerical example was explained 
in details.  

Development of another exact solution 
technique (e.g., branch-and-bound method) or an 
effective metaheuristic algorithm (e.g., genetic 
algorithm or simulated annealing) to solve 
relatively large scale problems is a challenging 
area for future works. 
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