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Abstract   Several approaches have been introduced in literature for active noise control (ANC) 
systems. Since Filtered-x-Least Mean Square (FxLMS) algorithm appears to be the best choice as a 
controller filter. Researchers tend to improve performance of ANC systems by enhancing and 
modifying this algorithm. This paper proposes a new version of FxLMS algorithm. In many ANC 
applications an online secondary path modelling method using a white noise as a training signal is 
required to ensure convergence of the system. This paper also proposes a new approach for online 
secondary path modelling in feedfoward ANC systems. The proposed algorithm is designed in a way 
that the injection of white noise is stopped at the optimum point, when the modelling accuracy is 
sufficient. In this approach, a sudden change in secondary path during the operation makes the 
algorithm to reactivate injection of the white noise to adjust the secondary path estimation. Benefiting 
new version of the FxLMS algorithm and not a continual injection of white noise during system 
operation makes the proposed system more desirable, also improves the noise attenuation and 
convergence rate. Comparative simulation results shown in this paper indicate effectiveness of the 
proposed approach. 
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از زمانی که .  معرفی شده اند(ANC)تاکنون روش های زيادی برای سيستم های کنترل فعال نويز چكيده       

کنند تا   به عنوان بهترين انتخاب برای فيلتر کنترل کننده شناخته شده است، محققان تلاش میFxLMSالگوريتم 
اين مقاله يک نسخه جديد . گوريتم ارتقاء دهندعملکرد سيستم های کنترل فعال نويز را با بهينه تر کردن اين ال

 اطمينان از همگرايی برایدر بسياری از کاربردهای کنترل فعال نويز، . کند  را مطرح میFxLMSاز الگوريتم 
نويز سفيد به عنوان سيگنال آموزشی، مورد نياز  به کارگيرنده سيستم يک روش آنی مدل سازی مسيرثانويه

رائه ايدی برای مدل سازی مسيرثانويه در سيستم های پيش خورد کنترل فعال نويز اين مقاله روش جد. است
الگوريتم پيشنهادی بگونه ای طراحی شده است تا در زمانی که دقت مدل سازی به ميزان مناسبی . دده می

گهانی در در اين روش، يک تغيير نا.  از تزريق نويز سفيد در نقطه ای به نام نقطه بهينه جلوگيری کند،رسيد
 تصحيح تخمين مسيرثانويه، تزريق نويز سفيد برایشود تا الگوريتم  مسيرثانويه هنگام عملکرد سيستم موجب می

 و پرهيز از تزريق ممتد نويز سفيد در حين FxLMSبا بهره گيری از نسخه جديد الگوريتم . را مجدداً فعال کند
نتايج شبيه . يزان تضغيف نويز و نرخ همگرايی ارتقاء يابدعملکرد سيستم، روش ارائه شده دلخواه تر گرديده و م

 .کنند سازی ارائه شده در اين مقاله بر مؤثر بودن روش پيشنهادی تأکيد می
 

 
1. INTRODUCTION 

 
In recent years, active noise control (ANC) and 

active vibration control have received a 
considerable attention [1,2]. An ANC system is 
based on a destructive interference of an anti-noise 



232 - Vol. 21, No. 3, September 2008 IJE Transactions A: Basics 

 
 
 

 
Figure 1. Block diagram of feedforward ANC system. 

with equal amplitude and opposite phase replica 
primary noise (x(n) in Figure 1). Following the 
superposition principle, the result is cancellation or 
reduction of both noises [1]. ANC is a technique 
that efficiently attenuates low frequencies 
unwanted noises where passive methods are either 
ineffective or tend to be very expensive or bulky. 
     ANC is based on either feedback structure, 
where the controller filter tries to reduce the 
unwanted noise without measuring the reference 
noise, or feedforward structure where the reference 
noise is captured (using reference sensor) before it 
passes through the acoustic path. Since the 
feedforward structure (Figure 1) measures primary 
noise (x(n) in Figure 1), it appears to be more 
efficient than the feedback structure in ANC 
applications. This is the reason that significant 
ANC improvements are mainly taken place for 
feedforward structure [1,3-5,8]. 
     Non-linearity or inaccuracy in secondary path 
transfer function S(z), the path leading from the 
noise controller output to the error sensor 
measuring the residual noise, generally causes 
instability to the standard least mean square (LMS) 
algorithm. Several developments of the LMS 
algorithm have been introduced to solve this 
problem. In general, Filtered-x-Least Mean Square 
(FxLMS) algorithm is used to overcome the 
instability problem [1]. The FxLMS algorithm uses 
estimation of the secondary path to reimburse the 
problem raised by the transfer function. In practical 
cases the secondary path is usually time varying or 
non-linear, which leads to a poor performance or 
system instability. Therefore, online modelling of 
secondary path is required to ensure convergence 
of the ANC algorithm [5,7-9]. 
     Most online secondary path modelling 
techniques entail injection of the additional random 

noise as a training signal to afford the felicitous 
estimation of the secondary path [1]. White noise 
is usually utilized as an ideal training signal in 
modelling the secondary path [7-9]. 
     The proposed system is based on a new version 
of FxLMS algorithm, as the main part of the 
system, and a new online secondary path estimator. 
In ANC applications, usually step size of the 
adaptive filter is set to a low value. This prevents 
the system to diverge when power of the reference 
signal x(n) is increased. However, once the power 
decreases the low value of the step size reduces the 
noise attenuation and convergence rate of the 
adaptive filter. Thus, if the step size could be 
increased when the power decreases, and vice 
versa, the system performance would be raised 
significantly. On the other hand, the step size could 
be correspondingly changed with power of the 
generated white noise, as it accordingly affects the 
convergence rate of the secondary path modelling 
[9]. This allows using a bigger step size during the 
system operation. By considering the above 
situations we propose a new technique in this paper 
which employs a varying step-size for the adaptive 
filter during the system operation. 
     Similar to other existing approach [3-8], the 
proposed algorithm uses white noise to model the 
secondary path. To increase performance of the 
algorithm in the secondary path modelling, we 
employ a new variable step size (VSS) LMS 
algorithm, as the first novelty for the proposed 
system. Secondly the VSS-LMS algorithm is 
stopped at the optimum point. We show that this 
technique could significantly improve performance 
of the system in noise attenuation. In addition, not 
continually having the white noise makes the 
system more desirable as continuous existence of 
the noise in the environment may have an 
unpleasant result. 
     Common secondary path modelling methods 
use off-line estimation of the secondary path prior 
to online modelling [7,8]. Off-line estimation can 
be obtained when the primary noise is absent. 
However, in many practical cases the primary 
noise exists even during the off-line modeling. 
This adversely affects the accuracy of the 
modeling filter. Therefore, the proposed approach 
is able to maintain both the convergence rate and 
the noise reduction performance without using the 
off-line estimation. It shows that this online 
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estimation of the secondary path has no impact on 
the accuracy of the estimation. 
     The organization of this paper is as follows. In 
Section 2, the feedforward ANC system is briefly 
described. Section 3 introduces the online 
secondary path modeling method followed by the 
proposed approach. In Section 4, we illustrate our 
simulation results, and finally in Section 5 
conclusions are drawn. 
 
 
 

2. FEEDFORWARD ANC SYSTEM 
 
Block diagram of a feedforward FxLMS ANC 
system is shown in Figure 2 [1]. Here, P(z) is the 
primary path, the acoustic response from the 
reference noise source to the error sensor; and S(z) 
represents the secondary path. In this figure, )z(Ŝ  is 
estimation of the secondary path S(z). 
     The secondary signal y(n) is generated as: 
 

),n(Lx)n(Tw)n(y =  (1) 

 
Where T(n)]1L(n)...w1(n)w0[ww(n) −=  is the tap-
weight vector, and 

T1)]L1)...x(n[x(n)x(n(n)Lx +−−=  is the L sample 
reference signal vector. These coefficients are 
updated by the FxLMS algorithm as follows: 
 

(n)x̂(n)e(n)wμ(n)w1)(nw ′+=+ , 0wμ > , (2) 

 
Where μw is the step size, and 

T)]1Ln(x̂)...1n(x̂)n(x̂[)n(x̂ +−′−′′=′  is the filtered 
reference signal vector. The reference filtering 
signal through (z)Ŝ  is: 
 

(n)M(n)xTŝ(n)x̂ =′  (3) 

 
Where T(n)]1Mŝ(n)...1ŝ(n)0ŝ[(n)ŝ −=  is the impulse 

response of the modelling filter (z)Ŝ , and 
T1)]M1)...x(n[x(n)x(n(n)Mx +−−=  is an M 

sample reference signal vector. 

3. ONLINE SECONDARY PATH MODELING 
METHOD 

 
3.1. Existing Approaches 
 
3.1.1. Eriksson’s method   The basic online 
secondary path modelling method which uses 
random noise as a training signal (Figure 3) was 
proposed by Eriksson, et al [3]. The authors have 
introduced a new adaptive filter to model S(z) 
during online operation of ANC system. The 
residual error signal e(n) of this algorithm is 
expressed as: 
 

)n(v)n(s)n(v),n(y)n(s
)n(y(n),v(n)yd(n)e(n)

∗=′∗
=′′+′−=

 (4) 

 
Where v(n) is an internally generated white 
Gaussian noise injected at the output of the control 
filter W(z). 
 
 

     In the Figure 3 )z(Ŝ  is the modelling FIR filter 
with length M that generates )n(v̂′  expressed 
below: 
 

(n)M(n)vTŝ(n)v̂ =′ , (5) 
 
Where T(n)]1Mŝ(n)...1ŝ(n)0ŝ[(n)ŝ −=  is the impulse 

response of the modelling filter (z)Ŝ , and 
T1)]M1)...v(n[v(n)v(n(n)Mv +−−= . 

     As the figure shows, (n)v̂′  generates the error 
signal for the modelling filter )z(Ŝ  given as: 
 

(n)v̂(n)]v(n)y[d(n)f(n) ′−′+′−=  (6) 
 
The error signal used for the control filter W(z) is: 
 

(n)v(n)]y[d(n)g(n) ′+′−=  (7) 
 
Coefficients of the modelling filter )z(Ŝ  are 
updated as follows: 
 

)n(v)(n)fn (sμ)n( ŝ)1n(ŝ +=+  (8) 
 
Where )n(sμ is the step-size parameter of the 
modelling process. Finally coefficients of the 
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Figure 2. Block diagram of a feedforward FxLMS ANC system. 
 
 
 

 
 

Figure 3. Eriksson’s method for online secondary path modeling [3]. 

control filter W(z) are updated as below: 
 

(n)x̂(n)e(n)wμw(n)1)w(n ′+=+  (9) 
 
3.1.2. Zhang’s method   Several methods have 
later been proposed which improved performance 
of the Eriksson’s method [3-8]. All of these 
approaches enhanced the online secondary path 
modelling method to increase the modelling 
accuracy. To achieve this result an additional white 
noise, v(n), is needed. Such an additional noise has 
no correlation with the primary noise and hence 
cannot be attenuated or cancelled by the ANC 
system. Thus, the introduced enhancements in 
these methods are in such a way to control the 
injected noise (v(n)). 
     Here we briefly described Zhang, et al [6] who 
obtained good performance. Consider Figure 4 
which shows Zhang’s method for an ANC system. 
     This method is based on a set of cross-updated 
adaptive filters, W(z), )z(Ŝ , C(z). The error signal, 

g(n), for the control filter W(z) is expressed as: 
 

(n)v̂(n)v(n)yd(n)g(n) ′−′+′−=  (10) 
 
This error signal is also used to update third filter 
C(z). This filter generate an output signal u(n) used 
in error signal of LMS algorithm associated with 

)z(Ŝ  which is given as: 
 

)n(u)n(v̂)n(v)n(y)n(d)n(f −′−′+′−=  (11) 
 
When C(z) converge, 0)n(f)n(g)n(u →⇒≈  
which is exactly the desired event. 
     This method obtained high performance as 
described in [6]; however, it increased the design 
complexity of the ANC system. The complexity 
cost of the system decreases the noise reduction 
performance and convergence rate of secondary 
path modelling. 
 
3.1.3. Akhtar’s method   Among the most recent 
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Figure 4. Zhang’s method [6] for online secondary path modeling. 
 
 
 

 
 

Figure 5. Akhtar’s method [8] for online secondary path modeling. 

online secondary path modelling methods, the 
method presented by Akhtar, et al [8] appears the 
best choice. This method achieved a high 
performance with lower complexity. 
     Akhtar’s method (Figure 5) is a modified version 
of Eriksson’s method [3]. This method utilizes VSS-
LMS algorithm for modelling filter and uses f(n) as 
error signal for both )z(Ŝ  and W(z). 
     The VSS-LMS algorithm is used to update 
modelling filter )z(Ŝ  coefficients. For more detail 
on theory of this algorithm readers may refer to 
[8]. The modelling filter in (8) is updated using the 
step-size parameter ( )n(sμ ) of VSS-LMS 
algorithm and this parameter is calculated using 
the following three steps [8]: 
 
• Initially, the power of error signals e(n) and 
f(n) are computed: 
 

(n)2λ)e(11)(neλP(n)eP −+−=  

(n)2λ)f(11)(nfλP(n)fP −+−= , 19.0 <λ< . (12) 
 
• Then, the ratio of the estimated powers is 
obtained: 
 

(n)e(n)/PfPρ(n) =  
 

1ρ(0) ≈ , 0ρ(n)nlim →∞→  (13) 
 
• Finally, the step size is calculated as 
follows: 
 

maxsρ(n))μ(1
minsρ(n)μ(n)sμ −+= , (14) 

 
where 

maxsμ,minsμ  and λ are experimentally 

determined. Using VSS-LMS algorithm increases 
the modelling accuracy and correspondingly 
improves system performance. Indeed, Akhtar’s 
method completely provides these features. 
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Figure 6. Proposed method for ANC feedforward systems with online secondary path modeling. 

3.2. Proposed Method   Here we suggest a new 
version of the FxLMS algorithm to increase noise 
attenuation and convergence rates. To improve the 
performance, the adaptive filter step size wμ  
adaptively changes the following power variations 
of the reference noise and the generated white 
noise alike. In addition, a new online secondary 
path modelling on the basis of VSS-LMS 
algorithm is proposed in this paper. 
     Figure 6 shows the proposed system block 
diagram. Usually wμ  in (9) is set to a low value. 
This prevents the system to diverge when power of 
the reference signal x(n) is increased. 
     However, once the power decreases the low 
value of wμ  reduces the noise attenuation and 
convergence rate of the adaptive filter (W(z)). 
Thus, if wμ  could be increased when the power 
decreases, and vice versa, the system performance 
would be risen significantly. On the other hand, the 
step size wμ  can correspondingly be changed with 
the power of the generated white noise, as online 
estimation of the secondary path is used. When 
power of the generated white noise increases, the 
secondary path modelling convergence rate raises 
[9]. This allows using a bigger wμ  during the 
system operation. By considering the above 
situations we propose the following procedure to 
vary the step-size ( wμ ) during the system 
operation.  

     Let consider 
)n(xP

)n(vP
, where Pv(n) and Px(n) 

represent power of the generated white noise v(n) 

and the reference signal x(n), respectively. By 
adding this new term to (9) the filter step size adapts 
with the power variations of the above signals: 
 

(n)x̂(n)f(n)wμ(n)xP

(n)vP
w(n)1)w(n ′+=+  (15) 

 
We estimate power of these signals as: 
 

(n)2γ)x(11)(nxγP(n)xP −+−= , 
 

(n)2γ)v(11)(nvγP(n)vP −+−= , (16) 
 
Where γ is the forgetting factor (0.9 < γ <1). 
     The online secondary path estimations are the 
same as Akhtar’s method, except we add the above 
new term to (13) to maintain sμ  variations with 

wμ  as follows: 
 

(n)eP(n)xP

(n)fP(n)vP
ρ(n)

+

+
=  (17) 

 
Apart from the above modifications, the main point 
which results in an increased noise attenuation, 
modelling accuracy and convergence rate is due to 
preventing continuous injection of white noise 
during system operation. This is not the continual 
injection of the white noise that makes the system 
more desirable. Thereby, the modelling algorithm 
must be stopped at the point where the modelling 
filter accuracy is sufficiently high, called the 
optimum point. 
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Here, the VSS-LMS algorithm is briefly described 
to show the way, which the optimum point is 
obtained. The VSS-LMS algorithm is initially set to 
a small step size. During the process of this 
algorithm, sμ  is increased as the error signal f(n) 
decreases and vice versa. It needs to be noted that 
any increase of the step size corresponds to a faster 
convergence of the adaptive algorithm. 
Consequently, once W(z) is slow in reducing e(n), 
the step size remains small which results in a lower 
convergence rate. Hence, the modeling filter, )z(Ŝ , 
converges to a good estimation when f(n) decreases. 
This happens when sμ  increases as high as 

maxsμ . 

Thus, the injection of the white noise is stopped at 
the optimum point which is measured using: 
 

αsμmaxsμ <− ,   4101α5101 −×≤<−×  (18) 

 
As can be seen from Figure 6, this condition 
validity is monitored at the performance 
monitoring stage. By setting α to a lower value, 
the modelling error as well as the convergence rate 
is decreased, which results in an accurate 
modelling of the secondary path. 
     In some practical cases the secondary path may 
suddenly change. This event derives the system to 
diverge. To prevent such effects, )z(Ŝ  needs to be 
updated. Existing online secondary path modelling 
techniques [3-8] control the secondary path 
changes during system operation by continuous 
injection of the white noise. As described before, 
in the proposed method injection of the white noise 
is stopped at the optimum point. To adapt the 
system with the secondary path changes, the 
proposed algorithm is designed in such a way that 
it can monitor the secondary path variations by the 
following expression: 
 

0f(n)10log20 <  (19) 

 
If the validity of the above equation is not satisfied, 
the system reactivates the VSS-LMS algorithm and 
injects the white noise to remodel )z(Ŝ . The same 
as before, the injection is stopped at the optimum 
point using (18). The above procedure is repeated 
during the system operation to adapt the algorithm 

with characteristics of the environment. Figure 7 
simply shows procedure of the proposed algorithm. 
     It is important to note that all of the primary 
values of the estimated powers in (12) and (16) are 
set to 1 at the initialization step. 
     Estimation of the secondary path can be obtained 
by using the off-line modeling method followed by 
an online modeling. Off-line estimation improves 
convergence rate and consequently noise reduction. 
Existing methods [7,8] usually use off-line 
estimation prior to online modeling. However, as 
mentioned before, in some applications the primary 
noise exists even during the off-line modeling in 
which adversely affects the accuracy of the 
modeling filter. Therefore, the proposed approach 
has this ability that, without using the offline 
estimation, maintains convergence rate and the 
noise reduction performance of the system. 
 
 
 

4. SIMULATIONS RESULTS AND 
PERFORMANCE EVALUATION 

 
In this section the proposed ANC system is 
simulated using Matlab version 7.1. In this 
simulation, we have used the primary path P(z) and 
secondary path S(z) of the experimental data 
provided in [2]. The magnitude responses of the 
primary and secondary paths are shown in Figure 8. 
Using these data, P(z) and S(z) are considered as 
FIR filters with tap–weight lengths 48 and 16 
respectively. Rate of the sampling frequency in this 
simulation was 2 kHz. Comprehensive experiments 
have been performed to find appropriate values for 
a fast and stable performance of the ANC system. 
Length of FIR filter )z(Ŝ  for modelling the 
secondary path, and length of the adaptive filter 
W(z) used for the noise cancellation have been 
chosen 16 and 32, respectively. 
     In this simulation performance of the proposed 
method is compared with that of Eriksson’s [3], 
Akhtar’s [8] and Zhang’s method [6]. Simulations 
parameters for all of the four methods are set as 
described in Table 1. 
     In this evaluation, a white noise with variance 
of 0.05 has been used as training signal in 
secondary path modelling for all of the four 
methods. Three distinct cases are considered for 
the evaluation. 
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Figure 7. The proposed feedforward ANC algorithm. 
 
 
 

 
 

(a) 
 

 
 

(b) 
 
Figure 8. Magnitude response of the acoustic paths (Solid 
line: original path, dashed line: the changed path at n =
20,000): (a) Magnitude response of the primary path P(z), (b) 
Magnitude response of the secondary path S(z). 
 

In case 1, performance of the proposed method is 
compared by using two different noises. Case2 
shows advantage of the proposed method in not 
using off-line estimation of secondary path. Finally 
case 3 indicates effectiveness of the proposed 
algorithm in maintaining its performance against 
sudden changes of the acoustic paths behaviour. 
     To signify performance of the system on noise 
reduction the following equation is used: 
 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

∑
∑−=

(n)2d
(n)2e

1010logR  (20) 

 
The larger the positive value of R indicates the 
more noise reduction is achieved. To show the 
convergence rate and modelling accuracy of the 
system the relative modelling error is used as 
defined below: 
 

⎪
⎪

⎭

⎪
⎪

⎬

⎫

⎪
⎪

⎩

⎪
⎪

⎨

⎧

∑
−

=

∑
−

=
−

= 1M

0i

2(n)]i[s

1M

0i

2(n)]iŝ(n)i[s

1010logΔS(dB)  (21) 

 
All the results shown in each case have been 
obtained as an average five different experiments. 
It is interesting to note that in all of these cases 
both Akhtar’s method and Zhang’s method obtain 
the same noise reduction (20) and Mean Square 
Error (MSE), while their modelling error (21) are 
different (see Figures 9-16). 
 
4.1. Case 1   In this case, Akhtar’s method is 
evaluated under the situations defined by the 
authors in [8], and parameters for Eriksson’s and 
Zhang’s methods are set for the most proper 
situation. To set the initial value for )z(Ŝ  ( )0(ŝ ), 
off-line secondary path modeling is performed. 
The off-line modeling is stopped when the 
modeling error (20) is reduced to-5 dB. 
     For the first experiment the reference noise is a 
narrowband signal comprising frequencies of 0.1-
0.9 kHz with the step of 100 Hz. Its variance is 
adjusted to 2, and a white noise with SNR of 30 dB 
is added. Figure 9a and Figure 10 shows that once 
injection of the white noise is stopped at the 
optimum point for the proposed algorithm, the 
noise reduction and MSE ratio is accelerated  
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TABLE 1. Simulation Parameters for the Four 
Approaches. 
 

Eriksson’s method 
)s,w( μμ  

2101,4105 −×−×  

Akhtar’s method 
),

mins,
maxs,w( λμμμ  

99.0,41075

,31025,4105
−×

−×−×  

Zhang’s method 
)h,s,w( μμμ  2101

,2101,4105
−×

−×−×
 

Proposed method 
)

minsμ,maxsμ,w(μ  

(λ,γ,α) 

3109,2104,3102 −×−×−×
4107,999.0,99.0 −×  

 
 
 

 
 

(a) 
 

 
 

(b) 
 
Figure 9. Simulation results using first experiment in Case1. 
(a) Noise reduction versus iteration time (n), (b) Relative 
modeling error versus iteration time (n). 

 
Figure 10. Comparing the error curves of the proposed 
method with that of the other three existing approaches using 
first experiment in Case1. 

 

positively. As can be seen from the figure, 
compared with the other three methods the 
proposed method offers a better noise reduction 
and convergence rates. 
     In the next experiment the reference noise is a 
narrowband signal comprising frequencies of 100, 
200, 300 and 400 Hz. Same as the previous 
experiment, its variance is adjusted to 2, and a 
white noise with SNR of 30 dB is added. 
     The results comparison of this experiment are 
shown in Figures 11 and 12. These results also 
show superiority of the proposed method over the 
existing approaches in attenuating narrowband 
noises. 
 
4.2. Case 2   As mentioned before, using off-line 
estimation prior to online modeling procedure may 
cause problems for ANC system. However, not 
using off-line estimation decreases convergence 
rate and may affect modeling accuracy.  
     In this case, the proposed method is evaluated 
in terms of modeling accuracy and noise reduction, 
and the results are compared with results of other 
three methods. We use off-line estimation, as 
described in case 1, for three other methods. Here 
we consider the reference signal used in the second 
experiment of case 1. In this simulation, because of 
not using the off-line estimation, α is increased to 
7.5 × 10-4. The comparative results for the 
approaches are illustrated using (20), (21) and 
MSE in Figure 13 and 14, respectively. As can be  
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Figure 11. Comparing simulation results of the proposed 
method with that of the other three existing approaches using 
second experiment in Case 1. (a) Noise reduction versus 
iteration time (n), (b) Relative modeling error versus iteration 
time (n). 
 
 
 

 
Figure 12. Comparing the error curves of the proposed 
method with that of the other three existing approaches using 
second experiment in Case 1. 

 
 

(a) 
 

 
 

(b) 
 
Figure 13. Comparison simulation results for the proposed 
algorithm in Case 2 with that of the other three existing 
approaches using the second experiment in Case 1. (a) Noise 
reduction versus iteration time (n), (b) Relative modeling error 
versus iteration time (n). 
 
 
 

 
Figure 14. Comparing the error curves of the proposed 
method with that of the other three existing approaches using 
second experiment in Case 1. 
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(b) 
 
Figure 15. Comparison simulation results for the proposed 
algorithm in Case 3 with that of the other three existing 
approaches using the first experiment in Case 1. (a) Noise 
reduction versus iteration time (n), (b) Relative modeling error 
versus iteration time (n). 
 
 
 

 
Figure 16. Comparing the error curves of the proposed 
method with that of the other three existing approaches using 
first experiment in Case 1. 

seen, without using off-line estimation, the 
proposed method could achieve a better 
performance compared to the other methods. 
     In this experiment Figure 13a and 14 indicate 
the effect of not continually injecting, the white 
noise on the basis of noise reduction and MSE, 
respectively. 
 
4.3. Case 3   In this case, it is assumed that both 
the primary and the secondary paths transfer 
functions are suddenly changed during the 
operation. Figure 8 shows the magnitude response 
of the original and changed path. In this figure, the 
solid line represents the secondary path at start 
point, n = 0, and the dashed line represents the 
changed path at iteration n = 20000. Here we 
consider the reference signal used in the first 
experiment of case 1. In this experiment, we use 
the off-line estimation of the secondary path 
utilized in case 1. 
     The result of noise reduction (20) and modeling 
error (21) for the three approaches are shown in 
Figure 15a,b respectively. As can be seen the 
proposed method maintains its performance with a 
higher convergence rate. The importance is that the 
proposed method achieves a higher noise reduction 
(R) compared to the other methods. For more studies 
on the ANC system behavior we illustrated the 
simulation result on the basis of MSE in Figure 16. 
 
 
 

5. CONCLUSIONS 
 
This paper proposed a new ANC system with 
online secondary path modelling. The proposed 
system is based on a new version of FxLMS 
algorithm as main part, and a modified variable 
step size (VSS) LMS algorithm is used to adapt the 
modelling filter of the secondary path. Preventing 
continuous injection of the white noise increases 
the performance of the proposed method 
significantly and makes it more desirable for 
practical ANC systems. Computer simulations 
have been conducted for a single-channel 
feedforward ANC system. Comparative result 
shown in this paper demonstrated effectiveness of 
the proposed method. 
     The future work will be directed towards 
evaluating the proposed system under more 
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complicated situation and increased the modelling 
accuracy as well as noise reduction. 
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