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Abstract   A moving finite element-based inverse method for determining the temperature on a 
moving surface is developed. The moving mesh is generated employing the transfinite mapping 
technique. The proposed algorithms are used in the estimation of surface temperature on a moving 
boundary with high velocity in the burning process of a homogenous low thermal diffusivity solid 
fuel. The measurements obtained inside the solid media are used to circumvent problems associated 
with sensor and the receding surface. As the surface recedes, the sensors get swept over by the 
thermal penetration depth. The produced oscillations occurring in certain intervals in the solution is a 
phenomenon associated with this process. It is shown that the presented method can be used 
successfully for a wide range of thermal diffusivity coefficients. 
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در اين مقاله يك روش با پايه اجزاء محدود متحرك براي تعيين دماي يك سطح متحرك ارائه شده                      چكيده  چكيده  چكيده  چكيده  
براي توليد شبكه بي سازمان مورد نياز از روش نگاشت بي نهايت استفاده شده است كه روشي سريع و                    . است

ا سرعت بالا در فرايند سوختن      الگوريتم ارائه شده براي تخمين دماي سطح يك مرز متحرك ب          . كارآمد مي باشد  
دماهاي اندازه گيري شده داخل جسم به . يك سوخت جامد با ضريب نفوذ پايين مورد استفاده قرار گرفته است           

نوعي به كار گرفته شده اند كه با مسئله پيشروي جبهه سوخت مقابله كند و اطلاعات لازم در هر لحظه در                          
اين . خت لازم است تا اطلاعات به نحو مناسبي جايگزين گردد            همزمان با پيشروي جبهه سو     . اختيار باشد 

گردد و در نتيجه نوسانات اضافه نسبت به حالتهاي معمول ايجاد  جايگزيني باعث اختلال در ارسال اطلاعات مي
 در اين مقاله نتيجه استفاده از الگوريتم ارائه شده در چنين مسئله اي مورد بررسي كامل قرار گرفته و                    . شود مي

 نشان داده شده است كه روش براي يك محدوده وسيع تغييرات ضريب نفوذ حرارتي به طور مناسب عمل                      
 .كند مي

 
 

 
1. INTRODUCTION 

 
Direct temperature measurement on a moving 
surface, such as the flame temperature on a solid 
fuel or surface temperature of a melting material 
is a very difficult and expensive process. Two 
different approaches can be taken in obtaining 
information on surface heating. In the first 
approach, surface temperatures are measured 
directly. This approach is proven difficult due to 
extreme temperatures at the moving surface. The 
second approach, which bypasses direct surface 
measurements, is based on an indirect or inverse 

strategy and estimates surface temperature based 
on measurements within the solid. Due to the lower 
experimental demands associated with inverse 
approaches, this area has attracted significant 
attention and therefore, considerable effort has 
been devoted to investigate inverse heat conduction 
analysis in many design and manufacturing 
problems where direct measurements of surface 
conditions are not possible. The use of inverse 
method for determination of boundary conditions, 
such as temperature and heat flux, or the estimation 
of thermal properties such as thermal conductivity 
and heat capacity of solids by utilizing the transient 
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temperature measurements taken within the 
medium, has numerous practical applications [1-
8]. 
     The utilization of inverse heat conduction 
analysis has received great attention during last 
decade. Various methods, including analytical or 
numerical approaches, have been developed to 
solve inverse heat conduction problems. There are 
two processes dealing with the inverse problems: 
the processes of analysis and the process of 
optimization. In the former one, the unknown 
quantities are assumed, and then the results of the 
problem are solved directly using the numerical 
methods. The conventional numerical methods 
are finite difference, finite volume, finite 
element, and boundary element methods. The 
solutions from the mentioned process are used 
to integrate with data measuring at the interior 
point of the solid. Consequently, a nonlinear 
problem is established for the process of 
optimization. In this process, an optimizer such 
as sensitivity analysis, the conjugate gradient 
method, the regularization method, and so on, 
ought to be used to guide the exploring points 
systematically to search for a new set of guess 
quantities, which is then substituted for the 
unknown quantities in analysis process. However, 
the constraints arising when dealing with a 
moving boundary should be addressed with 
care. 
     Several studies of moving boundary related 
problem have been presented in the past. Huang et 
al. used conjugate gradient method for determining 
unknown conductance during metal casting in 
one-dimensional field [9]. Keanini and Desai 
employed inverse finite element reduced mesh 
method in order to predict multi-dimensional 
phase change boundaries [10]. The thermal 
diffusivity of this problem was around 

s/m101 27−×  and the work piece traveled at a 
speed of s/m1024.1 4−× . Woodbury and Ke 
investigated a one–dimensional boundary inverse 
heat conduction problem with phase change to 
moisture bearing porous medium [11]. Xu and 
Naterer used inverse method to study the heat and 
entropy transport in solidification processing of 
material [12]. The thermal diffusivity of the 
materials was approximately in the order of 

s/m10 25− . The interface velocity was around 

s/m106.7 5−× . 
     This paper presents a unified moving finite 
element algorithm for the solution of general two-
dimensional non-linear inverse heat conduction 
problem with moving boundary condition. The 
employed moving finite element method uses finite 
volume formulation [13] and keeps the numerical 
boundary consistent with the moving surface. The 
derived algorithm is capable of evaluating surface 
heat flux, surface temperature, and heat transfer 
coefficient on the moving surface. The 
mathematical framework of this method is so 
general that a variety of inverse heat conduction 
problems with moving boundary conditions and 
complex geometries can be treated. Other inherent 
complexities such as material non-linearity and the 
number and locations of the data points have all 
been included in the algorithm. 
     A numerical test case is presented to 
demonstrate the application of the algorithm. This 
application relates to the determination of the 
temperature on a moving surface of an annular 
homogenous solid fuel. The resulting temperature 
distribution can be used to assess the thermal 
behavior of the solid, as well as determination of 
the flame temperature. 
 
 
 

2. THE DIRECT PROBLEM 
 
The governing equation for a three dimensional, 
nonlinear, direct and unsteady heat conduction 
problem reads: 
 

( )Tk
t
Tc p ∇∇=
∂
∂ .ρ  (1) 

 
where T denotes the temperature field and is the 
function of space and time. ρ , pc , and k are 
density, specific heat capacity, and conductivity, 
respectively. In order to illustrate the implications 
of different types of boundary conditions in the 
formulation of the inverse problem, three different 
boundary conditions are considered: 
 

( )trfTh
n
Tk ,r=+

∂
∂

   0, >Γ∈ tr c
r

 (2-a) 
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( )trq
n
Tk b ,r=

∂
∂−    0, >Γ∈ tr q

r
 (2-b) 

 
( )trTT b ,r=    0, >Γ∈ tr T

r
 (2-c) 

 
The initial condition for Equation 1 is: 
 

( )rTT r
0=   0, =Ω∈ trr  (2-d) 

 
where qc ΓΓ , , and TΓ  are continuous boundary 

surfaces of the region Ω. bb Tqfh ,,, and 0T are 
known functions in the direct problem. 
 
 
 

3. THE INVERSE PROBLEM 
 
In the presented inverse heat conduction problem, 
one of the boundary conditions is unknown. Let 
assume that there are M temperature sensors in the 
region Ω where the measured temperatures are: 
 

( )trTT m
m

m ,r=  (3) 
 
where mr

r
is the location vector of mth sensor. The 

measured data constitute a vector at time t : 
 

[ ]Tm
M

mmm TTTT L
r

21=  (4) 
 
Superscript T is the transpose symbol. In order to 
explain the methodology used in this work, the 
boundary condition expressed in Equation 2-c is 
considered as the unknown boundary condition. 
However, the presented method is general and 
can be used for other types of boundary 
conditions too. 
     Assume that bT is a known variable. The 
temperature of the mth measuring point at location, 

mr
r

 is computed by solving Equation 1 and using 
the Galerkin interpolation method: 
 

( )trTT m
cc

m ,r=  (4) 
 
where superscript c stands for computed. Thus the 

computed temperature vector at time t  is: 
 

[ ]Tc
M

ccc TTTT L
r

21=  (5) 
 
The inverse heat conduction problem is an ill 
condition problem and the computed temperatures 

cT
r

deviate from the measured temperatures mT
r

 
due to the measurement errors [3]. Therefore, the 
solution of the problem is now defined as the least 
square solution of the errors: 
 

( ) ( )mcTmc TTTTE
rrrr

−−= W  (6) 
 
where W is the weighting matrix and by Beck’s 
assumptions, it can be calculated as follow [14]: 
 

IW 2−=σ  (7) 
 
σ is the variance of the measurement errors. As 
seen from Equations 1 and 2, E is the function of 
the temperature on the boundary, bT . In order to 
minimize E, the partial derivative with respect to 

bT must be equal to zero: 
 

( ) 0=−





∂
∂=

∂
∂ mc

T

b

c

b TT
T
T

T
E rr

r

W  (8) 

 
cT
r

 is also a function of bT . Using the Taylor 
expansion series the following expression is 
obtained: 
 

b
b

c

T

c

TT

c T
T
TTT

bbb
∆

∂
∂+=

∆+

r
rr

 (9) 

 
Substituting expression (9) in Equation 8 reads 
 

( ) bTmcT TTT ∆=− XXWX
rr

 (10) 
 

where b

c

T
T

∂
∂=
r

X  is known as the sensitivity 

matrix. For the sake of simplicity the subscripts in 
Equation 10 are dropped. 
     The components of the sensitivity matrix 
are calculated using the method presented by 
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Beck [1]: 
 

( )( ) ( )
b

n

b
n

c
m

b
n

c
m

mn T
TTTTX

ε
ε −+

=
1

     

 
NnMm ,,2,1and,,2,1 KK ==  (11) 

 
where ε  is a small positive number. b

nT  is defined 
as: 
 

( )trTT bb
n ,r=    Nnr n ,,2,1, K

r =Λ∈  (12) 
 

where T

N

n
n Γ=Λ

=
U

1

 and I Φ=ΛΛ ji . 

 
 
 
4. MOVING BOUNDARY FINITE ELEMENT 

METHOD 
 
Moving boundary-moving mesh entails the use of a 
system whereby numerical boundaries are kept 
consistently on moving boundaries; the overall 
mesh configuration is continuously adjusted in the 
course of time to conform to any movement of the 
boundary. The finite element formulation is 
obtained by applying the Galerkin method to 
Equation 1, using the linear triangular elements 
witch is represent by Albert and O'Neil in 1986 
[15]: 
 

( )
( ) 0dt,rN

T.Vc
t
TcTk.

j

p

p =Ω
















∇ρ

−
∂
∂ρ−∇∇

∫Ω
r

r  

 

Jj ,,2,1 K=  (13) 
 
where ( )trN j ,r  is the basis function, and V

r
is 

the mesh velocity. Note that this formulation 
has added a convection term to the governing 
numerical equation. This apparent convection is 
due to the movement of the mesh and highlights 
the fact that the problem is being analyzed 
through a coordinate system implicitly attached 
to the mesh. Albert and O'Neil [15] are used 

the Standard Galerkin method. It is known 
that Standard Galerkin Method solution of 
convection–conduction equation of heat transfer 
leads to unstable results in high Peclet number 
cores. The accepted and widely use technique to 
cope with such problems is to use upwinding 
technique. It is used the first order upwind in 
finite element form, which is known as Petrov 
Galerkin method [16]. 
     After descritization with linear triangular 
element and some rearrangement of formulation, 
Equation 13 can be rewritten in the form of finite 
volume formulation [17,18]: 
 

0. ,
1

,
1

,
, =+

∂
∂

∑∑
==

ji

I

i
ji

I

i

ji
ji nH

t
T

C
jj rr

 (14) 

 
where jI  is the number of nodes neighboring 

the jth node. jiC ,  is a constant in each control 
volume. The second term in Equation 14 
represents the summation of the fluxes across 
the faces of the jth node's control volume. For 
this formulation the Delauny control volume is 
used [17]. The Crank-Nicolson schemed is 
used to solve the ordinary differential Equation 
14 at each time step [19]: 
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 (15) 
 
where the superscript n denotes the time step. The 
Equation 15 can be rewritten in the following 
compact form: 
 

bT
rr

=A  (16) 
 

A is the coefficient matrix and b
r

is called the force 
vector. T

r
represents the temperatures at the nodes 

in region Ω at time step (n+1). 
     Due to the convective term in the equation, the 
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coefficient matrix could become non-positive 
definite. Thus, the lower upper decomposition 
(LU) method is used for solving this system of 
linear equations [20]. Due to the large dimension of 
the coefficient matrix, the sparse matrix data 
structure is adopted for data storage [21]. 
Owing to the complexity of the domain and the 
moving nature of the boundary, in order to 
minimize the CPU time the efficient algorithm of 
the transfinite mapping is used. Since the moving 
boundary may travel large distances and undergo a 
significant change in shape in the course of the 
solution, a flexible system for arranging the interior 
nodes must be applied in order to keep the mesh in 
a reasonable condition. The method used in this 
work to accomplish this task involves the 
generation of a new mesh each time step, using 
transfinite mappings. 
     Haber et al. [22], Gordon [23,24], and Hall [25] 
describe the transfinite mapping in terms of 
projectors. The transfinite mappings used in this 
work is the bilinear projector which is given by 
 
( ) ( ) ( ) ( ) ( ) ( )

( ) ( )( ) ( ) ( ) ( )
( ) ( ) ( )0,1Ft1s1,1Fst

1,0Ft1s0,0Ft11sts
ts1stst1t,sP

2

121

−+
−−+−−+ψ
+ψ−+ξ+ξ−=

 

 
10,10 <<<< st  

 (17) 
 
This projector represents a continuous mapping of 
a unit square in the transformed ( )ts,  space onto 
the region to be meshed in the original ( )yx,  F-
space. In F-space the region has four sides 
described by the curves ( )s1ξ , ( )s2ξ , ( )t1ψ  and 

( )t2ψ  and four corners with coordinates ( )tsF ,  
where s and t  equal zero or one. This projector 
maps equal divisions of the unit square in ( )ts,  
onto a desired shape as shown in Figure 1(a). 
     In practice, a finite number of nodes are 
identified on each side: these correspond to discrete 
values of ξ  andψ . Thus ξ  andψ  need not be 
smooth functions or any known functions at all. 
One only needs to specify nodal coordinates at 
various points along the boundary curves, such that 
these points may be identified with values of s and 
t between zero and one along opposing sides. In 

principle, the use of higher order elements to treat 
more general topologies than are dealt with here 
can also be accommodated. The method will match 
any set of boundary curves exactly at all points on 
those curves if the actual boundary functions 
( )ψξ ,  are used in Equation 17. 
 
 
 

4. THE SOLUTION ALGORITHM 
 
The sequence of the solution algorithm can be 
stated as: 

1. Guess the boundary condition, bT
r

. 

2. Solve Equation 1 for cT
r

. 
3. Calculate the sensitivity matrix. 
4.  Solve the Equation 10 for bT∆ and correct 

bT
r

. 

5. Using the newly calculated bT
r

 solve 
Equation 14 for cT

r
. 

6. Check the following convergence criteria: 
 

1ε<kE  (18-a) 
 

2
1 / ε<−+ kkk EEE  (18-b) 

 

3ε<∆ bT  (18-c) 

 
7. where superscript k denotes the iteration 

number. 1ε , 2ε and 3ε are arbitrary constants 
and their values are determined upon the 
accuracy requirement and cannot be smaller 
than the measuring error [26]. 

8. If none of these criteria is satisfied return to 
step three. Otherwise, the convergence in the 
solution is achieved. 

 
 
 

5. RESULTS AND DISCUSSION 
 
Based on the described method a computer code, 
MIHCP, is developed for solving the problem. 
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This code consists of transfinite mapping; mesh 
generator, moving finite element solver for direct 
problem, and LU decomposition solver with sparse 
matrix data structure for solving the linear system 
of equations. 
     The performance of the method is assessed by 
comparing the computed results of the inverse 
analysis with the simulated results based on the 
method presented by Ozisik [27]. In this method, 
the simulated temperature measurement m

mT  is 
generated from the exact temperature in the 
problem and it is presumed to have 
measurement errors. 
     In other words, the random errors of 
measurement are added to the exact temperature. It 
can be shown in following equation: 
 

σω+= m
exact

m
m TT    Mm ,,2,1 K=  (19) 

 
where m

exactT  denotes the exact temperature from 
the solution of the direct problem at the measuring 
location, mr

r
. σ is the standard deviation of  

measurement errors, and ω is a random variable 
with normal distribution with zero mean and 
standard deviation of 1. 
     For normally distributed random errors, the 
probability of a random value ω lying in the range, 

576.2576.2 <<− ω  is 99%. The value of ω is 
calculated by Gasdev subroutine [28]. 
 
 
 

5. TEST CASE 
 

A critical case of a homogenous burning annular 
solid fuel is considered in the present work. Due to 
the burning process of the fuel, the inner surface 
recedes by a velocity of 10 mm/s. For the 
simplicity of the analysis, only one quarter of the 
circle is considered. The boundary and initial 
conditions of the case to be studied are given 
below: 
 

KT 1000=    °<<=> 900,1.0,0 θmrt  
 (20-a) 
 

KT 300=     °<<=> 900,2.0,0 θmrt  
 (20-b) 

The physical properties of a typical solid fuel are 
[29]: KmWk °= /418.0 , 3/1750 mkg=ρ , and  

KkgJc p °= /1260 . 
     To apply the inverse heat conduction 
methodology to the moving boundary, the 
temperature of the inner surface is now considered 
unknown. The inverse analysis is performed by 
arranging nine thermocouples radially in the 
centerline of the domain 10 mm apart from each 
other. 
     A typical grid is shown in Figure 1(a). The 
temperature contours at t = 2 seconds are 
plotted and presented in Figure 1(b). In order 
to investigate the grid size effect, exploratory 
test runs were performed under various grid 
sizes to compute the temperature at the third 
sensor. The temperature history for these grids 
is plotted in Figure 2. The maximum changes 
in the temperature between the coarsest mesh 

1111×  and the finest mesh 5151×  are within 
85%. The results show that by increasing the 
fitness of the grid to more than 4141×  no 
significant changes appear in the temperature 
history. The final computations were performed 
with 4141×  grid points to maintain relatively 
modera te  comput ing t imes  in  the  f ina l  
calculations. 
     As seen in Figure 1(b), the thermal 
penetration depth of the heat flux is less than 3 
mm. This is due to the effect of low thermal 
diffusivity of the solid fuel (less than 

sm /102 27−× ). It is worth to mention that in a 
semi-infinite flat plate with no moving 
boundary and with the same physical properties 
as the test case, the temperature at the depth of 
3 mm varies only by a degree centigrade after 2 
seconds. In this problem, the effective 
mechanism of the heat flux penetration is the 
velocity of the surface. Thus, the sensitivity of 
the computational domain is very low to the 
variation of the surface temperature. 
     The comparison between the simulated and the 
computed surface temperatures for Cm °= 1.0σ  is 
shown in Figure 3(a). In Figure 3(b), the computed 
and simulated temperatures at the positions where 
the thermocouples are located are compared with 
each other. The computed results are in a very 
good agreement with the simulated data. 
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Figure 1. (a) A typical grid presentation at t = 2 s and (b) the temperature contours and the thermal penetration depth at t = 2 s. 
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     To investigate the influence of the 
thermocouple's errors on the solution, the variance 
of the difference between the simulated and the 
computed temperature of the moving 
surface, 2/1,, )var( sbcbb TT −=σ , is obtained and 
plotted for different mσ , in Figure 4. The variance 
is obtained over the period of 8 seconds in Figure 
4. As seen from this figure, the calculated variance 
increases with increasing mσ . This is an obvious 
nature of the inverse heat conduction problem, 
increased errors in thermocouples readings 
increases the errors in computing boundary 
temperature values. This figure shows that the 
method is applicable for moving boundary 
problems. For example if K-type thermocouples, 
which have one degree centigrade normal error, are 
used, the error occurring in the solution will be 
approximately 1 degree centigrade according to 
Figure 4. 
The influence of the thermal diffusivity, α  on the 
solution is investigated by examining the variation 

of bσ for different α , assuming constant 
Cm °= 1.0σ . The results are calculated over two 

different periods and presented in Figure 5. As seen 
from the figure, at low thermal diffusivity the 
variation of bσ  is insignificant. However, at 

s/m10 25−=α  a sharp decrease in bσ is observed. 
The sharp decrease in bσ  is due to the fact that the 
thermal penetration depth is directly related to the 
thermal diffusivity. As α increases, the thermal 
penetration depth becomes larger, increasing the 
sensitivity of the adjacent thermocouple to the 
temperature of the moving surface. Increasing the 
value of α  to more than sm /10 24− , decreases 
the errors in the solution. 
 
 
 

6. CONCLUSION 
 
A flexible hybrid method is presented for solving 
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Figure 2. The temperature history of the third thermocouple for different mesh size. 
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Figure 3. (a) Computed and simulated temperatures on the moving surface and 
(b) temperature of the nine thermocouples adjacent to the moving boundary. 
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inverse heat conduction problem with moving 
boundary. Based on the moving finite element and 
transfinite mapping properties, the method is 
developed for the cases with complex moving 
boundary conditions. The unique feature of the 
proposed algorithm is that the method can be used 
to treat any cases with unknown surface heat flux, 
surface temperature, and heat transfer coefficient 
on the moving surface. The applicability of the 
proposed method has been demonstrated in a case 
involving the burning of a homogenous solid fuel 
with unknown surface temperature on the receding 
boundary. The excellent correlation of the 
computed temperature histories and those 
measured at selected locations in the solid wall 
provides a clear indication of the credibility of the 
proposed method. From the results, it appears that 
reasonably accurate estimation could be made even 
when measurement errors are considered. The 
velocity of the receding surface on the formation 
of the thermal penetration depth and hence on 
the sensitivity of the sensors measuring the 

temperature is recognized and discussed. Some 
oscillations in temperature readings are observed 
when a sensor is swept over by the thermal 
penetration depth and left the computational 
domain. Thus in online measurements of the 
boundary temperature, these oscillations should be 
omitted from the results. The variation of the 
thermal diffusivity on the solution is also 
considered. 
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