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Abstract   This paper presents a modified method for approximating nonlinear systems by a 
sequence of linear time varying systems. The convergence proof is outlined and the potential of this 
methodology is discussed. Simulation results are used to show the effectiveness of the proposed 
method. 
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خطي توسط دنباله اي از سيستمهاي        در اين مقاله روشي اصلاح شده براي تقريب سيستمهاي غير              چکيدهچکيدهچکيدهچکيده
همگرايي روش ارائه شده، اثبات گرديده است و با ارائه نتايج شبيه سازي،               . گردد خطي متغير با زمان ارائه مي     

 .توانمندي روش به نمايش گذاشته شده است
 
 
 

1. INTRODUCTION 
 
The theory of nonlinear systems has been an 
important area of research for many years 
[2,5,6,10]. Pseudo linear systems are an important 
class of nonlinear systems. The stability and 
robustness of these systems are considered in 
references 2 and 3. The approximation of bilinear 
systems by a sequence of linear time varying 
systems has recently attracted much attention 
[1,8,9]. This paper presents a new method for 
approximating nonlinear systems by a sequence of 
linear time varying systems. It is shown that, by 
updating the initial conditions based on the 
closeness of the approximation and the exact 
solution, and dividing the settling time of the 
system into small intervals, faster convergence is 

achieved. The convergence proof of the algorithm 
is also provided and the nonlinear Van Der-Pol 
example is used to show the effectiveness of the 
proposed method. 
 
 
 

2. STATEMENT OF THE PROBLEM 
 
Consider the pseudo linear systems governed by 
the following nonlinear differential equation [3]: 
 

x)x(Ax =&  (1) 
 
where A(.): 

2nn RR →  is a continuously differentiable 
matrix valued function. A method for approximating 
the non-linear system given by Equation 1 by a 
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sequence of linear time varying systems is developed 
in this paper. 
     Consider the approximating sequence 
 

)t(x))t(x(A)t(x ]i[]1i[]i[ −=&  (2) 
 
with 0

]i[]0[
0

]0[ x)0(x,)t(x)x(A)t(x ==& . 

     It will be shown in the next section that, the 
solution of equations given in Equation 2, converges 
to the exact solution of the nonlinear system given 
by Equation 1. Let 
 

)0(x)0,t()t(x ]i[]1i[]i[ −φ=  (3) 
 
represent this solution, where it converges in 
C([0,T];Rn) and C([0,T];Rn) denotes the space of 
continuous functions on [0,T] with values in Rn. 
 
 
 

3. PROOF OF CONVERGENCE 
 
It is obvious that from Equation 2, we have 
 

)t(x))]t(x(A))t(x(A[
)]t(x)t(x))[t(x(A

)t(x))t(x(A)t(x))t(x(Axx
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]1i[]2i[]i[]1i[]1i[]i[

−−−

−−

−−−−

−+
−=
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 (4) 
 
consider the following lemma which is used in the 
development of the proof. 
 
Lemma 3.1   Assume that 
 

µ≤µ
−α≤−

ψ≤

))x(A(
||yx||||)y(A)x(A||

||)0(x|| ]i[

 

 
for all x,y ∈  Rn and for some 0,, >µψα where, 
||.|| denotes the norm and 
 

h
1||hAI||)A( lim

0h

−+=µ
+→

 

 
is the logarithmic norm of A [4]. 

Proof   Let 
 

)t(x)t(x)t( ]1i[]i[]i[ −−=ξ  
 
therefore 
 

ds)s(x))]s(x(A

))s(x(A)[s,t(

)0()0,t()t(

]1i[]2i[

t

0

]1i[]1i[
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−−

−−

−

−

φ+

ξφ=ξ

∫  (5) 

 
where ]1i[ −φ (t,x) is the transition matrix generated 
by ))t(x(A ]1i[ −  and 
 

)0(x)0(x)0( ]1i[]i[]i[ −−=ξ  
 
It is well known that [4] 
 

∫ ττµ≤φ −− t

s

]1i[]1i[ ]d))(x(A(exp[||)s,t(||  

 
and so 
 

].)st([exp||)s,t(|| ]1i[ −µ≤φ −  
 
Hence taking norm from Equation 5 and by Lemma 
3.1 we get 
 

ds||)s(||e||)0(||e||)t(|| ]1i[t

0

st2]i[t]i[ −µ−µµ ξψα+ξ≤ξ ∫
 (6) 
 
Let 
 

Tt||)t(|| ]i[

]T,0[
i sup ≤ξ=η  

 
Therefore 
 

1i

T

0

st2]i[T
i ]dse[||)0(||e −

µ−µµ ηψα+ξ≤η ∫  

 
Let 
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Then 
 

2i1i1i
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where 
 

).T(cb ψα=  
 
Using the recursive method we get 
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If we choose ic  such that 
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if 
2
1b <  then ηi→0 as i→∞. 

 
The above results are summarized in the following 
theorem. 
 
Theorem 3.1   Under the assumptions of Lemma 

3.1, if 
2
1b < , then the approximating solution 

given by 2 converges to the exact solution of the 
nonlinear system described by 1. 
 
 
 

4. ILLUSTRATIVE EXAMPLE 
 
The modified method is applied to approximate the 
van der pol oscillator given by 
 

x)x(Ax =&  
 
where 
 

T
0

2
2 ]2.10[x

01
1x1

)x(A =






 −−
=  

 
the simulation results are shown  in Figure 1. 
 
 
 

5. CONCLUSION 
 
It is shown that the pseudo linear systems can be 
considered as limits of linear time varying systems. 
Therefore, the linear techniques can be used for 
such plants. A numerical example is used to show 
the speed of convergence of the proposed method. 
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Figure 1. The solid lines show the exact solution and the dots 
represent the approximate solution of the states of van der pol 
oscillator with the initial condition x0 = [0 1.2]T. 



32 - Vol. 17, No. 1, February 2004 IJE Transactions A: Basics 

279. 
3. Banks, S. P., Al-Jurani, S. K., �Lie Algebras and the 

Stability of Nonlinear Systems�, Int. J. Control, Vol. 60, 
No. 3, (1994), 315-329. 

4. Banks, S. P., �Nonlinear Perturbations of Dynamical 
Systems with Bounded Inputs�, Int. J. Systems Sci., Vol. 
12, No. 8, (1981), 917-926. 

5. Banks, S. P., �On Nonlinear Perturbations of Nonlinear 
Dynamical Systems and Application to Control�, IMA 
Journal of Math. Control and Information, 1, (1984), 
67-81. 

6. Banks, S. P., �Nonlinear Systems, the Lie Series and the 
Left Shift Operator: Application to Nonlinear Optimal 
Control�, IMA J. Math. Control and Inf., 9, (1992), 23-

34. 
7. Banks, S. P., Moser, A. and Mccaffrey, D., �Lie Series 

and the Realization Problem�, Comp. Appl. Math., Vol. 
15, No. 1, (1996), 35-54. 

8. Cebuhar, W. A. and Costanza, V., �Approximation 
Procedures for the Optimal Control of Bilinear and 
Nonlinear Systems�, Journal of Optimization Theory and 
Applications, Vol. 43, No. 4, (August 1984). 

9. Hofer, E. P. and Tibken, B., �An Iterative Method for the 
Finite Time Bilinear Quadratic Control Problem�, Journal 
of Optimization Theory and Applications, Vol. 57, No. 3, 
(June 1988). 

10. Khalil, H. K., �Nonlinear Systems�, Macmillan Publishing 
Company, New York, (1992). 

 


