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Singular systems have been studied extensively during the last two decades due toAbstract
their many practical applications. Such systems possess numerous properties not shared by the
well-known state variable systems. This paper considers the linear tracking problem for the
continuous-time singular systems. The Hamilton-Jacobi theory is used in order to compute the
opt imal control and associat ed tr ajectory. Two methods are presented for solving these
trajectories. The first method uses the concept of the Drazin inverse, and the second involves
the derivat ion and solu t ion of a R iccati equation. Similar to the linear regu lator problem,
necessary and sufficient conditions for existence and uniqueness of a solution are stated.
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INTRODUCTION

Consider the system of the form:

(1)x(tÜ) = xÜE X³(t) = A x(t) + B u(t)

where E, A and B are constant matrices. If ¼E¼
= 0 then the system described by Equation 1 is
called a singular system [1], degenerate system
[2] , ge ne ra lize d st a t e spa ce syst em [3] ,
descriptor system [4], or semi-state system [5].
Syst ems which sa t isfy these p rope r t ie s can
consist of both static and dynamic equations and
need not be causal. These types of systems
appear in many pract ical applicat ions such as
robotics, optimal control, e lectrical networks,
economics, large scale interconnected systems,
biology, power systems, neural delay systems,
and aircraft dynamics with algebraic constraints.

It has taken considerable effort to extend the
theories available for state variables to singular
sys t e ms . T h e p r o b le m o f d e r ivin g a
cont inuous-t ime singular system from some
init ia l state to a desired final sta te has been
discussed in [1,2,7,8]. In [9,10,24] the pole
placement of the singular systems has been
investigated. In the area of optimal control, the
linear singular regulator problem has been
considered in [11,12] for the discrete-t ime case
and in [2,6,13-19] for the continuous-time case.
By using state feedback, the generalized Riccati
e qu a t io n fo r b o t h t ime - in va r ia n t a n d
time-varying cases has been obtained [20,21]. It
was shown tha t fo r th e case ¼R¼Ú0, t he
R iccati equation is symmetric (where R is the
conventional quadratic weighting matrix), but
where ¼R¼=0, the Riccati matrix P will not be
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symmetric. Necessary and sufficient conditions
for the existence and uniqueness of a solution
have also been derived.
Our goal in this paper is to take some steps

towards ge ne ralizat ion o f lin ear r egu lat or
problem, namely linear tracking problem for
singular systems. In this case, we wish to find
the cont ro l that causes the output to t rack a
desired output state , G( t). For this, we wish to
find the control which minimizes a performance
inde x, J . I n se ct io n I I we de scr ib e t h e
formulation of the linear tracking problem for
t h e sin gu la r syst ems. I n a d d it io n , t h e
Hamilton-Jacobi theory is applied in order to
compute the opt imal cont ro l and associated
trajectory. Section III is devoted to the solution
of these trajectories by two methods (namely
direct and R iccati approaches). The condition
for existence and uniqueness of a solu tion is
also given.

FORMULATIONOF THE PROBLEM

In this section, we extend the results obtained
for the linear regu lator problem [6] to the
tracking problem; that is, the desired value of
the state vector is not the origin. Given that:

E x0(t) = A x(t) + B u(t) + w(t)
(2a)

z(t) = C x(t)
where w( t ) is a de terminist ic input or p lant
noise , t he mat r ix E is singular , with x eR n,
u eRm, weR n, z eR n. Additionally, we assume
t h a t t h e ma t r ix ( sE -A) h a s a n o n -ze r o
de t e rmin a n t fo r some va lu e o f s. T h is
conditions, ensures that for appropriate init ial
condit ions, E quat ion 2a possesses a unique
solution [1] (namely it is tractable).
We wish to find the control which minimises

the performance index,

J = __ [G(t
f
) - z(t

f
)]T ET SE[G(t

f
) - z(t

f
)] + __1

2
1
2
(2b)ßtf [´ G(t) - z(t)´ 2 + ´ u(t) ´ 2 ] dtR@@QtÜ

where G(t) is the desired output state vector. S,

Q , R are symme t r ic mat r ice s and at le ast
positive semi-definite (p.s.d.). The final time t

f
is

fixed, x(t
f
) is free and the states and controls are

not bounded. The Hamilton is as follows:

H[x(t), u(t), l(t), t] = __ ´ G(t) - Z(t) ´ 2 + __1
2

1
2Q

(3)´ u(t) ´ 2 + lT(t) [Ax(t) + Bu(t) + w(t)]@R
By using t he calcu lu s o f va r iat ion and

following the same approach as we did for the
regulator problem [6], we obtain:

J = __ [G(t
f
) - z(t

f
)]T ET SE[G(t

f
) - z(t

f
)] + __1

2
1
2

ß tf ´ G(t) - z(t)´ 2 + ´ u(t) ´ 2 + lT(t) [Ax(t)@@R@Q@@ tÜ
(4)+ Bu(t) + w(t) - ExÜ(t)] dt

Wit h some man ipu la t io n we have t he
following:

(5a)BT l(t) + Ru(t) = 0___ = 0ÃH
Ãu

ET lÜ(t) = - CT QCx(t) -- ___ = ET lÜ(t)ÃH
Ãx

(5b)AT l(t) + CT Q G(t)

ExÜ(t) = Ax(t) + Bu(t) +___ = ExÜ(t)ÃH
Ãl

(5c)w(t)

or

ÞB0Þ £ A0 Þ £ xÜ(t)£E 0
¤¤ @ ¤¤ ¤¤
¤¤= ¤- CT QC -AT 00 ¤ ¤ lÜ(t)ET¤0
¤¤ @ ¤¤ ¤¤
øR-BT0ø @ ¥0 ø ¥ uÜ(t)0¥0

Þ00@£ 1Þ£ x(t)
Þ£w(t)¤@¤¤¤

(5)¤¤0 ¤CT Q¤+ ¤ 0¤ l(t)
ø¥G(t)¤¤ ¤¤

ø000@¥ø¥ u(t)

With the initial and terminal condition,
x(tÜ) = xÜ , l(t

f
) = CT ET SE [Cx(t

f
) -

(6)F(t
f
)]

SOLUTIONS

The above non-homogeneous equation can be
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solved by two methods.

Assuming¼RMethod 1 (direct approach) -
¼Ú0, we find t hat u ( t ) = -R -1BTl( t ) . By
subst itu t ing fo r u( t ) in ( 5) , we obta in t he
following:

Þ-BR-1 BTA£Þ £xÜ(t) Þ0£E
¤¤ ¤¤ ¤¤
¤¤= ¤¤ ¤¤
ø- AT¥ - CTQCET ø ¥lÜ(t) ø¥0

ÞÞ£ w(t)0£1Þ£ x(t)
¤¤¤¤¤¤

(7a)¤¤¤¤+ ¤¤
øø¥ G(t)CT Q¥0ø¥ l(t)

Comparing with the regulator problem, we
also have a forcing pa r t whereas we had a
homogeneous equation in the previous case.
The above equation can be written as follows:

(7b)E X
0
(t) = A X (t) + B f(t).

Assuming the funct ion f( t ) is k-t ime s
continuouslydifferentiable around initial t ime,
t
0
we can state the necessary and sufficien t

conditions for the existence and uniqueness of
so lution for tracking problem in terms of the
solu t ion of or iginal singular syst em. Be ing
k-times differentiable is due to the solution of
the singular system which is:

@D@D@D @^^@^ @^^^
x(t) = eE A@(t-t Ü) E A x(t - t0) + eE A(t)

D
^ @^t

^^ @ @^ @^
ß eE A(S) E B f(s) ds - (I - E ED)
tÜ

D @@@Dk-1 @^ @^ @@^ @^ (8)S (E A)i A B f@i(t)
i=0

where
(^ ) = (l E - A)-1 (.) for some l, k is the index
of Matrix E, (.)D is the Drazin inverse and fi(t)
refers to the ith derivative.

A s su m in g f ( t ) i s k - t im e sTheorem 1 -
cont inuously diffe rent iable around t0, with

c o n s i s t e n t i n i t i a l c o n d i t i o n , t h e
non-homogeneous Equat ion 7b is t ractable
(regular) iff the original singular Equation 1 is
tractable.

By some manipulat ion we can easilyProof -
obtain:

§§
§BR-1BT§sE-A
§§
§ = §(sE+A) T§§
§§
§@@@@ sET+A T§CTQ C
§§

§sE-A§ . §I - BR-1BT (sE+A) -T CT Q C
(9)(sE-A) -1§

For simplicity let us write the above equation
as follows:
D = D

1
D
2
D
3

It is easily seen that DÚ0 (byOnly if Part -
[1] it means Equation 7b has a unique solution)
implies D

1
Ú0, (that is Equation 1 has a unique

solution).

D
1
Ú0, imp lie s D

2
Ú0, and sinceIf Part -

D
3
Ú0, therefore DÚ0, which gives the result.

For the case ¼R¼= 0 we cannotRemark 1 -
find u dir ect ly from E quat ion 5a. Thus we
should solve the non-homogeneous Equation 5
directly as a singular system (see [1]).

Method 2 (Riccati approach) -

For deriving R iccati¼R ¼Ú 0:Case 1 -
equation we assume

(10)l(t) = P(t) Ex(t) - L(t)
Then

(11)lÜ(t) = PÜ(t) Ex(t) + P(t) ExÜ(t) - LÜ(t)
and
ET lÜ(t) =E T PÜ(t) Ex(t) + ET P(t) ExÜ(t) - ET

(12)LÜ(t)
By a procedure similar to that of the singular

regulator problem, we obtain the fo llowing
equation:

[ET PÜ(t) E + ET P(t) A + CT Q C + AT P(t)
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E + ET P(t) BR-1 BT P(t) E] x(t) +

[ET P(t) BR-1 BT L(t) + ET P(t) w(t) - ET LÜ(t)

(13)- AT L(t) - CT Q G(t)] = 0

Since Equation 13 holds for all non-zero x(t),
the term premult iplying x(t) and second term
must be zero. Therefore, we have the following
two sets of equations:

ET PÜ(t) E + ET P(t) A + AT P(t) E - ET P(t)

BR-1 BT P(t) E + CT Q C = 0

(14)P(t
f
) E = CT ET SEC

and

ET LÜ(t) + AT L(t) - ET p(t) BR-1 BT L(t) - ET

P(t) w(t) + CT Q G(t) = 0

(15)L(t
f
) = CT ET SEG(t

f
)

Thus, we need to solve a generalized Riccati
Equation 14 for p(t) and singular Equation 15
for L(t) in order to compute l(t). The optimum
control law is obtained from Equations 5a and
10. That is, we have:

u(t) = -R-1 BT l(t) = -R-1 BT [P(t) Ex(t) - L(t)].

In [6] different methods for solving similar
R icca t i e qu a t io n s have be e n shown and
necessary and sufficient conditions for existence
and uniqueness of a solution have been stated,
so details of the derivation are omitted.

Th e R icca t i E qu a t ion 14 isTheorem 2 -
regular iff the system Equation 1 is regular.

T h e r e su lt i s a n a lo go u s t o t h eProof -
derivation of the regulator case in [6].

The system Equa t ion 2 has aTheorem 3 -
un ique solu t ion if the gene ralized R icca t i
Equation 14 and the singular system Equation
15 are regular.

H avin g R icca t i E qua t io n 14 andProof -

Equation 15 regular we can calculate P(t) and
L(t). Therefore:

u(t) = -R-1 BT [P(t) Ex(t) - L(t)]

can be considered.

Given the singular system describedExample -
by

£ 0 Þ£-1 1 Þ£ 1 0 Þ
¤ ¤xÜ(t) = ¤ ¤ x(t) + ¤ ¤ u(t)

¥ 1 ø¥@@0 -2 ø¥ 0 0 ø

z(t) = [1 0] x(t)
we would like to minimize the cost function

ÞÞT£ £¤¤¤G(t
f
) - z(t

f
) ET SE ¤G(t

f
) - z(t

f
)J = __1

2 ø¥ø¥

Þ£t ¤¤ dt@´ G(t) - z(t)´ 2+ ´ u(t) ´ 2+ __ ß f1
2 r ø@q¥0

where q and r are scalars. For the case S=0, we
will have the following.
We first use Equation 14 to obtain R iccati

equation for the above system. So we have

@@
2

@@@@ p
11
(t
f
) = 0pÜ

11
(t) - 2p

11
(t) - _____ + q = 0

p12(t)
r

p
12
(t
f
) = 0p

11
(t) - 2p

12
(t) = 0

If we allow t
f
to become infinite (t

f
= È), we

obtain the following solutions

p
11
= 4r 1 + __ - 4r

q
4r

p
12
= __ p

11
1
2

p
11

p
12 Þ@@@@£ ¤where P = ¤ ¤@@@@¤ ø@@@@¥ p

12
p
22

Now, we use Equation 15 to obtain L(t). Thus

@@Ül
1
(t) - l

1
(t) - ___ l

2
(t) + q G(t) = 0

p12
r

l
1
(t) - 2l

2
(t) = 0

For t
f
being very large, we obtain
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Figure 1. Optimal control.

1l
1
(t) = ººººº q G(t)

1 + _____p12
2 r

l
2
(t) = __ l

1
(t)1

2
l
1
(t) Þ@@@@£ ¤¤where L(t) = ¤@@@@¤ ø@@@@¥ l
2
(t)

After de termining P and L(t ), the optimal
control will be as following:

Þ0£ 1ÞT£ 0 ¤¤¤¤ x(t) - L(t) )( Pu(t) = - __1
r ¤¤¤¤ ø0¥ 0ø¥ 1

We first consider G(t) to be a step function.1 -
Figures 1 and 2 show the optimal control and
corresponding output where r= 1 and q= 1000
and x(0)=0.

Now, consider G( t) be a sinusoidal function.2 -
Figures 3 and 4 show the optimal control and
corresponding output for r=1 and q=10, which
in th is case , the out put o f system does not
fo llow the desir ed t ra jecto ry. However by
choosing r= 0.1 and q= 1000, the output follow
the desired trajectory. Figures 5 and 6 show the
optimal control and associated output for this
choice.

The system Equa t ion 2 has aLemma 1 -

Figure 2. System output.

Figure 3. Optimal control.

Figure 4. System output.
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Figure 5. Optimal control.

unique solution if singular systems 1, and 15 are
regular.

Combining theorems 2 and 3 gives theProof -
result.
Assuming the ma t r ix P is con st an t , th e

following theorem is immediate.

System Equation 15 has a uniqueTheorem 4 -
solution iff there exists a scalar s such that the
following matrix is invertible:

(16)(sET + AT - ET PBR -1 BT)

By [1], E quat ion 15 has a un iqueProof -
so lu t ion subject t o an app rop r iat e in it ia l
condition ( regular) if ¼sE T + AT - ET PBR -1

BT¼Ú0.

Case 2 - ¼R ¼= 0

In this case we cannot find u(t) in terms of l(t).
Howeve r , simila r to th e re gu la to r case by
choosing:

(17)u(t) = P
1
l(t) + P

2
x(t)

and subst ituting for u in processes of deriving
R iccat i equat ion , we obt ain the fo llowing
non-symmetric generalized Riccati and singular
equations respectively.

Figure 6. System output.

ET PÜ(t) E + ET P(t) A + AT p(t) E + ET P(t)

BP
1
P(t) E + ET P(t) BP

2
+ CT Q C = 0

(18)
and

ET LÜ(t) + AT L(t) + ET P(t) BP
1
L(t) + CT Q

(19)G(t) - ET P(t) w(t) = 0

The solu t ion of the above equat ions can be
fo u n d in [6] a n d [1] fo l lo win g some
simplifications.

Conside r matrix E as constant.Remark 2 -
All derivations in this paper could hold for time
varying cases. However , if mat r ix E is t ime
varying, we have some modification as follows
for the case ¼R ¼Ú 0.

l(t) = P(t) E(t) x(t) - L(t)

lÜ(t) = PÜ(t) E(t) x(t) + P(t) E(t) xÜ(t) LÜ(t) +

P(t) EÜ(t) x(t)

and

ET(t) lÜ(t) = - CT(t) Q(t) C(t) x(t) - AT(t) l(t)

+ CT(t) Q(t) G(t) - EÜT(t) l(t)
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combining the above equations gives us the
following equations:

E T P Ü( t ) E ( t ) + ET( t ) p( t ) [A( t ) + E Ü( t ) ] +

[EÜ(t) + A(t)] T p(t) E(t) -

ET(t) P(t) B(t) R-1(t) BT p(t) E(t) + CT(t) Q(t)

C(t) = 0

and

ET(t) LÜ(t) + [A(t) + EÜ(t)] T L(t) -

ET( t ) P ( t ) B( t) R -1( t ) BT( t) L(t) - E T( t ) P( t)

w(t) + CT(t) Q(t) G(t) = 0

It can easily be seen that by changing A(t) to
[A(t) + EÜ(t)] for the constant coefficient case
the new equations for the time varying case
have been obtained. This re sult can also be
achieved for the case

¼R ¼= 0.

Although these re sults have beenRemark 3
deve loped for cont inuous systems, they can
easily be extended for the discrete cases as well.

CONCLUSION

The linear singular opt imal t racking problem
has been discussed and the Hamilton-Jacobi
theory is used in order to compute the optimal
cont ro l and associated t rajectory. We have
shown that the singular t racking problem is
composed of two parts, a singular regulator
part , and a prefilter to determine the optimal
driving function from the desired value, G(t), of
the system output. We also have obtained the
gene ralized R iccat i equat ion for both t ime
invariant and time varying cases.
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