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A B S T R A C T  
 

 

Face recognition is one of the most common authentication techniques widely used due to its easy 

access. In many face recognition applications, captured images are often of low resolution. Face 
recognition methods perform poorly on low resolution images because they are trained on high 

resolution face images. Although existing face hallucination methods may generate visually pleasing 

images, they cannot improve the performance of face recognition methods at low resolution as the 
structure of the face image and high-frequency details are not sufficiently preserved. Recent advances 

in deep learning have been used in this paper to propose a new face super-resolution approach to 

empower face recognition methods. In this paper, a Generative Adversarial Network is used to 
empower face recognition in low-resolution images. This network considers image edges and 

reconstructs high-frequency details to preserve the face structure. The proposed technique to generate 

super-resolved features is usable in any face recognition method. We have used some state-of-the-art 
face recognition methods to evaluate the proposed method. The results showed a significant impact of 

the proposed method on the accuracy of face recognition of low resolution images. 

doi: 10.5829/ije.2022.35.10a.05 
 

 
1. INTRODUCTION1 
 
Among the biometric techniques available for 

authentication, face recognition is widely used due to its 

simplicity of use, easy access, and the possibility of 

using it at long distances and secretly [1]. Face 

recognition is one of the primary research fields in 

computer vision and plays an essential role in machine 

learning. Video surveillance, access control of 

buildings, criminal identification, and self-driving cars 

are just a few applications of face recognition systems. 

Despite recent advances, face recognition still has 

challenges such as obstruction, angle and brightness 

changes, resolution, and other factors. For example, in 

areas where Closed-Circuit Television (CCTV) cameras 

are used for surveillance, cropped face images usually 

have breakdowns such as blur and noise [2]. Also, the 

extracted face images may not have a suitable resolution 

due to the person's distance from the camera. In this 

 

*Corresponding Author Institutional Email: 
h.hassanpour@shahroodut.ac.ir  (H. Hassanpour) 

problem, we encounter the challenge of recognizing 

faces in uncontrolled conditions and using low-

resolution (LR) images. 

Face recognition techniques based on deep neural 

networks have recently attained accuracy nearby human 

performance. Some are even more accurate than humans 

[3-5]. Advanced convolutional neural networks (CNNs) 

such as FaceNet [5], DeepFace [4], ArcFace [6], and 

VGGFace [7] have achieved extraordinary recognition 

performance in the Wild (LFW) database on Labeled 

Faces [8]. Alexnet-based Deep-Face [4] achieved 

97.35% accuracy for labeled face images in the Wild 

(LFW) database. After that, VGGFace, based on VGG-

16 [7], achieved 98.95% accuracy, and in 2018, Arc 

Face [6] reached the highest accuracy, 99.83%. 

Recently, state-of-the-art methods have used ResNet 

instead of visual geometry (VGG) because of its better 

performance and lower memory consumption [9]. These 

neural networks are trained on large datasets containing 

high-resolution (HR) images [10-14], including facial 

expressions and pose changes. Several factors affect the 

accuracy of face recognition methods, such as poses, 
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brightness, and image resolution. It has been shown that 

one of the factors influencing the performance of face 

recognition is image resolution. [15, 16]. Face 

recognition accuracy decreases rapidly with reducing 

image resolution [17, 18]. Hence, face recognition with 

LR images remains a demanding problem [19]. 

Smaller images with lower resolution have less 

information than higher resolution images. Image super-

resolution (SR) methods have been presented to 

increase image resolution and details [20, 21]. The LR 

image is mapped to an HR space for training the 

recognition model. For example, a deep SR method C-

SRIP (cascaded SR and identity priors) was proposed by 

Grm et al. [20], with three cascading SR networks by a 

2x SR factor including identity priorities in learning. 

Cascading SR networks are based on CNNs. Banerjee 

and Das [22] introduced a deep neural network based on 

generative adversarial networks (GANs) [23] to 

reconstruct more realistic face images from LR face 

inputs. Likewise, Zangeneh et al. [24] proposed a two-

section deep convolutional model, Feature extraction 

convolutional neural network (FECNN) and SR-

FECNN, for mapping HR and LR images into joint 

space for recognition. The SR network contains a five-

layer CNN to enhance the LR input image, and FECNN 

is a VGG-16 pre-trained without the last two fully 

connected layers. These two pre-trained networks are 

connected and jointly trained again to minimize the loss 

function and reduce the distance between LR and HR 

paired in the common space. The LR image needs to 

have a fixed input size in this method. Another type of 

SR method is feature super-resolution (FSR) [25]. This 

kind of SR method increases the image resolution on the 

feature level. In 2018, Tan et al. [25] proposed an FSR-

GAN neural network to enhance recognition accuracy 

and reduce training costs. They designed a GAN 

network to generate HR features from the LR features. 

This module has a simple structure with low training 

costs. 

Face recognition accuracy will be severely reduced 

if the input image is distorted and noisy or the target is 

far from the camera. Especially in a large database, the 

face recognition model errs in distinguishing features. 

Previous works have used various methods like 

clustering [26] and hashing [27] to increase face 

recognition accuracy in uncontrolled conditions. These 

methods work well on a large dataset problem and the 

angularity of faces. Nevertheless, the remaining 

challenge in these methods is the LR input image as the 

features and facial components will not be 

distinguishable [28, 29]. 

In this paper, we proposed a GAN-based network to 

increase the resolution at the feature level. The face 

recognition methods can distinguish facial components 

more accurately using the proposed method. Many face 

hallucination methods generate visually desirable face 

images, but the accuracy of face recognition is lower 

than anticipated with the generated images. Because the 

face structure and its high-frequency details are not well 

preserved [30]. This paper proposes a new generative 

adversarial network with self-attention to reconstruct the 

high-frequency details. The proposed method to 

generate SR features is applicable in any face 

recognition method. 

The main contributions of this paper include: 

• A GAN structure is proposed to empower face 

recognition at LR images. This network considers 

image edges and restores high-frequency details to 

preserve the face structure. 

• A self-attention mechanism is used residually to 

employ both global and local features. Super-

resolving global and local features improve the 

accuracy of face recognition methods. 

 

 

2. RELATED WORKS 

 

After Dong et al. introduced the Super-Resolution 

Convolutional Neural Network (SRCNN) [31], the use 

of deep learning techniques for single image SR became 

widely considered. Further advances in network 

architectures [32] and upsampling techniques [33] help 

others improve quantitative and qualitative results. 

Wang et al. [34] expressed a deeper study of the 

developments in this area. 

Deeper models with more layers have been shown to 

perform sufficiently in several tasks, including super-

resolving [35]. The first extremely deep model for SR 

tasks is the VDSR model [36]. This model employs 

VGG architecture with 20 layers. This network also 

uses multi-scale and SR in a residual way. LR images 

are super-resolved in several scales by reconstructing 

the high-frequency details and adding them to the output 

of bicubic interpolation. In order to decrease the VDSR 

parameters, the DRCN model was introduced [37]. A 

recursive convolutional layer has been used 16 times in 

the DRCN model. A multi-supervised learning strategy 

has been deployed to devastate the tribulation of 

training this network. Since ResNet has surpassed the 

VGG model in several tasks, it was a good choice for 

the SR task [9]. SRResNet has been proposed for SR as 

the first ResNet model [32]. This network uses 16 

residual blocks with batch normalization for stabilizing 

the training process. Lee et al. proposed EDSR, one of 

the most advanced models for general SR [38]. EDSR 

and SRResNet have several primary differences. In the 

EDSR, the batch normalization layers are deleted, the 

weights are initialized for a very large-scale SR, and the 

number of output features is increased. 

Although general SR methods can be used on face 

images, there are techniques to take advantage of the 

unique features of face images [39]. The face 
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components distortion is the main obstacle in a face SR 

process. Several methods utilized facial landmarks or 

used facial priors to address this problem. For example, 

a network has been proposed in FSRNet [39] to extract 

the facial landmark heatmaps and estimate the priors. In 

the FSRNet method, the prior details are extracted using 

an Hour Glass (HG) [40] model to produce roughly 

super-resolved face images. Then, in the encoder 

network, the prior heatmaps are joined with feature 

maps. Eventually, a decoder network uses these feature 

maps to produce a super-resolved face image. Kim et al. 

[41], proposed a face alignment model to compare the 

super-resolved and ground-truth images' facial 

heatmaps. A pre-trained HG network is used with an 

MSE (Mean Squared Error) loss function. However, 

landmarks must be labeled in the HG network, which 

has a high computational cost. 

 

 

3. PROPOSED METHOD 

 

One of the shortcomings in most SR methods is their 

inability to preserve the overall structure of the face 

image as they focus on the local features using 

interconnected convolutional layers. In this paper, we 

intend to use both global and local features to properly 

reconstruct high-frequency details and essential features 

of the face image. Extracting the edges of the face 

image using the Local Binary Pattern (LBP) [42] and 

Unsharp Masking (UM) [43] techniques and then 

adding them to the input image as a preprocessing can 

help the proposed model to accurately extract the high-

frequency information of the LR image. In addition, we 

use the Self-Attention mechanism residually to retrieve 

face components correctly. We also use an edge 

extraction network and its associated loss function to 

preserve the structure of the face image. Finally, the 

super-resolved features generated by the proposed 

model are transferred to the face recognition method to 

perform the recognition operation. 

 

3. 1. Preprocessing        Edge information plays an 

essential role in preserving the structure of the face 

image and retrieving high-frequency information. To 

better retrieve the high-frequency details of the face 

image, we must properly use the edges from the LR 

image. In addition, the use of LR image texture and its 

delicate edges are essential in preserving the structure. 

In this paper, we use some widely used methods such as 

UM and LBP to enhance the edges of LR images in 

preprocessing. In this section, the delicate edges and 

texture of the image are extracted by the LBP method 

and then added to the input image. Finally, all the edges 

of the LR image are sharpened using UM. Figure 1 

shows an example of adding LBP output to an input 

image. The effect of λ, the gain factor of the filter in 

UM, is shown in Figure 2. The extracted high-frequency 

details are scaled with λ. Then, these details are added 

to the input face image. 

Following the results shown in Figure 2, λ = 20 is 

chosen because the image details are more enhanced. 

 

3. 2. Network Structure         In this paper, we used a 

GAN model for super-resolving face images. GAN is a 

deep learning network that includes two networks called 

generator and discriminator. These two networks are in 

a zero-sum game [44].  

 

3. 2. 1. Generator Network         The overall structure 

used for training the generator network is shown in 

Figure 3. The proposed generator structure supper- 

resolves the input image up to 8x. Two convolutional 

 

 

 
Figure 1. Adding LBP output to an input image 

 

 

 
Figure 2. The effects of applying LBP and UM with different 

values of λ 
 

 

 

 
Figure 3. The overall structure used for training the proposed generator network 
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layers are placed at the end and beginning of the 

proposed generator structure. The first convolution layer 

has a 3×3 filter with stride one, and 512 output 

channels. The final 3×3 convolutional layer generates 

the output image.  

Since this research aims not to generate an RGB 

super-resolved face image, the last 3×3 convolutional 

layer is only in the training section. This layer is 

removed from the network when combining the 

proposed method with the face recognition classifier. 

The combination of the face recognition classifiers with 

the proposed method is shown in Figure 4. The structure 

of the “2x upsampling” section is shown in Figure 5. 

As shown in Figure 5, the 2x upsampling structure 

consists of a residual self-attention block, a residual 

block, an edge block, and a transposed convolutional 

block. The convolution kernel and original features are 

used in convolutional layers to compute the output 

features. The output feature map is usually local and 

limited. Therefore, we have used a residual self-

attention mechanism to extract global and context 

information. Self-attention mechanism enhances the 

valuable features and learns each feature channel's 

weights by data-driven learning. 

In summary, in the proposed 2x upsampling 

structure in Figure 5, the residual self-attention block 

extracts global features, and simultaneously, local 

features are extracted in the residual block. Finally, all 

global and local features are combined. The residual 

block has two convolution layers followed by two 

Rectifier Linear Unit (ReLU) activation functions. The 

convolutional kernel in all residual blocks is 3×3, and in 

the first 2x upsampling block, the number of filters is 

set  to  512,  in  the  second  one  256,  and  64  for  the 

third one.  

In the residual self-attention block, the combined 

feature map received from previous layers is first 

converted into two new feature spaces called f and g. 

Then the attention map is calculated by a softmax 

operation. The h channel normalizes the correlation 

between each pixel and all other position pixels in the 

feature maps. Finally, a 1×1 convolution layer is used. 

The output feature maps from the residual self-attention 

block and residual block are combined cascade-wise, 

and the transposed convolution layer is used for the 2x 

upsampling operation. We also used a ReLU activation 

function in transposed convolution layer. 

 

 

 
Figure 4. The combination of the face recognition classifier with the proposed method 

 

 

 
Figure 5. The proposed structure for the generator 2x 

upsampling in Figure 4 

After upsampling feature maps using the transposed 

convolutional layer, to preserve the structure of the face 

image, the edge block is used to extract high-frequency 

details and sharpen edge information. We have used an 

average pooling layer in the edge block, followed by a 

1×1 convolution layer. The smooth features extracted by 

the average pooling layer are subtracted from the main 

feature map to extract high-frequency details. Then, the 

extracted high-frequency information are concatenated 

with the original feature map to enhance the result and 

preserve the structure. As shown in Figure 3, the 2x 

upsampling operation is performed three times on an LR 

input image. 

 

3. 2. 2. Discriminator Network       In the proposed 

discriminator network, we used seven convolution 
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layers with Leaky Relu followed by a fully connected 

layer. The kernel size for convolution layers is 3×3, and 

filters are set to 128, 256, and 512. 

 

3. 3. Loss Functions        In this research, we have 

used several loss functions to train the proposed 

generator network. Each loss function compares the 

generated face image with the ground-truth face image 

from different aspects, and finally, the sum of these 

functions is applied to the gradient as a total loss. 

 

3. 3. 1. Context Loss          We have used the pixel-wise 

MSE function to decrease the distance between the 

ground truth and generated image. The MSE loss 

function is defined as: 

𝐿𝑐𝑜𝑛𝑡𝑒𝑥𝑡 =
1

𝑤ℎ
∑ ∑ ∑ ‖𝐼𝐺𝑇(𝑥, 𝑦) −ℎ

𝑦=1
𝑤
𝑥=1

𝑅𝐺𝐵
𝑐=1

𝐺(𝐼𝐿𝑅)(𝑥, 𝑦)‖2  
(1) 

where 𝐼𝐺𝑇  is the ground truth image, 𝐼𝐿𝑅 is the LR 

image, and c is RGB channels. 

 

3. 3. 2. Edge Loss        As mentioned in the previous 

sections, edge information is essential in preserving 

image structure. We have dealt with this issue both in 

preprocessing and the generator network. To train the 

model, preserve the structure, and optimal use of edges 

and high-frequency information, in this section, we 

define a loss function that compares the edges obtained 

from the edge block with the edges extracted by the 

Canny method. The edge block loss function is defined 

as: 

𝐿𝑒𝑑𝑔𝑒 =
1

𝑟2𝑤ℎ
∑ ∑ ‖𝐶(𝐼𝐺𝑇)(𝑥, 𝑦) −𝑟ℎ

𝑦=1
𝑟𝑤
𝑥=1

𝐸(𝐼𝐿𝑅)(𝑥, 𝑦)‖2  
(2) 

where r is the scaling factor, set to be 1, 2, and 4, C is 

the Canny edge detector method, and E is our edge 

extraction block. 

 

3. 3. 3. GAN Loss        As mentioned before, we utilize 

a GAN structure to generate more realistic super-

resolved images. The GAN loss is defined as: 

𝐿𝐺𝐴𝑁 = 𝔼[log 𝐷(𝐼𝐺𝑇)] −  𝔼[log(1 − 𝐷(𝐺(𝐼𝐿𝑅)))]  (3) 

where 𝔼 is the probability distribution expectation, and 

D is the discriminator network. 

 

3. 3. 4. Luminance Loss        RGB domain is the most 

common image representation format used in image 

application researches. In face hallucination, several 

state-of-the-art methods have used RGB format with 

MSE loss function to compare the distance between 

output image and ground truth. However, the YUV 

domain is another popular representation format widely 

used in image processing; and following the results 

reported in literature [45], the YUV color space is better 

than the RGB format in terms of perceptually quality. In 

addition, the RGB format has details that combine 

chrominance and luminance components, which yields 

redundancy to color shift, color distortion, and channel 

information. We used the Luminance distance to reduce 

the above effects and generate enhanced SR images, 

which converted RGB format to YUV format to 

independently distribute illumination and color 

components. 

 

3. 3. 5. Identity Loss        Pixel distance is unreliable 

for comparing images on fidelity and diversity. For 

example, suppose a pixel is moved in the generated 

image. The difference is not evident in an HR image 

with millions of pixels. However, the absolute 

difference will be huge based on the pixel distance. One 

alternative is to compare images at the higher-level 

features instead of the pixels. Higher-level semantic 

information is less sensitive to small changes. 

In this paper, to compare the high-level features of 

generated and ground truth images, we used the pre-

trained Inception V3 network to extract class-encoded 

vectors. We used the last pooling layer of the Inception 

V3 network prior to the output classification to extract 

features. The covariance and mean of the images are 

calculated, and activations are summarized as 

multivariate Gaussian. Then the statistics are computed 

for activations across generated and ground truth 

images. Finally, the distance between two obtained 

distributions is calculated using the Frechet distance. 

The identity loss is defined as: 

𝐼𝑑𝑒𝑛𝑡𝑖𝑡𝑦 𝑙𝑜𝑠𝑠 = ‖𝜇𝑥 − 𝜇𝑦‖
2

+ 𝑇𝑟(∑ 𝑥 +  ∑ 𝑦 −

2√∑ 𝑥 ∑ 𝑦)  
(4) 

where 𝜇𝑥 and 𝜇𝑦 are the feature-wise mean of the 

ground truth and generated images, respectively. 

Including 512 element vectors where each element is 

the mean feature perceived across the images, ∑ 𝑥 and 

∑ 𝑦 are the covariance matrices for the generated and 

ground truth feature vectors. 𝑇𝑟() represents the trace 

linear algebra operation. 

 

3. 3. 6. Total Loss        Eventually, all loss functions 

are aggregated. Therefore, the total loss is as follows: 

𝐿𝑇 =  𝐿𝐶𝑜𝑛𝑡𝑒𝑥𝑡 + 𝛼𝐿𝐸𝑑𝑔𝑒 + 𝛽𝐿𝐺𝐴𝑁 +  𝐿𝐿𝑢𝑚𝑖𝑛𝑎𝑛𝑐𝑒 +

𝛾𝐿𝐼𝑑𝑒𝑛𝑡𝑖𝑡𝑦  
(5) 

where α, β, and 𝛾 are weight coefficients. 

 

 

4. EXPERIMENTS AND DISCUSSION 

 

In this section, we first introduce the datasets used to 

train the proposed SR network. The implementation 

details of the proposed method are then explained. 

Finally, we will discuss the effect of the proposed 

approach on face recognition accuracy. 
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4. 1. Datasets        In this paper, for the training 

section, 990 face images from the FERET [46] Frontal 

(fa) collection are employed, along with images from 

several standard datasets such as MUCT [47], FEI [48], 

Face94, Psychological Image Collection at Stirling 

(PICS), and in total there are 1684 images in this part of 

training data. The CelebA [49] is a celebrities' face 

dataset with more than 0.2 million face images. We 

used 174,400 face images in the training set and 21,230 

images in the test set. 

To evaluate the impact of the proposed method on 

face recognition accuracy, we used 990 images from the 

frontal set (Fa) of the FERET dataset for the training 

section, and their related Fb images were used for 

testing. 

 

4. 2. Implementation Details        As mentioned in 

the preprocessing section, first, LBP features are 

extracted from the LR image and added to the input 

image. Since we intend to extract high-frequency 

details, texture, and delicate edges of the input image, 

the LBP technique is used in "uniform" mode with 8 

points and a radius of 1. After extracting these details 

and adding them to the input image, we used the UM 

technique to sharpen all the edges of the input image. 

To improve the network performance and make the 

high-frequency details clearer, based on the results 

presented in Figure 2, we employed λ=20 in the UM 

method. 

As shown in Figure 3, the input of the proposed 

generator network is a 16×16 LR image, which is super-

resolved to 128 × 128. For training the network, we 

used Adam optimizer with a learning rate of 0.0001, 

epsilon = 1e-07, 𝛽1 = 0.5, and 𝛽2 = 0.999 in both 

generator and discriminator networks. All codes were 

written in Python 3.7, and we used Tensorflow 2. We 

have used a GeForce GTX 3060 GPU for network 

training and evaluation. As mentioned before, we do not 

intend to generate the final RGB super-resolved image 

to recognize the face. Therefore, the final layer is 

removed in combining the proposed method with a face 

recognition method, and the super-resolved features are 

given to the face recognition method. 
 

4. 3. Super-resolution Results        This research 

aims not to generate HR images at the output but to  

 

demonstrate the performance of the proposed method in 

super-resolving facial images. We compared the 

proposed method with several state-of-the-art face SR 

methods such as EIPNet [50] and GFP-GAN [51]. 

Qualitative comparison results are shown in Figure 6. 

As shown in Figure 6, the structure of the generated 

images with the proposed method is well preserved due 

to the use of high-frequency details in different stages. 

 

4. 4. Face recognition Results        The purpose of 

face hallucination is to improve facial recognition 

accuracy. Many face SR methods generate eye-catching 

face images. However, when they are used in a face 

recognition method,  the accuracy is not as expected. 

Because they produce new details instead of preserving 

the original structure of the LR image. In this section, 

we intend to examine the effect of LR face images on 

some of the newest face recognition methods, such as 

Nikan [52], Face Net [53], VGG Face [54], and Arc 

Face [6]. Then we showed the effect of using the 

proposed method compared to several state-of-the-art 

super-resolution methods on increasing face recognition 

accuracy. Therefore, we perform our experiments on 

several state-of-the-art SR methods, such as DFDNet 

[55], EIPNet [50], and GFP-GAN [51]. Table 1 compares 

the accuracy of some face recognition methods using 

the proposed method versus other SR methods. As 

shown in Table 1, the proposed method performs better 

than other SR methods in face recognition. 
 

 

 
Figure 6. Qualitative comparison of SR images obtained using 

several state-of-the-art methods 
 

 

 

TABLE 1. Face recognition accuracy comparison of the proposed method with state-of-the-art methods on LR images 

 Super-resolution (%) 

Face 

Recognition 

 Original (128×128) LR (16×16) Bicubic DFDNet [55] EIPNet [50] GFPGAN [51] Proposed method 

Nikan [52] 92.7 3.1 9.32 41.8 49.04 26.32 71.84 

Face Net [53] 98.93 0.11 0.05 42.40 56.92 28.18 75.09 

VGG Face [54] 99.10 8.31 10.15 64.41 66.13 34.07 79.51 

Arc Face [6] 98.82 2.85 3.02 52.96 63.22 27.28 76.89 
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5. CONCLUSION 

 

In this paper, we proposed a GAN-based network to 

increase the image resolution at the feature level and 

improve the accuracy of face recognition methods. The 

results provided in this paper indicate that a face 

recognition method can distinguish facial components 

more accurately using the proposed method. Many face 

super-resolution methods generate visually pleasant face 

images, but face recognition accuracy is lower than 

expected with their generated images. Because the 

structure of the face image and its high-frequency 

details are not well preserved. The proposed network 

considers the image’s edges and restores high-frequency 

details to preserve the face’s structure. The generated 

super-resolved features can be used in any face 

recognition method to improve the accuracy of 

recognition.  
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Persian Abstract 

 چکیده 
چهره،   صیتشخ یاز کاربردها یاری. در بسردیگیآسان آن به طور گسترده مورد استفاده قرار م یدسترس لیاست که به دل تیاحراز هو یهاکیتکن   نیترج یاز را یکیچهره  ییشناسا

چهره وضوح بالا   ریها عموماً با استفاده از تصاوروش  نیا  رای دارند ز  ی فیعملکرد ضع   نییوضوح پا  ریتصاو یچهره رو  ییشناسا  یهادارند. روش  ینییضبط شده وضوح پا  ریتصاو

چهره را در وضوح  صیتشخ یهاعملکرد روش  توانندیکنند، اما نم دیتول ینوازچشم یبصر ریچهره موجود ممکن است تصاو ییبزرگنما یها. اگرچه روششوندیآموزش داده م

روش    کیبا هدف ساخت    قیعم  یریادگیدر حوزه    ریاخ  یهاشرفتیمقاله، پ  نی. در اشوندیحفظ نم  یبالا به خوب  سفرکان  ات یو جزئ  ریساختار تصو  رایبهبود بخشند ز  نییپا

چهره    ریچهره با تصاو  ییشناسا  یشبکه متخاصم مولد جهت توانمندساز  کیمقاله،    نیاند. در اچهره استفاده شده  ییشناسا  یهاروش  یسازجهت توانمند  دیچهره جد  ییبزرگنما

جهت   یشنهادی. روش پکندی حفظ م  یرا به خوب  نییچهره وضوح پا  ریفرکانس بالا، ساختار تصو  ات یجزئ   یها و بازسازشبکه با تمرکز بر لبه   نیشده است. ا  شنهادیپ  نییوضوح پا

 ج ی. نتامیااستفاده کرده  یشنهادیش پرو  یابیارز  جهتچهره    ییشناسا  یهاروش   نیدتریاز جد   یچهره است. ما از برخ  ییقابل استفاده در هر روش شناسا  ها،ی ژگیو  ییبزرگنما

 است. نیی وضوح پا ریچهره با تصاو ییبر دقت شناسا یشنهادیقابل توجه روش پ ری از تأث یحاک

 
  


