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A B S T R A C T  
 

 

Support Vector Machine classifiers are widely used in many classification tasks. However, they have 

two considerable weaknesses, Unclassifiable Region (UR) in multiclass classification and outliers. In 

this research, we address these problems by introducing Probabilistic Least Square Twin Support Vector 
Machine (PLS-TSVM). The proposed algorithm introduces continuous and probabilistic outputs over 

the model obtained by Least-Square Twin Support Vector Machine (LS-TSVM) method with both linear 

and polynomial kernel functions. PLS-TSVM not only solves the unclassifiable region problem by 
introducing a continuous output value membership function, but it also reduces the adverse effects of 

noisy data and outliers. For showing the superiority of our proposed method, we have conducted 

experiments on various UCI datasets. In the most cases, higher or competitive accuracy to other methods 
have been obtained such that in some UCI datasets, PLS-TSVM could obtain up to 99.90% of 

classification accuracy. Moreover, PLS-TSVM has been evaluated against ”one-against-all” and ”one-

against-one” approaches on several well-known video datasets such as Weizmann, KTH, and UCF101 

for human action recognition task. The results show the higher accuracy of PLS-TSVM compared to its 

counterparts. Specifically, the proposed algorithm could improve respectively about 12.2%, 2.8%, and 
12.1% of classification accuracy in three video datasets compared to the standard SVM and LS-TSVM 

classifiers. The final results indicate that the proposed algorithm could achieve better overall 

performances than the literature.  

doi: 10.5829/ije.2022.35.01a.01 
 

 
1. INTRODUCTION1 
 
Pattern recognition and classification methods are 

applied to a vast range of real-world applications such as 

image classification [1-3], disease detection [4], text 

classification [5],  and so on. The significant growth in 

these applications shows the necessity of fast and 

classifiers.  

For classification tasks, different machine learning 

classifiers have been applied. The recent research 

indicates that Support Vector Machines has better 

performance among other classifiers in most cases [6-11]. 

However, SVM-based classifiers suffer from several 

major problems. The first problem is that they are very 

sensitive to noisy data and outliers. The reason is optimal 

hyperplane obtained by only a small part of samples 

(support vectors) [12]. Second, the class-boundary-skew 
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will be met when SVM is applied to the problem of 

learning from imbalanced datasets when for instance, one 

class (suppose negative data) strongly outnumber the 

other class (positive samples) [13]. In that case, the class 

boundary can be skewed towards the Negative class. As 

a result, the false-negative rate can be very high and can 

make SVM ineffective in identifying the targets that 

belong to the positive class, which results in the class-

boundary-skew problem. Third, the occurrence of 

unclassifiable regions (URs) when SVM classifiers are 

applied to multiclass problems.  

UR occurs when a multiclass classification 

application assigns two or more classes to one data 

sample. In another word, it appears when the classifier 

can not distinguish between the actual class 

corresponding to the data-sample and other classes. This 

may also happen as a result of an imbalance dataset or 
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general noises in image recognition tasks. For instance, 

suppose an application has to distinguish between daily 

human activities from a set of short videos. The case 

study videos may suffer from problems such as viewpoint 

change, ambient occlusion, illumination change, and 

intra-class action variations [14] that generally occur in 

image and video classification tasks. Consequently, the 

application may face difficulty in discriminating between 

two similar classes, such as ”walking” and ”running”, 

and it results in an inaccurate classification.  

The problem of unclassifiable regions has been 

addressed in a number of stuides. A weighted voting 

mechanism formulated by a base classifier has been 

proposed to eliminate the unclassifiable area [15]. The 

results based on the logistic regression and support vector 

machine show higher accuracy and efficiency by 

modifying the basic classifier. In some of the works, an 

optimized continuous decision function based on fuzzy 

support vector machine (FSVM) has been developed to 

enhance the classification performance [16-18]. A 

truncated polyhedral pyramidal membership function has 

been proposed over the decision functions obtained by 

training the SVM for each class [19]. As the methods 

obtain the same classification results, for the data points 

within the classifiable regions, the generalization ability 

of the FSVM is the same with or better than that of the 

SVM. A fuzzy classifier based on the support vector 

machine has been proposed by introducing the concepts 

of fuzzy linear separability and fuzzy hyperplanes. The 

proposed fuzzy classifier is robust to the class label 

perturbation and have been applied in the medical 

diagnosis. It can obtain a good generalization 

performance and meanwhile can solve the unclassifiable 

regions by finding the membership that an example 

belongs to the positive or negative class [20]. A decision 

margin based fuzzy output SVM approach has been 

proposed by Yang [21] to reduce the unclassifiable 

regions and improve the accuracy of the incident ticket 

classification. The multiclass support vector machine 

(SVM) has also been used following decision-directed 

acyclic graph (DDAG) to address the unclassifable 

regions for predicting the unkown fault prediction [22]. 

Nesting-One-Against-One algorithm [23] and vector 

projection method [24] are the other methods to handle 

the unclassifable region problem. 

The proposed algortihms to solve the UR problem are 

mainly based on the standard SVM algorithm and there 

are a few corresponding works on the TWSVM. 

Moreover, since the TWSVM and the SVM have 

different mechanisms, the approach of modifying the 

latter cannot be used directly to the former one. 

Therefore, we aimed to study the UR problem of 

TWSVM-type algorithms. Accordingly, following the 

line of research conducted by Khemchandani and Suresh 

[25], Liu and Yen-Ting [26], a novel Probabilistic Output  

Multi-class Least Square Twin Support Vector Machine 

(PLS-TSVM) algorithm was proposed in which a 

contineous decision function has been introduced to the 

outputs of the LS-TSVM hyperplane [27].  

To validate our proposed method, we conducted 

experiments on a set of UCI datasets to compare PLS-

TSVM with SVM, TWSVM, and LS-TSVM. Then, PLS-

TSVM has been applied on three well-known and 

widely-used video datasets, namely Weizmann, KTH and 

UCF101 to compare it with the literature. 

 

 

 

2. PROBABILISTIC LEAST SQUARE TWIN SUPPORT 
VECTOR MACHINE 
 
Although much research based on least square twin 

support vector machine has been presented [28-33] they 

are incapable of eliminating the consequences of 

unclassifiable regions. Therefore as it was also mentioned 

previously, our motivation in this research is to propose 

a classifier based on LS-TSVM that addresses the 

unclassifiable regions (URs).  

The proposed algorithm consists of two main steps. 

Firstly, two nonparallel separating hyperplanes are 

obtained as the solutions of the Quadratic Programming 

Problems (QPPs) problems in TSVMs. In this step, we 

introduced both linear and nonlinear models. Secondly, 

the classification decision rule is defined probabilitically 

according to the linear and nonlinear models, repectively. 

In following, we present PLS-TSVM in more details.  
 
2. 1. Linear PLS-TSVM                Given a dataset D, we 

denote the training data of class +1 and class -1 by matrix 

A and B, respectively. If 𝑑+ and 𝑑− denote the training 

sets with label +1 and -1, respectively, then A would be 

∈ 𝑅𝑑+×𝑚 and matrix 𝐵 ∈ 𝑅𝑑+×𝑚, where m is the problem 

dimension.  
In PLS-TSVM, the primal problem as well as the 

equality constraints are the same as that of LS-TSVM 

[27]: 

 

(1) 

where 𝑐1 > 0 are penalty parameters, e is the 1’s vectors, 

and y is vectors of slack variables, respectively. 

Substituting the equality constraints into Equation (1), we 

have: 

 
(2) 

Next, the gradient of Equation (2) with respect to 

(𝑤)1and (𝑏)1is set to zero and we have: 
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(3) 

(4) 

Now, arranging Equations (3) and (4) in matrix form and 

solving for (𝑤)1 and (𝑏)1 gives: 

 
(5) 

 
(6) 

 
(7) 

Lets 𝑃 = [𝐴 𝑒] and 𝑄 = [𝐵 𝑒] , the solution becomes as: 

 
(8) 

Similarly, the solution of QPP Equation (9) can be found 

as shown in Equation (10): 

 

 

(9) 

 
(10) 

In this way, two nonparallel separating hyperplanes are 

obtained. As we know the linear LS-TSVM completely 

solves the classification problem with just two systems of 

linear equation as opposed to solving two QPPs in TSVM 

or one in QPP in SVM which helps the proposed PLS-

TSVM to be faster than the other two algorithm in the 

training phase. 

 

2. 2. Nonlinear PLS-TSVM              To obtain the 

nonlinear model, the following kernel generated surfaces 

are introduced: 

 

 

(11) 

where 𝐶 = [𝐴; 𝐵] and K is an arbitrary kernel. Now, the 

primal problems of the nonlinear PLS-TSVM is defined 

with 2-norm of slack variables. The equality constraints 

corresponding to surfaces Equation (11) are given in 

Equations (12) and (13), respectively. 

 

(12) 

and: 

 

(13) 

If the constraints are substituted into the objective 

function, the QPPs take the following form: 

  

 

(14) 

 

 

(15) 

Finally, the solutions of Equations (14) and (15) is 

derived as: 

 
(16) 

 

(17) 

where 𝑀 = [𝐾(𝐴, 𝐶𝑇)𝑒] and 𝑁 = [𝐾(𝐵, 𝐶𝑇); 𝑒] 
 

2. 3. Classification Decision Rule                The second 

step of PLS-TSVM is defining a decision rule for each of 

the proposed linear and nonlinear model. For a new 

testing point x, the corresponding class label is assigned 

by the following decision function in the linear case 

where 𝑖 ∈  {1, 2, . . . , 𝑘}: 

          

(18) 

In nonlinear PLS-TSVM, the function 𝑓𝑖(. ) is defined as 

follow: 

            

(19) 

The class which earns the highest voting number will be 

the final output. If more than one class earns the highest 

voting number, probabilistic output function Equations 

(20) and (21) will be used to convert the discrete output 

to the continuous case. Let n present index of classes earn 

the highest voting number. In other words, when the 

decision function outputs the same highest numbers for 

various classes, it results in unclassifiable regions arisen. 

Therefore, Equations (20) or (21), will be used for each 
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individual, and the final decision will be made by 

comparing the output numbers of the probabilistic 

decision function Equation (22).  

In the case of linear PLS-TSVM, the corresponding 

decision function is defined as follow 𝑛 ∈
{𝑎𝑟𝑔𝑚𝑎𝑥(𝑓𝑖(𝑥))}: 

            

(20) 

And in the case of nonlinear PLS-TSVM, the decision 

function is as follows: 

            

(21) 

where the membership function is computed as follow: 

 
(22) 

 
(23) 

Similary, for the nonlinear PLS-TSVM we have: 

   

 

(24) 

The final classification decision of the improved voting 

strategy is made with Equation (22). Figure 1(a). shows 

the decision function of LS-TSVM and Figure 1(b). 

shows 𝑓(𝑥) in PLS-TSVM calculated by Equation (20). 

for positive and negative samples, the farther from the 

separating hyperplanes, the greater probabilistic output 

value |𝑓 (𝑥)| will be obtained. This is to say that 𝑓(𝑥) is 

a suitable continuous output for LS-TSVM. Similar to the 

continuous output in SVM and TWSVM, the values 

range of 𝑀(𝑥) in our model also from negative infinity to 

positive infinity [34]. In Figure 2, the proposed algorithm 

has been illustrated whithin the human action recognition 

framework. 

 

2. 4. Discussion on PLS-TSVM         PLS-TSVM is an 

extension of LS-TSVM based on a probabilistic output 

function to solve unclassifiable regions (URs) problem in 

multiclass classification.  
The constraints of LS-TSVM require the hyperplane 

to be at a distance of exactly one from the points of the 

other class. In PLS-SVM, a continuous probabilistic 

output has been defined. The samples in URs are handled 

with different degrees of memberships for different 

classes. We selected the UCI Wine dataset with two of its 

features to show the effect of PLS-TSVM’s decision 

function. Figure 3 shows the proposed PLS-TSVM 

classifier with its probabilistic decision function within 

the human action recognition framework based on the 

one-against-one strategy. Linear kernel and polynomial 

kernel of degree 4 have been used in this figure. The 

illustrated black region does not belong to any class 

(URs). We can observe that the decision function of PLS-

TSVM has a high effect on resolving the unclassified 

region. 

 
 

3. EXPERIMENTAL RESULTS 
 

In this section, we evaluated the test results of PLS-

TSVM’s experiments on UCI datasets. Then we applied 

PLS-TSVM on human activity recognition application. 

We first compared the accuracy of PLS-TSVM with  

 

 

 
(a) 

 
(b) 

 

Figure 1. (a) indicates decision function of LS-TSVM, (b) 

illustrates f(x) calculated by Equation (20) in PLS-TSVM 

 

 

 
Figure 2. The human action recognition framework based 

on the proposed algorithm, PLS-TSVM is illus-trated in this 

figure 
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               LS-TSVM                          PLS-TSVM 

 
 

           Polynomial TSVM             Polynomial PLS-TSVM 

Figure 3. Geometric interpretation of multi-class LS-TSVM 

and PLS-TSVM 

 

 

SVM, TWSVM, and LS-TSVM, then compared the 

obtained results from video datasets, namely, Weizmann, 

KTH, UCF101 with the literature to show the good 

performance of PLS-TSVM. The experiments were 

performed on an Intel Core i7 processor with 32 GB 

RAM. The optimal values for the parameters were found 

by the grid search method. In this regard, the optimal 

values for C and γ parameters where selected from the 

range {2𝑖 | 𝑖 = −5, −3, −1, 0, 1, 3, 5}. 
 

3. 1. UCI Data Sets              In this subsection, the 

performance of PLS-TSVM is compared with LS-

TSVM, TSVM, and SVM. For these experiments, we 

utilized 9 UCI data sets, which their 141 characteristics 

are provided in Table 1. The results of these experiments 

with Linear and RBF kernels are provided in Tables 2 and 

3, respectively, using 5-fold cross-validation method. 

Optimal C, γ parameters were also provided in both 

tables. In the Tables 2 and 3, the third value in each cell 

shows the rank of each algorithm based on the 

corresponding dataset. For example, PLS-TSVM has the 

rank of 3 in terms of the prediction accuracy among the 

four SVM-based algorithms using Balance dataset. The 

average of these ranks have been reported as the overall 

rank in the last row of the Tables 2 and 3 [30]. As can be 

seen in both tables, our proposed method obtained the 

least rank score among the three other algorithms. 

As it can be observed in Table 2, PLS-TSVM 

outperformed other competitors in 6 data sets out of 9. It 

should also be pointed out that in cases which UR has not 

occurred, PLS-TSVM has obtained the same accuracy 

with that of LS-TSVM in both kernels. The results in 

Table 3 show that our prosed algorithm had better or 

equal performance in 7 data sets. It can be concluded that 

PLS-TSVM was successful in the case of improving the 

performance of classification in the face of the 

Unclassifiable region’s occurrence. 

 

3. 2. Human Action Video Datasets               The reason 

why we employ the human activity datasets is that in 

human action recognition (HAR), a strong occurrence of 

outliers is highly probable due to the errors in key-point 

detection, noisy data, occlusion, etc. However, there are 

no capabilities in SVM, TSVM, and LS-TSVM to handle 

it. The other problem is that these algorithms were 

originally designed for binary classification, while HAR 

is practically a problem of multiclass classification. In 

SVM and TWSVM family framework, ”one-against-all” 

and ”one-against-one” approaches are usually solve 

multiclass classification. They suffer from the 

unclassifiable region (UR) problem. However, PLS-

TSVM resolved unclassifiable region (UR) problem by 

continuous decision function.  

According to the above reasons, PLS-TSVM has been 

employed to understand human actions. For this purpose, 

we have compared our PLS-TSVM method with other 

related methods on the Weizmann, KTH, and UCF101 

action datasets. 

Figures 4 and 5 provide some sample frames of action 

datasets. In our experiments, the leave-one-out cross-

validation approach was used on Weizmann and KTH to 

evaluate the performance of the proposed method. In 

UCF101 experiments, we have used the predefined splits 

by authors for training-testing and report the average 

accuracy. The linear kernel has been utilized in all 

experiments. we set a = b = 1 in membership function to 

reduce the computational complexity of parameter 

selection. 

 
3. 2. 1. Weizmann Dataset              In this dataset, there 

are 90 low-resolution (180×144 pixels) video sequences 

from 10 natural actions perfromed by nine persons. The 

actions (classes) are: walking (walk), running (run), 

jumping (jump), galloping sideways (side), bending  

 

 
TABLE 1. Characteristics of selected UCI data sets for the 

experiments 

Dataset # of features # of features # of classes 

Balance 626 4 3 

Dermatology 367 34 6 

Glass 215 10 6 

Ecoli 328 7 5 

Iris 151 4 3 

Teaching Evaluation 152 5 3 

Wine 179 13 3 

Vowels 991 13 10 

Vehicle 847 18 4 
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TABLE 2. Experiment results on UCI datasets with Linear Kernel. The optimal values for the parameters (𝐶1, 𝐶2) have been found 

using grid search method in the range of {2𝑖| i = -5,-3,-1,0,1,3,5}. The accuracy rank of each algorithm has also been computed and 

averaged in the last row 

Dataset 

SVM 

(𝑪) 

Acc ± std 

Rank 

TSVM 

(𝑪𝟏, 𝑪𝟐) 

Acc ± std 

Rank 

LS-TSVM 

(𝑪𝟏, 𝑪𝟐) 

Acc ± std 

Rank 

PLS-TSVM 

(𝑪𝟏, 𝑪𝟐) 

Acc ± std 

Rank 

Balance 

2−1 

91.70%±0.02% 

1 

2−3, 22 

90.72 %±1.93 % 

2 

2−2, 2−5 

89.68 %±3.34 % 

3 

2−2, 2−5 

89.68 %±3.34 % 

3 

Dermatology 

2−3 

97.80 %±0.01 % 

2 

2−4, 2−2 

97.56 %±3.66 % 

3 

23, 23 

97.60 %±3.25 % 

3 

25, 23 

98.44 %±2.98 % 

1 

Ecoli 

24 

89.60 %±0.02 % 

3 

2−2, 2−1 

89.58 %±3.80 % 

4 

2−3, 2−3 

89.67 %±3.69 % 

2 

2−3, 2−3 

89.71 %±3.40 % 

1 

Glass 

22 

95.30 %±0.03 % 

1 

22, 2−5 

91.12 %±3.98 % 

4 

2−3, 2−4 

93.94 %±5.00 % 

3 

2−3, 2−4 

94.15 %±3.81 % 

2 

Iris 

2−3 

98.04 %±0.04 % 
1 

2−2, 2−3 

98.00 %±1.63 % 

2 

2−2, 2−3 

98.00 %±1.63 % 

2 

2−2, 2−3 

98.00 %±1.63 % 

2 

Optdigits 

24 

89.64 %±0.02 % 

3 

2−2, 2−1 

89.36 %±3.77 % 

4 

2−3, 2−3 

89.78 %±3.15 % 

2 

2−3, 2−3 

90.18 %±3.40 % 

1 

Teaching Evaluation 

21 

56.30 %±0.09 % 

3 

21, 20 

55.65 %±9.40 % 

1 

2−2, 2−2 

53.05 %±11.61 % 

4 

2−2, 2−2 

56.35 %±11.54 % 

2 

Wine 

2−5 

98.90 %±0.02 % 
1 

2−1, 2−4 

97.76 %±2.08 % 

2 

2−4, 2−3 

98.73 %±2.13 % 

3 

2−4, 2−3 

98.73 %±2.13 % 

3 

Vehicle 

2−4 

81.10 %±0.01 % 

4 

2−1, 2−1 

81.20 %±1.11 % 

3 

2−2, 2−2 

81.56 %±1.99 % 

2 

2−2, 2−2 

82.74 %±1.80 % 

1 

Vowel 

24 

82.60 %±0.03 % 

2 

2−2, 2−1 

75.45 %±2.42 % 

4 

20, 2−1 

76.96 %±2.84 % 

3 

20, 2−1 

83.02 %±2.48 % 

1 

Overall Rank 2.33 3.33 3.00 1.88 

 

 

(bend), one-hand-waving (wave1), two-hands-waving 

(wave2), jumping in place (pjump), jumping jack (jack), 

and skipping (skip). To compute the recognition rates, 
 

 

 
(a) 

 
(b) 

Figure 4. Some examples of video sequences in (a) 

Weizmann and (b) KTH datasets 
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TABLE 3. Experiment results on UCI datasets with RBF Kernel. The optimal values for the parameters (𝐶1, 𝐶2, 𝛾) have been found 

using grid search method in the range of {2𝑖| i = -5,-3,-1,0,1,3,5}. The accuracy rank of each algorithm has also been computed and 

averaged in the last row. 

Dataset 

SVM 

(C,γ) 

Acc ± std 

Rank 

TSVM 

(𝑪𝟏, 𝑪𝟐, 𝜸) 

Acc ± std 

Rank 

LS-TSVM 

(𝑪𝟏, 𝑪𝟐, 𝜸) 

Acc ± std 

Rank 

PLS-TSVM 

(𝑪𝟏, 𝑪𝟐, 𝜸) 

Acc ± std 

Rank 

Balance 

23, 2−3 

96.18 %±0.02 % 

4 

2−3, 2−1, 2−5 

95.36 %±0.78 % 

3 

2−3, 2−3, 2−5 

99.52 %±0.39 % 

2 

2−3, 2−3, 2−5 

99.84 %±0.41 % 

1 

Dermatology 

2−1, 2−1 

91.70 %±0.02 % 

1 

2−3, 22, 2−1 

90.72 %±1.93 % 

2 

2−2, 2−5, 2−1 

89.68 %±3.34 % 

3 

2−2, 2−5, 2−1 

89.68 %±2.74 % 

3 

Ecoli 

2−1, 22 

88.00 %±0.00 % 

3 

2−3, 2−1, 2−4 

89.89 %±1.93 % 

1 

2−3, 2−1, 2−4 

89.29 %±2.55 % 

1 

2−3, 2−1, 2−4 

89.29 %±2.55 % 

1 

Glass 

24, 2−4 

93.00 %± 0.00% 

4 

2−5, 24, 2−5 

97.19 %±1.75 % 

3 

2−2, 2−5, 2−1 

99.44 %±1.11 % 

2 

2−2, 2−5, 2−1 

99.90 %±1.11 % 

1 

Iris 

22, 2−4 

97.00 %±0.00 % 

3 

2−4, 2−5, 2−5 

98.00 %±1.63 % 

2 

2−1, 2−1, 24 

98.66 %±1.63 % 

1 

2−1, 2−1, 24 

98.66 %±1.63 % 

1 

Optdigits 

21, 2−5 

99.28 %±0.00 % 

2 

2−4, 2−4, 2−5 

98.89 %±1.00 % 

3 

20, 2−2, 2−5 

99.50 %±0.59 % 

1 

20, 2−2, 2−5 

99.50 %±0.59 % 

1 

Teaching Evaluation 

25, 22 

60.30 %±0.02 % 

4 

2−2, 2−1, 2−1 

66.79 %±8.37 % 

1 

20, 20, 2−4 

62.50 %±10.85 % 

3 

20, 20, 2−4 

64.50 %±9.99 % 

1 

Wine 

2−1, 2−5 

98.90 %±0.02 % 

2 

2−5, 2−4, 2−5 

97.19 %±1.75 % 

3 

20, 2−1, 2−4 

99.44 %±1.12 % 

1 

20, 2−1, 2−4 

99.44 %±1.12 % 

1 

 

Vehicle 

25, 2−5 

82.51 %±0.04 % 

4 

2−3, 2−3, 2−5 

83.46 %±2.86 % 

3 

2−5, 2−4, 2−5 

84.99 %±2.29 % 

2 

2−5, 2−4, 2−5 

87.69 %±2.46 % 

1 

Vowel 

2−5, 2−3 

99.6 %±0.0 % 

1 

2−5, 2−3, 2−5 

86.96 %±2.12 % 

4 

24, 24, 2−5 

95.45 %±2.30 % 

3 

24, 24, 2−5 

95.55 %±2.30 % 

1 

Overall Rank 3.11 2.77 2.11 1.55 

 

 

leave-one-out cross-validation has been employed in 

which the videos of 8 actors are used as the training 

dataset and one person for the test. 
The results of PLS-TSVM has been reported in Table 

4 which are the average accuracy rate of 9 independent 

runs. As it has been shown, the accuracy rate of PLS-

TSVM is higher than most of the state-of-the-art 

methods. However, some approaches, such as [35-41] 

reported more accurate predictions. In this regard, it 

should be noted that these later approaches used 

additional data founded by tracking or background 

subtraction. Furthermore, the training time of some 

methods such as Ada-boost based classifiers is 

considerably higher than PLS-TSVM.  

 
Figure 5. Example frames from video sequences of 

UCF101 datasets 
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TABLE 4. Accuracy rates of different methods on the 

Weizmann dataset (*Background subtraction has been used to 

localize actors) 

Method Classifier Average Accuracy 

Niebles [42] SVM 72.80% 

Liu [43] KNN 71.69% 

Fathi [40] Adaboost 100%* 

Bregonzio [44] SVM-NN 96.66% 

Wang [45] SVM 92.1 % 

Jiang (motion) [41] 
Tree 

Learning+KNN 
88.89% * 

Jiang (shape) [41] 
Tree 

Learning+KNN 
81.11% * 

Jiang (shape+motion) 

[41] 

Tree 
Learning+KNN 

100% * 

Chou [46] NNC-GMMC 95.56% 

Goudelis [47] SVM 95.42% 

Arunnehru [48] 3D-CNN 96.37% 

Nasiri [27] LS-TSVM 85.56% 

Singh [49] SVM 97.66% 

Aslan [50] KNN 91.11% 

Vishwakarma [51] SVM 97.50 % 

Vishwakarma [52] SVM-HMM 96.00% 

Ramya [53] NN 92.50% 

Our method PLS-TSVM 97.78% 

 

In order to demonstrate the capabilities of PLS-

TSVM, the accuracy rate and training time between 

SVM, LS-TSVM, and PLS-TSVM has also been 

compared in Table 5. As it is shown, the Haris3D detector 

and HOG/HOF descriptor are similarly conducted in the 

experiment. We observe that PLS-TSVM outperformed 

the LS-TSVM result by 12% on Weizmann. Also, PLS-

TSVM performed several orders of magnitude faster than 

SVM. Figure 6 (a,b) shows the confusion matrices for the 

Weizmann dataset with the LS-TSVM and PLS-TSVM 

classifiers, respectively. 

 
3. 2. 2. KTH Dataset              KTH dataset was introduced 

in literature [54] which has six types of human actions 

namely: walking, jogging, running, boxing, hand waving, 

and hand clapping, performed several times by 25 

subjects. Similar to the Weizmann dataset, leave-one-out 

cross-validation has been employed. The confusion 

matrix of LS-TSVM and PLS-TSVM has been shown in 

Figure 6 (c,d). It shows more accurate predictions found 

by PLS-TSVM in comparison with the LS-TSVM. 

Overall accuracy is 95.21% on average. The accuracy 

rates of different methods on the KTH dataset are shown 

in Table 6. 

The computional time of PLS-TSVM has been shown 

in Table 7 according to one-against-one protocol for 

multiclass classification. From the table, it is observed 

that the training time of all leave-one-out cross-validation 

 

 

 
Figure 6. Confusion matrix of PLS-TSVM compared to LS-TSVM: (a, b) the Weizmann dataset, (c,d) the KTH dataset.me 

examples of video sequences in (a) Weizmann and (b) KTH datasets 
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TABLE 5. Performance on the Weizmann with Harris3D 

detector and HOG/HOF descriptor 

Classifier SVM LS-TSVM PLS-TSVM 

Computational Time Time(s) Time(s) Time(s) 

Harris3D+HOG/HOF 84.4% 85.56% 97.78% 

 2.9497 0.1082 0.1259 

 

 

is about 8 minutes and 5 hours for PLS-TSVM and SVM, 

respectively. This is because PLS-TSVM does not 

require any special optimizers, whereas SVM has been 

implemented with fast interior-point solvers of the 

Mosek optimization toolbox for MATLAB. It is also 

interesting to mention that using two nonparallel 

hyperplanes in PLS-TSVM gives an accurate model for 

human activity. 

 

 

 
TABLE 6. Accuracy rates of different methods on KTH dataset 

Method Classifier Average Accuracy 

Schuldt [54] SVM 71% 

Dollar [55] KNN 81% 

Wong [56] WX-SVM 91.6% 

Jhuang [57] Bio-Inspired 91.7% 

Niebles [42] pLSA 83% 

Fathi [40] AdaBoost 90.5% 

Klaser [58] SVM 91.4% 

Liu [59] VWC-Correlation 94.16% 

Wang [45] SVM 92.1 % 

Kovashka [60] SVM 94.53% 

Shao [61] SVM 93.89% 

ghodrati [62] clustering+KNN 93% 

Jiang [41] Tree Learning+KNN 93.4% 

Liu [37] Boosted NBNN 92.7% 

Goudelis [47] SVM 93.14% 

Chou [46] NNC-GMMC 90.58% 

An [63] Deep Model 91.2% 

Arunnehru [48] 3D-CNN 93.43% 

Nasiri [27] LS-TSVM 92.33% 

Singh [49] SVM 94.50% 

Aslan [50] KNN 96.14% 

Vishwakarma [51] SVM 96.60 % 

Vishwakarma [52] SVM-HMM 96.66% 

Ramya [53] NN 91.40% 

Our method PLS-TSVM 95.21% 

TABLE 7. Performance on the KTH with Harris3D detector 

and HOG/HOF descriptor 

Classifier SVM LS-TSVM PLS-TSVM 

Computational 

Time 
Time (s) Time (s) Time (s) 

Harris3D+HO

G/ 
91.8 % 92.33% 95.21% 

HOF ≃18340 (5h) 448.1872 (8min) 443.1907 (8min) 

 

 

3. 2. 3. UCF101               UCF101 is one of the largest 

realistic datasets for human activity recognition, 

collected from YouTube [64]. The dataset is composed 

of 13,320 videos from 101 action categories. It gives the 

largest diversity in terms of actions in the presence of 

large variations in camera motion, object appearance and 

pose, object scale, viewpoint, cluttered background, 

illumination conditions, etc. Each of the 101 action 

classes belongs to one of five class types: Human-Object 

Interaction, Body-Motion Only, Human-Human 

Interaction, Playing Music Instruments, and Sports (see 

Figure 5). In these experiments, we have used the 

predefined splits by authors for training-testing and 

report the average accuracy.  

We measure the overall performance of PLS-TSVM 

using three standard partitions. Also, the PLS-TSVM 

classifier is compared to an LS-TSVM classifier in Table 

8. We observe that PLS-TSVM outperformed the LS-

TSVM results by 12% on UCF101. It seems, PLS-TSVM 

is a robust classifier that could eliminate the 

unclassifiable regions (URs) and be more robust in the 

face of outliers of each class. To further  show the 

advantage of PLS-TSVM with researches that have been 

published using the same features, we have compared 

accuracy rates in Table 9. It could be found that the 

accuracy rate of PLS-TSVM is higher than several state-

of-the-art methods. It is worth to mention that we have 

also provided a variety of deep models in the benchmark 

tables for all three datasets. However, the comparison of 

these models with the experimental method used in this 

paper is unfair since most of the human action 

recognition methods extract high-level features 

simultaneously with classification, while in this research, 

we focused only on the classification performance rather 

than feature extraction. 

 
TABLE 8. Details performance on the UCF101 with Harris3D 

detector and HOG/HOF descriptor 

splits LS-TSVM PLS-TSVM 

split 1 59.73% 71.75% 

split 2 63.50 % 71.21 % 

split 3 55.40 % 72.00 % 

overall 59.55% 71.66% 
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TABLE 9. Accuracy rates of different methods on UCF101 

dataset with HOG/HOF descriptor 

Method Classifier Average Accuracy 

Schuldt [64] SVM 43.90% 

Karpathy [65] Neural Net 65.40% 

Hou [66] DaMN 57.60% 

Boyraz [67] Neural Net 53.35% 

Kihl (baseline HOG) [68] SVM 65.30% 

Kihl (baseline HOF) [68] SVM 68.60% 

Peng [69] Deep Model 39.94% 

Chang [70] Deep Model 70.94% 

Nasiri [27] LS-TSVM 59.55% 

Hua (2D geometry-based) 

[71] 
Deep 62.03% 

Francisco [72] Naive-Bayes 62.03% 

Leyva [73] 
Fisher 

Vector 
71.60 % 

Prakash [74] Rand. Tree 65.11% 

Our method PLS-TSVM 71.66% 

 
 
4. CONCLUSION 
 

In this paper, Probabilistic Least Square Twin Support 

Vector Machine (PLS-TSVM) has been introduced. PLS-

TSVM addressed several problems that may occur in 

TSVM-based algorithms such as unclassifiable regions 

(URs) and their sensitivity to outliers when they are 

applied to multiclass classification tasks such as human 

activity recognition. PLS-TSVM classifier performs 

classification by the use of two nonparallel hyperplanes 

similar to TSVM, unlike SVM, which uses a single 

hyperplane. Finally, a continuous output value is defined 

by comparing the distances between the samples and two 

separating hyperplanes to handle URs. In this research, 

we had two approaches to evaluate our proposed method. 

We first conducted experiments with PLS-TSVM on a set 

of UCI data sets and compared the results with SVM, 

TSVM, and LS-TSVM. Then we applied PLS-TSVM to 

3 well-known human action video data sets and provided 

the results to be able to compare with the literature. For 

these experiments, we have used the HOG/HOF 

descriptor to present each video sequence in the bag of 

words (BoW) model. The results indicate that our 

proposed PLS-TSVM reaches a better performance on 

UCI data sets compared to the other three algorithms and 

also produces a significant improvement in action 

recognition while the computational time of the method 

is several orders of magnitude faster than SVM and 

AdaBoost classification based methods. 
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Persian Abstract 

 چکیده 
غیرقابل دسته بندی در مسائل دسته بندی چندکلاسه ارائه شده است.  در این مقاله، یک دسته بند جدید مبتنی بر ماشین بردار پشتیبان دوقلو خطی برای مواجهه با مشکل نواحی 

دوقلوی خطی یک خروجی پیوسته و احتمالاتی تولید می کند.   الگوریتم پیشنهادی با عنوان ماشین بردار پشتیبان دوقلوی احتمالاتی روی مدل حاصل از ماشین بردار پشتیبان

هش دهد. کارایی الگوریتم پیشنهادی این الگوریتم میتواند مشکل نواحی غیرقابل دسته بندی را با بکارگیری یک تابع عضویت برطرف کرده، اثرات نامطلوب داده های نویزی را کا

 فتار انسان ارزیابی شده است. نتایج بیانگر کارایی بهتر الگوریتم پیشنهادی نسبت به روش های مشابه است.به کمک چندین مجموعه داده شامل دادگان تشخیص ر

 

 
 


