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A B S T R A C T  
 

 

This study aims to evaluate the impact of pavement physical characteristics on the frequency of single-
vehicle run-off-road (ROR) crashes in two-lane separated rural highways. In order to achieve this goal 

and to introduce the most accurate crash prediction model (CPM), authors have tried to develop 

generalized linear models, including the Poisson regression (PR), negative binomial regression 
(NBR)), and non-linear negative binomial regression models. Besides exposure parameters, the 

examined pavement physical characteristics explanatory variables contain pavement condition index 

(PCI), international roughness index (IRI) and ride number (RN). The forward procedure was 
conducted by which the variables were added to the core model one by one. In the non-linear 

procedure and at each step, 39 functional forms were checked to see whether the new model gives 

better fitness than the core/previous model. Several measurements were taken to assess the fitness of 
the model. In addition, other measurements were employed to estimate an external model validation 

and an error structure. Results showed that in PR and NBR models, variables coefficients were not 

significant. Findings of the suggested nonlinear model confirmed that PCI, as an objective variable, 
follows the experts anticipation (i.e., better pavement manner associates with less ROR crashes). 

Finally, it should be noted that the roughness variable was insignificant at the assumed significance 

level, so it had no contribution to ROR crashes. The results imply that improving the pavement 
condition leads to a more probable decrease in the ROR crashes frequency. 

doi: 10.5829/ije.2020.33.07a.25 
 

 
1. INTRODUCTION* 
 

Crash prediction models (CPMs) describe a 

mathematical relation between accident frequencies and 

defined explanatory variables. These models have been 

used to give an estimate of the expected crash frequency 

based on the characteristics of accident factors. 

Among all types of accidents, the run-off-road 

(ROR) crash is one of the most severe crash 

occurrences. Many types of research have been done to 

increase the effectiveness and reliability of the existing 

safety plans related to ROR crashes. Some of which are 

related to roadside features [1-3].  

However, there are several studies that include road 

infrastructure and geometry features [4-6]. 

 
*Corresponding Author Institutional Email: 

ghshafabakhsh@semnan.ac.ir (G. Shafabakhsh) 

Among all these studies, the influence of pavement 

condition and the riding quality aspects related to 

pavement physical characteristics have been neglected. 

The main target of the recent study is to fill these 

research gaps by developing a CPM that incorporates 

the pavement condition and related riding quality 

measures to the frequency of ROR crash occurrence in 

two-lane separated rural highways. We will further aim 

to develop a way to formulate the relationship between 

ROR crash frequency and the following explanatory 

variables: 

• Exposure variables (annual average daily traffic 

(AADT) and segment length), 

• Pavement condition variable (pavement condition 

index (PCI)), 

• Riding quality variables (international roughness 

index (IRI) and ride number (RN)). 
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Two categories of models were used to achieve this 

goal, the generalized linear models (GLMs) and the 

nonlinear stochastic models. So, it will be recognized if 

the nonlinear model can give better results or if the 

GLM ones are significant. 

 
1. 1. Literature Review            The Primitive 

researches about pavement influences on accident rate 

go back to the 1970s. The first Pavement-Accident 

models were developed based on standard multiple 

linear-regression equations. 
Later, Chan et al. [7] studied the effects of asphalt 

pavement conditions on traffic accidents. They 

developed twenty-one negative binomial (NB) models 

for different crash types. Those models examined the 

impact of the pavement characteristic variables, 

including rut depth (RD), international roughness index 

(IRI), and present serviceability index (PSI) on crash 

frequency rates. The primary outcome is that the RD 

models are insignificant for all types of accidents while 

the IRI and PSI parameters give a suitable fitness and 

execute well on the total crash data. The deficiency of 

their study might be related to conjunctions between 

single and multi-vehicle crash types in modeling. 

Jiang et al. [8] correlated pavement management and 

traffic parameters to accident frequency occurrence. 

Results approved the significant impact of PSI and PDI 

on accident frequency. The frequency models have a 

direct relationship with the road roughness, i.e., less 

pavement roughness can be associated with less 

accident frequency. 

Akbari et al. [6] studied the impact of pavement 

condition index (PCI) variable on the ROR crashes. 

They concluded that a unit increase in PCI variable 

reduces about 1.93% in frequency of ROR crashes. 

It should be noted that the study on the impact of 

pavement characteristics on accident frequency 

(specially ROR crashes) are rare and this study carried 

out to fulfill this research gap. 

 
 
2. DATA DESCRIPTION 
 
The Semnan province has a critical situation not only in 

Iran (because of locating along with the internal East-

West corridor), but also in Asian highways networks (as 

located in Asian Highway Route No. 1 (AH1) also 

known as the Silk Road). 

The Semnan to Tehran link had some segments with 

the critical deteriorated pavement. High travel demand 

caused by heavy trucks are the reasons for such 

conditions that affected the pavement quality.  

This Province does not have a good position in the 

ROR crash occurrence ranking. The presence of severe 

pavement distresses, and high ROR crashes are the main 

reasons for selecting this roadway. An executive report 

revealed that 42 percent of fatal crashes due to ROR 

crashes are related to Isfahan, Fars, Semnan and 

Kerman provinces and another document highlighted 

that 64.5 percent of all accidents which occurred in 

Semnan province were related to ROR crashes. 

There are three types of data that are generally 

available for empirical analysis: time series, cross-

section and pooled. Cross-sectional data, in statistics is a 

type of data collected by observing many subjects (such 

as road segments) at one point or period of time. The 

analysis might also have no regard to differences in 

time. Analysis of cross-sectional data usually consists of 

comparing the differences between selected subjects. 

The cross-sectional sample provides a snapshot of 

those observed subjects, at that one point in time. Note 

that no one knows based on one cross-sectional sample 

if the dependent variable is increasing or decreasing; the 

model can only describe the current situation. Cross-

section differs from time series, in which the same 

small-scale or aggregate entity is observed at various 

points in time. Another type of data, pooled data, 

combines both cross-sectional and time series data ideas 

and looks at how the subjects change over a time series. 

Some variables like geometric design and roadside 

features usually keep their characteristics for years, but 

some variables such as pavement characteristics, 

gradually deteriorate every year. The main restriction of 

data gathering for this study is to survey pavement 

condition characteristics, especially for a continuous 

bases in several years. Analyzing the pavement 

condition index (PCI) for a certain road segments during 

a continuous years is not only too expensive but also 

time consuming. So in this study, the cross-sectional 

data of one calendar year were considered to describe 

the current situation. 

Although a high correlation between some of the 

variables exists, none of them were eliminated. 

Significance and goodness-of-fit measurements were used 

to consider the model stability instead of considering their 

correlations [9]. 

In multiple regression analysis, the nature and 

significance of the relations between the explanatory and 

independent variables are often of particular interest. 

Multicollinearity is a common problem when estimating 

linear or generalized linear models, including logistic 

regression and Cox regression. When the predictor 

variables are correlated among themselves, 

multicollinearity among them is said to exist which leading 

to unreliable and unstable estimates of regression 

coefficients. Most data analysts know that multicollinearity 

is not a good thing. But many do not realize that there are 

several situations in which multicollinearity can be safely 

ignored. In this situation, the coefficient estimates of the 

multiple regression may change erratically in response to 

small changes in the model or the data [10]. 

Multicollinearity does not reduce the predictive power or 
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reliability of the model as a whole, at least within the 

sample data set; it only affects calculations regarding 

individual predictors. 

That is, a multivariate regression model with collinear 

predictors can indicate how well the entire bundle of 

predictors predicts the outcome variable, but it may not 

give valid results about any individual predictor, or about 

which predictors are redundant with respect to others. 

As it discussed in previous paragraphs, this issue 

appears in linear or generalized linear models. These types 

of models are a part of our study but the main part of our 

modelling is refer to nonlinear negative binomial 

regression. So this issue is not a matter to our models 

comparison study. 

Table 1 shows the statistical details of contributed 

variables. As discussed previously, the cross-sectional data 

of one Iranian calendar year were considered to describe 

the current situation of examined roadway. 

 

2. 1. Accident Data              The single-vehicle ROR 

crash is applied to those events in which an errant 

vehicle is encroaching the roadway. This encroachment 

may lead to three types of outcomes: non-strike 

incidence, crash with non-fixed objects at roadside, and 

collisions involving roadside features and fixed-objects. 

All of these accidents are considered in this study. 
The accident data were collected from FAVA 

department of Rahvar Police Office. During the study 

period (i.e., 20 March 2011 to 20 March 2012) among all 

373 single- and multi-vehicle crashes, there were 166 

single-vehicle ROR crash occurrences in the Semnan to 

Tehran roadway. 

Shafabakhsh et al. [11] studied the spatial analysis of 

frequency of rural accidents and concluded that the 

accidents are considerable within 30 km from Garmsar. 

 
2. 2. Exposure                 The lack of exposure 

parameters leads definitely to uncertainty in any CPM 

outputs. Researchers have emphasized that AADT is 

one of the most critical exposure variables for any crash 

prediction model one of the many exposure units is a 

million vehicle-kilometer of travel per year. The exposure 

function for the ith segment is given by Eq. (1). The scale of 

traffic data variable can be estimated as AADT/1000 [12, 

13]. 

6

365

10

i i
i

AADT Length
Exposure

 
=  (1) 

Homogenous segments give better results and have 

more significant variables. Furthermore, short road 

sections have undesirable impacts on the linear regression 

models outputs. Therefore, long segments are more 

suitable and recommendable. 

The distance between Semnan and Tehran is 150 

kilometer, which is a two-lane separated rural highway. So, 

the link is separated into 55 homogeneous segments based 

on its pavement condition. 

 
2. 3. Pavement Surface Characteristics Data 
2. 3. 1. Pavement Condition Index (PCI)            The 

PCI is a numerical indicator that exemplifies the present 

condition of a pavement by considering the observed 

distresses. The PCI for the roadway is estimated from the 

collected visual survey distress data and is based on the 

standard practice of roads PCI surveys, ASTM D6433-11 

[14]. 
In this study, the pavement data were collected by a car 

equiped to a spcial instrument that continuously takes 

photographs while passing the lanes. Captured photos 

cover a 2*3.8 square meters area with a 0.5-meter 

longitudinal coverage to fit consecutive margins. The 100-

meter-longitudinal merged photos are processed using 

Road Mapper® Software, and then the procedure of PCI 

calculating will be performed (see Figure 1). After 

assessing the PCI of each 100-meter units, the PCI of 

defined homogenous segments is calculated by taking the 

average of PCIs from involved 100-meter units. The 

summary of defined segments PCI is given in Table 1.  

 

2. 3. 2. International Roughness Index (IRI)             
The international roughness index (IRI) is a mathematical 

transformation of a longitudinal profile that represents 

pavement roughness results in vehicle vibration. This 

model relates the movements of a simulated quarter-car to 

a single longitudinal wheel path profile at a constant speed 

of 80 km/h. This method is certificated in ASTM E1926-

08 [15]. The IRI value is zero for newly constructed 

roadway, and it grows up to 12 for deteriorated ones. 

 

 

TABLE 1. Details of selected variables for each homogenous segment in the study 

Variables and Abbreviations Units Min. Max. Mean Std. Dev. 

Exposure 
Annual Average Daily Traffic (AADT) veh/day 9570 10380 9830 380 

Segment Length km 0.7 6.7 2.74 1.53 

Pavement Condition Index (PCI) % 12.5 99.38 69.35 30.4 

International Roughness Index (IRI) m/km 1.39 9.47 3.67 2.29 

Riding Number (RN) 1 to 5 0.72 3.79 2.56 1.05 

Run-Off-Road (ROR) Crashes Frequency No. 0.0 6.0 1.16 1.26 
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Figure 1. A view of Road Mapper Software interface and typical 

measurement of pavement distresses 

 
 
2. 3. 3. Ride Number (RN)             The ride number 

(RN) is defined as the ride-ability index of a pavement that 

ranges from 0 to 5 for roadways indicator of impassable to 

perfect conditions, respectively. The RN depends on the 

physical properties of specific kinds of measurement tools 

and is based on the nature of the longitudinal profile. 

Therefore, the RN is a time-independent parameter. 

In this study, the longitudinal profile of the roadway is 

picked up by an instrumented vehicle. After that, the Road 

Analyzer® software is used to analyze the collected raw 

data. The variables of IRI and RN will then be calculated 

based on the ASTM E1926-08 (see Figure 2) [15], together 

with ASTM E1489-08 [16]. The summary of calculated 

IRI and RN values are given in Table 1. 

 

 

3. METHODOLOGY AND MODELS FRAMEWORK 
 
The methodological issues and processes of crash 

prediction models (CPMs) should be discussed as the 

following procedures: 

• Collecting of explanatory variables’ data, 

• Offering appropriate functional/model forms, 

• Running suggested models, 

• Evaluating Goodness-Of-Fit, 

• Estimating models’ error. 

 

3. 1. Generalized Linear Regression Models 
Framework (GLMs)           GLMs supply a class of 

fixed-effect regression models for dependent variables 

such as crash counts [17]. 

 
3. 1. 1. Poisson Regression Model Form            This 

model develops a model of accident frequency variable Y , 

which follows a Poisson distribution with a mean value  . 

Equation (2) describes the probability function of such 

models. 

.
( ) ( ; )

!

i i

i
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i

i i Y i i

i

e
P Y y f y

y

 


−

= = =  (2) 

where iy  is the number of ROR crashes on the ith road 

 
Figure 2. A The view of Road Analyzer Software interface and 

typical illustration of IRI oscillation 

 

 

segment, ( )iP y  is the probability of 
iy  count of ROR 

occurrences on the ith road segment and i  is the expected 

value of 
iy . 

The model is developed through a linear predictor 
i  

to convert the nonlinear function ( )iE y  into a generalized 

linear one that is given in Equation (3). 

0

1

( ) log( ) .
k

i i i i i

i

g x    
=

= = = +  (3) 

 
3. 1. 2. Negative Binomial Model Form            Since 

accident data usually have different variances and mean 

values, the negative binomial (NB) regression models are 

recommended. Although the forms of generalized linear 

predictor and logarithm link function for NB and Poisson 

regression models are similar, they have differences shown 

below [18]: 
• The expected value (

iy ) conforms to the NB 

distribution. 

• The error term is added to the NB model. 

The expected value ( ( )iE y ) for the NB regression 

model, is given in Equation (4). The variance function of 

the NB model reassigns as Equation (5) [19]. 

( ) exp( . )i i i i iE y X  = = +  (4) 

2( )i i iVar y   = +  (5) 

The variables coefficients,
i , and dispersion 

parameters, , are obtained by using the maximum 

likelihood estimation (MLE) method. The GENMOD 

procedure in SAS represents one of the suitable tools for 

this purpose. The i  function for both the Poisson and NB 

regression models are redefined by adding the exposure 

parameter, and therefore, the i  function would be 

rewritten as Equation (6). 

0

1

log( ) .
k

i i i

i

Exposure x  
=

= + +  (6) 
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3. 1. 3. Decision Criteria to Select GLM Type            
The dispersion parameter, 

d , is estimated based on the 

Poisson error structure (Equation (7)). The DOF is 

described as the subtraction of the number of observations 

from that of the model variables. The Pearson 2  is 

defined in Equation (8). 

2

degree of freedom (DOF)
d

Pearson
 =  (7) 

2
2

1

( ( ))

( )

n
i i

i i

y E Y
Pearson

Var Y




=

−
=  (8) 

where 
iy  is the number of occurred accidents at each 

segment, ( )iE y


 is the number of expected accidents at the 

segment i, and ( )iVar Y  is the variance of the dependent 

variable. 

 

3. 2. Nonlinear Negative Binomial Regression 
Model Form              The employed forward procedure to 

develop nonlinear CPM is shown in Figure 3. The structure 

of nonlinear CPM was given in Equation (9). 

( ) ( ) ( ) ( ) ( )E y f Exposure g PCI h IRI l RN=     (9) 

where ( )E y  is the expected ROR crash frequency, and f, 

g, h, and I are the proposed functional forms for each 

independent variable. 

The NLMIXED procedure in SAS maximizes an 

approximation of the log-likelihood integrated over the 

random effects. The log-likelihood functions for the 

negative binomial distribution, which must be maximized, 

are defined in Equations (10) and (11) [9]: 

( , , ) i

i

L y l  =  
(10) 

.log( . ) ( 1 ).log(1 . )

( 1 )
log

( 1). (1 )

i i i i i

i

i

l y y

y

y

    





= − + +

  +
+  

 +  

 (11) 

where L  is the log-likelihood function, li  is an individual 

contribution to the log-likelihood, y
i  is the response, 

i  

is an estimated mean, and   is the dispersion parameter. 

 
3. 3. Functional Form Selection and Goodness-of-
Fit Statistics             Two groups of functional forms 

should be investigated to determine the goodness-of-fit 

(GOF) for the developed nonlinear CPM. The first one is 

the core functional form, and the second group includes the 

expanded functional forms. The recommended criteria to 

estimate the models’ goodness-of-fit by NLMIXED 

procedure in SAS are 2LL− , AIC, AICC, and BIC. All of 

which benefit the same rule; smaller values indicate better 

data fitness [20]. 

By estimating the likelihood ratio test (LRT) (Equation 

(12)) and the scaled deviance values, deciding on whether 

the core model is improved by adding new independent 

variables will depend on how close these values are to 

2 1

2
0.1,( )df df −  at the 90% confidence level. The LRT and 

scaled deviance measures are used to test the null 

hypothesis which remarks all coefficients of the added 

variables are zero (i.e. 0 1: 0pH  + = ) [4, 13]. 

Likelihood of core model
2log

Likelihood of alternative model
LRT

 
= −  

 
 (12) 

 
 
3. 4. Model Error Estimates          The error statistics 

are practically beneficial to investigate how well the model 

fits the data. The Mean Absolute Error (MAE) criterion 

provides a measure of the average misprediction of the 

model.  
In Equation (13), a value close to zero implies that the 

CPM predicts well the observed data [21-24]. 

1

1 n

i i

i

MAE O E
n =

= −  (13) 

where n  is the number of observations, iO , is the 

measure of performance observed from the field data (i.e., 

the observed ROR crashes) and iE  is the measure of 

performance, which was estimated by the CPMs (i.e., 

estimated ROR crash by proposed CPMs).  

Mainly, Root Mean Squared Error (RMSE) is the root 

of Mean Squared Prediction Error (MSPE), which is a 

standard indicator of the models error. The equation of 

RMSE is given by Equation (14). Results that are closer to 

zero represent better data fitness [25-27]. 

( )
2

1

1 n

i i

i

RMSE O E
n =

= −  (14) 

 

 

 

4. MODELING RESULTS AND DISCUSSION 
 

The procedure of developing models is a well-defined 

forward procedure. Then by considering a proper GOF 

measure for each functional form, the statistical 

significance of a new model could be examined. There are 

three steps for estimating the variables coefficients and 

their dispersion values. At each step, these two essential 

notes must be considered: 

• The new model contains exposure variables and 

an added variable that has the best GOF. 

• In nonlinear CPMs, that is necessary to control 

the suggested 39 functional forms for all the new 

variables. 
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Figure 3. The nonlinear modelling procedure overview 

 

 

4. 1. Parameter Estimates 
4. 1. 1. Generalized Linear CPMs           Based on 

Equation (6), and concerning both gathered ROR crashes 

and independent variables data, the Poisson regression 

(PR) and NB regression (NBR) models are developed (see 

Table 2).  
The variables coefficient indicates the effect of a 

variable change on the accident frequency value. A change 

in a given variable by an amount of one percent 

corresponds to a change in accident frequency by the value 

of (exp( ) 1) 100%i −   changes. The p-values column in 

Table 2 show that all variables are not statistically 

significant at the level of 90%. In this regard, the necessity 

of using nonlinear forms of regression models can be 

revealed. 

The criteria for assessing GLMs’ GOF are the scaled 

deviance ratio and the 
d  value. The obtained DOF is 51. 

In Table 3, the scaled deviance ratio for PR and NBR are 

estimated to be equal to 1.6575 and 1.0327, respectively. 

Further, the 
d  values for PR and NBR are estimated to 

be equal to 2.7346 and 1.6287, respectively. Comparing 

these values confirms that the NB regression model is 

well-fitted to the data much more than the Poisson model. 

This result reflects the effect of dispersion parameter 

consideration in the NBR model, which is estimated to be 

equal to 0.5114. 

 

4. 1. 2. Nonlinear Negative Binomial CPM               
First step: The first step in modeling the procedure is the 

formation of the core model which only contains the 
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No 
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No 
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Updated Model 
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Exposure Form Definition 

Parameter Estimation 
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i = i + 1 

End 

Yes 



M. Akbari et al. / IJE TRANSACTIONS A: Basics Vol. 33, No. 7, (July 2020)    1375-1386                                             1381 

 

exposure variables. The core model performs as a 

reference model and provides the base structure for 

introducing an alternative model which includes a newly 

added variable. The remained explanatory variables are 

added continuously to update the core model. By using the 

NLMIXED procedure in SAS, the coefficient of exposure 

variable converges to the value of 135.39 after 15 

iterations. 
The calculated 2LL−  is equal to 172.5 and the BIC 

criterion is 180.5; these values will be the references to 

decide how the newly introduced independent variables 

can improve the CPM. The dispersion parameter value of 

the model is 0.5579. 

Second step: PCI, IRI, and RN are separately added on 

to the core model, and 39 candidate functions are chosen as 

link equations between ROR crashes and independent 

variables. Rather than intrinsic functions, their coefficients, 

GOF criteria and dispersion values are embedded in Table 

4 which examined the PCI alternative link equations. 

As shown in Table 4, the 13th functional form has the 

lowest GOF values among the other functions which 

means that it has the best fitness for the study data. The 

1 1 −
 value is the coefficient of exposure variable which 

should be reassigned for each function. 

These functional forms and mentioned procedures 

are implemented for IRI and RN variables. The results of 

the second step are listed in Table 5. In this table, the 

model name FF2-1 is the abbreviation of the suggested 

functional form for the first variable’s model (i.e., PCI’s 

model) in the second step. 

The p-values of coefficients emphasize that the PCI 

and RN parameters are significant at the assumed level 

of 90% but the IRI variable does not satisfy this 

criterion. Although the ( )g PCI  and ( )g RN  functions 

improved the core model, the PCI and RN variables will 

remain for the next step. The comparison of GOF criteria 

shows that the LRT values for all models are equal to 0.5,  

 

 
TABLE 2. Analysis of parameter estimates about GLMs criteria for assessing GLMs’ GOF 

 
Estimate Standard Error Wald 95% Confidence Limits Chi-Square Pr > ChiSq 

PR NBR PR NBR PR NBR PR NBR PR NBR 

Intercept 3.4120 3.5032 2.0822 2.6779 -0.669 7.4931 -1.7455 8.7518 2.69 1.71 0.1013 0.1908 

PCI -0.0196 -0.019 0.0116 0.0137 -0.042 0.0030 -0.046 0.0078 2.88 1.95 0.0897 0.1630 

IRI 0.145 0.1389 0.233 0.2986 -0.311 0.6016 -0.446 0.7242 0.39 0.22 0.5336 0.6418 

RN 0.8469 0.8572 0.6978 0.8748 -0.520 2.2145 -0.8573 2.5717 1.47 0.96 0.2249 0.3271 

Dispersion - 0.5114 - 0.2492 - - 0.0231 0.9998 - - - - 

 

 

TABLE 3. Parameters for assessing GLMs’ GOF 

 
Value Value/DF 

PR NBR PR NBR 

Deviance 84.5309 52.6702 1.6575 1.0327 

Pearson Chi-Square 139.4632 83.0612 2.7346 1.6287 

Log Likelihood -64.6943 -60.5226 - - 

 

 
TABLE 4. Examined functional forms for PCI independent variable and estimated GOF criteria of the second step 

No. Functional Forms for h(PCI) 

Variables’ coefficients Goodness-of-fit criteria 
  Value 

1 1 −  2 1 −  2 2 −  2 3 −  -2LL AIC AICC BIC 

1 2 11+ .log(x) −  156.66 -0.0331   172.5 178.5 179.0 184.5 0.5552 

2 2 11+ .x −  148.51 -0.0013   172.4 178.4 178.9 184.5 0.5519 

3 2 1 2 2+ .x − −  6.0946 24.368 -0.0313  172.4 180.4 181.2 188.5 0.5519 

4 2 1x −  156.10 -0.0348   172.5 178.5 179.0 184.5 0.5554 

5 2 2
2 1.x −
−  12.4941 12.494 -0.0348  172.5 180.5 181.3 188.5 0.5554 

6 
2

2 1.xx  −+  5.8231 -0.008   172.2 178.2 178.7 184.2 0.5453 
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7 2
2 1 2 2.x .x − −+  1.6451 3.5398 -0.0285  172.2 180.2 181.0 188.2 0.5453 

8 2
2 1 2 21 .x .x − −+ +  1.7490 3.2892 -0.0265  172.2 180.2 181.0 188.2 0.5450 

9 2
2 1 2 2 2 3.x .x  − − −+ +  2.9694 18.9458 1.2102 -0.01 172.0 182.0 183.3 192.1 0.5412 

10 2 3
2 1x .x −+  5.84E-7 -1862.7   228.4 234.4 234.9 240.5 2.4266 

11 2 3
2 1 2 2.x .x − −+  -0.1718 -0.9051 0.0085  176.3 184.3 185.1 192.4 0.6445 

12 2 3
2 1 2 21 .x .x − −+ +  -2.3E-8 -3.3E6 22577  188.0 196.0 196.8 204.0 0.9728 

13 2 1.xx.e −  8.4118 -0.0193   172.0 178.0 178.5 184.0 0.5428 

14 2 2.x
2 1.x.e −
−  2.9003 2.9003 -0.0193  172.0 180.0 180.8 188.0 0.5428 

15 2 2.x
2 11 .x.e −
−+  135.39 0.8451 -9.7402  172.5 180.5 181.3 188.5 0.5579 

16 2 2.x
2 1.x+e −
−  1.5034 1.5319 -5.5338  182.5 190.5 191.3 198.5 0.8479 

17 2 1 2 2.xx .e − −  4.4560 1.2209 -0.0232  172.0 180.0 180.8 188.0 0.5422 

18 2 1.xe −  148.13 -0.0013   172.4 178.4 178.9 184.5 0.5522 

19 2 2.x
2 1.e −
−  12.1707 12.1707 -0.0013  172.4 180.4 181.2 188.5 0.5522 

20 9
2 11 (1 .x ) −+  Err Err - - Err Err Err Err Err 

21 2 1 2 2( .x)1 (1 )e  − −− ++  135.39 1.0000 1.001  172.5 180.5 181.3 188.5 0.5579 

22 2 1.x1 (1 )e  −−+  135.39 1.0007   172.5 178.5 179.0 184.5 0.5579 

23 2
2 1.x 1 x − +  11.6373 11.6373   172.5 178.5 179.0 184.5 0.5579 

24 2
2 1 2 2.x 1 .x − −+  4.0430 4.0430 0.0141  172.5 180.5 181.3 188.5 0.5602 

25 
.x2 3

2 2.
2 1. ee


− −

−−
−  11.6357 11.6357 1.0000 1.000 172.5 182.5 183.7 192.5 0.5579 

26 
2.x 2.x

2 1 2 1(1 . ) (1 . )e e − −
− −− +  135.39 1.0000 1.0000  172.5 180.5 181.3 188.5 0.5579 

27 x 2.x
2 1 2 12. . (1 . )e e − −
− −+  1.22E7 1.22E7 1.0000  5114 5123 5123 5131 1.1E7 

28 2 1 2 2.x (1 .x) − −+  16.0773 16.0773 1.8891  172.5 180.5 181.3 188.5 0.5586 

29 2 11 (1 .x) −+  147.74 0.00135   172.4 178.4 178.9 184.5 0.5525 

30 2
2 11 (1 .x ) −+  146.07 0.00001   172.4 178.4 178.9 184.4 0.5499 

31 
2

2 1 2 2(1 .x ) − −+  12.0861 12.0861 0.00001  172.4 180.4 181.2 188.4 0.5500 

32 
3

2 11 (1 .x ) −+  145.90 1.62E-7   172.4 178.4 178.8 184.4 0.5480 

33 
4

2 11 (1 .x ) −+  145.78 1.75E-9   172.4 178.4 178.8 184.4 0.5468 

34 
5

2 11 (1 .x ) −+  145.48 1.8E-11   172.3 178.3 178.8 184.4 0.5463 

35 2 2
2 11 (1 .x ) −
−+  135.39 -0.9308 -6.6334  172.5 180.5 181.3 188.5 0.5579 

36 2 11 (1 x ) −+  135.39 -8.4585   172.5 178.5 179.0 184.5 0.5579 

37 
6

2 11 (1 .x ) −+  144.97 1.8E-13   172.4 178.4 178.8 184.4 0.5464 

38 
7

2 11 (1 .x ) −+  144.31 1.7E-15   172.4 178.4 178.8 184.4 0.5469 

39 
8

2 11 (1 .x ) −+  140.66 1.1E-17   172.4 178.4 178.9 184.4 0.5514 
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and they have the same priority to be selected for the next 

step. By considering the values 
2

0.1,1 , these new models do 

not satisfy the significance requirement. It is because the 

LRT values are less than 2.71. Nevertheless, this small 

improvement rejects the null hypothesis and in the next 

step by adding other remained variables, CPMs will fit 

quite well to the data. It is essential to mention that the user 

must carefully interpret LRTs when the values fall under 

the null hypothesis boundary. 

Third step: At this stage, the second variable is 

added to previous models. It should be noted that the 

adding order of these variables changes the results 

because of the effect of functional form selection at 

each stage. By considering the GOF criteria of the given 

models in Table 6, it appears that the FF3-1 model has 

the best fit among the others. 

The models name FF3-1 is the abbreviation of the 

suggested functional form for the new variable (i.e., 

RN) at the third step. The coefficients’ p-value 

emphasizes that the coefficients of the FF3-1 model are 

significant at the level of around 90%, but the 

coefficients of the FF3-2 model do not satisfy this 

criterion. The LRT value for the FF3-1 model is 2.1 

(concerning the FF2-1 model) and compared to 
2

0.1,1  

distribution with one DOF (i.e., the value of 2.71), the new 

model significantly improves the prior model. The final 

form of nonlinear CPM is defined as Equation (15). 

 

0.03331. 0.4735.6.4521 ( )×( )

nonlinear CPM

PCI RN

ROR Accident

Exposure PCI e e−

−

=   
 (15) 

 
4. 2. Safety Effects of Independent Variables       
All GOF criteria and p-values of the suggested non-

linear model (i.e., Model FF3-1 which is represented in 

Equation (15) reflect that all variables have a 

statistically significant effect on the ROR accident 

occurrence. The independent variables coefficients of 

the model clarify how these explanatory parameters are 

associated with the total frequency of single-vehicle 

ROR crashes. The positive coefficient reflects the direct 

relationship between the accident frequency and the 

independent variable. On the contrary, it has a reverse 

effect if the coefficient is negative. Based on this point 

of view, the CPM’s variables will be discussed below. 
 
4. 2. 1. PCI Variable          The negative sign for PCI’s 

coefficient predicts that segments with higher PCI values 

will probably have lower ROR crash rates. The exponential 

coefficient for PCI is equal to 0.9672 indicates that the 

ROR crash rate is reduced by a factor of 0.967. The 

percentage change in accident rate associated with 1% 

increase in the PCI is -3.31%. The 1.01 multiplier refers to 

the form of Model FF3-1; in other words, it shows a 1% 

increase in PCI in addition to its exponential coefficient 

increment.  
 

 

TABLE 5. Estimated coefficients and GOF criteria for independent variables of the second step 

Model name Variable Functional Forms for g(.) 

Variables’ coefficients Goodness-of-fit criteria 

  

(p-value) 1 1 −  

(p-value) 

2 1 −  

(p-value) 
-2LL AIC AICC BIC 

FF2-1 g(PCI)
 

2 1.PCI
PCI.e

 −

 

8.4118 

(0.0195) 

-0.0193 

(0.001) 
172.0 178.0 178.5 184.0 

0.5428 

(0.0397) 

FF2-2 g(IRI)
 

4
2 11 (1 .IRI ) −+

 

143.06 

(<.0001) 

0.000082 

(0.5877) 
172.0 178.0 178.5 184.1 

0.5573 

(0.0353) 

FF2-3 g(RN)
 

2 1.RN
RN.e

 −

 

161.99 

(0.0330) 

-0.3956 

(0.0197) 
172.0 178.0 178.4 184.0 

0.5546 

(0.0363) 

 

 

TABLE 6. Estimated coefficients and GOF criteria for independent variables of the third step (p-values are given in parenthesis) 

Model 

name 
Variables’ order 

Functional 

Forms for h(.) 

Variables’ coefficients Goodness-of-fit criteria 

  

(p-value) 1 1 −  

(p-value) 

2 1 −  

(p-value) 

3 1 −  

(p-value) 
-2LL AIC AICC BIC 

FF3-1 g(PCI)×h(RN)
 

3 1.RN
e
 −

 

6.4521 

(0.032) 

-0.033 

(0.005) 

0.4735 

(0.110) 
169.9 177.9 178.7 185.9 

0.5115 

(0.04) 

FF3-2 g(RN)×h(PCI)
 3 11 .PCI −+

 

140.51 

(0.053) 

-0.063 

(0.839) 

-0.0069 

(0.011) 
170.4 178.4 179.2 186.4 

0.5154 

(0.04) 
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This outcome is logical and compatible with experts 

expectations and drivers experiments. Distresses force 

driver to change his direction rapidly, so this fast reaction 

leads to careless steering most of the time and a ROR crash 

is consequently expectable. 

 
4. 2. 2. RN Variable            The functional form of 

Model FF3-1 clarifies that as the riding quality grows up, 

the ROR crashes increases. Referring to Equation (15), the 

RN’s exponential coefficient is equal to 1.6056 and an 

increase in the RN value by a unit will result in a 60.56% 

increase in the ROR accident rate. The RN’s coefficient 

sign is positive; that means if the RN value increases, 

higher accident rates will be expected. As mentioned in 

section 2.3.3., RN is a subjective riding quality criterion. 

This definition confirms that the riders anticipations and 

reactions have an important role in the ROR accident 

occurrence. The higher RN values allow the rider to drive 

monotonously and inattentively; by considering such 

behaviors, the results of the model will be acceptable and 

consistent with what has been expected. 

 
4. 3. Models’ Error Structure         As mentioned 

before, to justify the external validation and the overall 

accuracy of CPM, It is necessary to investigate the error 

statistics. The MAE value equals to 1.09 and confirms the 

acceptability of model fitness on the data. Furthermore, the 

RMSE value is equal to 1.5 which approves the accuracy 

of suggested nonlinear negative binomial CPM. 
 
 
5. CONCLUSION 
 

This study aimed to investigate the extent of the pavement 

physical characteristics and riding quality effects on the 

occurrence of single-vehicle ROR crashes on two-lane 

separated rural roadways. For this purpose, three types of 

databases were obtained, including AADT, physical 

pavement features (including length, PCI, IRI and RN of 

segments) and ROR crash data. By obtaining the raw data 

and processing them, 55 homogenous segments with a 

total length of 150.5 km were categorized to develop 

reliable CPM. The examined CPMs were classified into 

two different models; the generalized linear regression 

models (GLMs) and the nonlinear multivariate negative 

binomial regression model. These regression models were 

developed to estimate the variables coefficients and other 

GOF criteria. 

Literature reviews showed that researchers agree with 

developing CPMs which fits well on the data with small 

counts such as ROR crashes. The results of developed 

GLMs imply that the models variables are not significant 

at the assumed level. In order to achieve this goal non-

linear forms of negative binomial multivariate regression 

models were investigated. The proposed model indicated 

that the explanatory variables are complicated enough to 

use a non-linear model for rural roads accidents. 

Based on GOF criteria, the proposed non-linear model 

(i.e., Equation (15)) statistically provides significant 

improvements in the model fit. The p-values of variables 

coefficients show that the PCI and RN variables are 

significant but IRI could not satisfy this criterion in 

modeling. Also, the given values of error estimate 

measures imply that Model FF3-1 provides quite reliable 

predictions of ROR crash occurrence related to pavement 

physical characteristics. 

The sign and coefficient of variables reasonably follow 

the expected outcomes. The proposed model shows that an 

increment in the PCI (which is an objective riding quality 

criterion) will cause a drop in the ROR crash frequency. 

Based on the suggested functional form of Eq. (15), a unit 

improvement in PCI (as a pavement manner criterion) 

corresponds to a 3.31 percent reduction in single-vehicle 

ROR crashes. This effectiveness emphasizes the 

importance of pavement management and maintenance 

programs. Therefore, the road safety authorities are 

responsible for periodically controlling the pavement 

condition and following the scheduled maintenance and 

repairing programs. 

The RN’s coefficient represents a different attitude; 

however, such interpretations become acceptable if we 

consider the concept of subjective riding quality that refers 

to the drivers anticipation. The variables coefficient shows 

that a unit increase in RN value associates with a 60.56 

percent increase in the ROR crash rate. The RN is 

calculated from longitudinal profile measurements and is 

used to estimate subjective ride quality. Hence, that is not 

used to measure any pavement roughness or distress. This 

variable defines the comfort level of riding and relates to 

the nature of the longitudinal roadway profile. Highway 

engineers usually prefer to construct infrastructures that 

have high grades of RN. However, the results of this study 

reveal that these high grades most likely associate with 

higher single-vehicle ROR crashes. That is since the 

drivers seem to not expect a dangerous situation and they 

usually follow their steadily riding, which might result in 

driving weakness and/or drowsiness. 
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Persian Abstract 

 چکیده 

باشد. به همین منظور و برای ارائه یک مدل های دوخطه مجزا میهدف از این مطالعه، ارزیابی تاثیر مشخصات فیزیکی رویه راه روی فراوانی تصادفات خروج از جاده در جاده

ای منفی غیرخطی  ای منفی و رگرسیون دوجملهگرسیون پواسون، رگرسیون دوجملهای را ارائه دهند که شامل ریافتههای خطی تعمیمبینی دقیق، نویسندگان سعی کردند مدلپیش

المللی راه و بودن، برخی متغیرهای توصیفی مربوط به خصوصیات فیزیکی رویه راه مانند شاخص وضعیت رویه راه، شاخص ناهمواری بینشود. علاوه بر پارامترهای درمعرضمی

شوند. در رونده بهره گرفته شده است که در آن، متغیرها به ترتیب به مدل اولیه )هسته اصلی( افزوده می د. برای مدلسازی، از فرآیند پیش عدد سواری نیز در مدلسازی لحاظ شدن

بلی داشته است یا خیر. فرم ساختاری کنترل شدند تا مشخص شود که مدل جدید آیا برازش بهتری نسبت به مدل اولیه یا مدل ق  39فرآیند مدلسازی غیرخطی و در هر مرحله،  

ه شده ها بهره گرفتساختار خطای مدلابزارهای متعددی برای تخمین نیکویی برازش مدل مورد آزمون قرار گرفتند. همچنین، از ابزارهای دیگری نیز برای تخمین اعتبار بیرونی و  

های مدل غیرخطی پیشنهادی تایید کردند که متغیر دار نبودند. یافتههای رگرسیون پواسونی و رگرسیون دوجمله منفی، ضرایب متغیرها معنی است. نتایج نشان دادند که در مدل

رویه بهتر با تصادفات خروج از جاده کمتر همبستگی دارد(. نهایتاً، کند )به عبارتی، وضعیت شاخص وضعیت روسازی به عنوان یک متغیر عینی، از انتظارات متخصصان تبعیت می

دار نبود و بنابراین، سهمی در تصادفات خروج از جاده ندارد. نتایج تاکید دارند که بهبود وضعیت روسازی  داری مفروض، معنیشایان ذکر است که متغیر ناهمواری در سطح معنی

 شود. انی تصادفات خروج از جاده میمنجر به کاهش احتمالی بیشتری در فراو

 
 


