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A B S T R A C T  
 

 

Content-based image retrieval is one of the interesting subjects in image processing and machine 

vision. In image retrieval systems, the query image is compared with images in the database to retrieve 
images containing similar content. Image comparison is done using features extracted from the query 

and database images. In this paper, the features are extracted based on the human visual system. Since 
the human visual system considers the texture and the edge orientation in images for comparison, the 

colour difference histogram associated with the image’s texture and edge orientation is extracted as a 

feature. In this paper, the features are selected using the Shannon entropy criterion. The proposed 
method is tested using the Corel-5K and Corel-10K databases. The precision and recall criteria were 

used to evaluate the proposed system. The experimental results show the ability of the proposed system 

for more accurate retrieval rather than recently content-based image retrieval systems. 

doi: 10.5829/ije.2020.33.05b.28 

 

 
1. INTRODUCTION1 
 
In recent years, due to the growth of technology and 

extensive use of media, the number of digital images 

has been growing at a tremendous speed. This led to 

serious difficulties in their storage and retrieval. Digital 

image retrieval is the task of finding images similar to 

the query based on perceptual and visual features [1].  

Earlier image retrieval methods use a text-based 

management system. However, modern methods use 

low-level features, such as colour and texture instead of 

textual information, labels or tags. Since low-level 

features cannot satisfactorily capture the proper image 

content, systems based on these features are not able to 

retrieve the similar images with high accuracy [1, 2]. 

This problem is related to the concept of semantic gap. 

Semantic gap is a serious challenge, defined by the 

difference between the perception of machine and 

human from the image. Researchers in this field are 

trying to reduce this gap in order to increase the 
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compatibity between the perception of machine and 

human. 

Figure 1 illustrates the semantic gap problem and 

several ways to reduce it. Typically, methods for 

reducing the semantic gap are in two types: methods 

with combination of low-level features, and methods 

with machine learning techniques such as object 

recognition [3]. Both of these two types have their own 

advantages and disadvantages. As seen in Figure 1, 

using low-level features is not enough to capture the 

visual and perceptual content of the image. On the other 

hand, methods with low-level features have low time 

complexity. 

A combination of these two types of methods is also 

used to narrow the semantic gap. This combination uses 

relevance feedback along with the features so that an 

interface is provided between the user and the system. 

Each time the system retrieves images, the user 

marks the correct ones. Then, machine learning methods 

are employed to learn and improve the retrieval results. 

The process is repeated, thus the results provided by the 

system are greatly improved [4,5]. 
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Figure 1. Results of various image retrieval methods on a 

query image 
 

 

Methods equipped with a machine learning 

technique detect and extract high-level features such as 

objects. The most importance disadvantage of these 

methods is time complexity in detecting high-level 

features.  

Various studies shown that the human visual system 

is very sensitive to the colour and texture of the images 

[3,6]. Hence, in this paper the semantic features are 

extracted from the texture, colour, and edge orientation 

of the images. The idea of using these features was 

taken from the Colour Difference Histogram (CDH) 

method proposed in [7]. The well-known algorithm for 

extracting texture features is local binary patterns (LBP) 

[8]. LBP has two great advantages, non-parametricity 

and simplicity of calculation. 

In the proposed approach, the texture is extracted 

from the image and the edge orientation of each pixel in 

the image. Between two adjacent pixels with the same 

texture and edge orientation, the colour difference is 

calculated. Histogram of this difference includes the 

visual and perceptual content of the image with 

significant details. The proximity of the HSV colour 

space to the human vision system allows extracting 

more descriptive features in relation to the image 

content. 

In order to increase accuracy of the retrieval, as well 

as reducing the computation time, the superior features 

are selected using the Shannon entropy criterion. 

The proposed method is compared with the existing 

Content based Image Retrieval (CBIR) methods such as 

HCSF[3], CDH[7], MSD[9], and the methods based on 

colour and texture [10], as well as LMDEP [11] and 

CDHT[12]. The results show ability of the proposed 

method compared to the other existing CBIR methods. 

 

 

2. RELATED WORKS 
 

As aforementioned, methods for reducing the semantic 

gap between the difference in the perception of images 

by a machine and a person are divided into two 

categories. The first category uses machine learning 

methods while the second one achieves the semantic 

content of images using low-level features. The 

advantages of the second category compared to the first 

include the lack of segmentation, object recognition and 

training processes. The methods in the second category 

use low-level features in such a way that the extracted 

information is suggested to be close to the one which is 

extracted from the human visual system. 

Some image retrieval methods in each category are 

presented in the following. The most famous methods 

from the first category include classification of different 

images with supervised learning methods [3,13], image 

segmentation [14], deep learning methods to detect 

objects from different areas of the image [15], and 

neural networks for pattern learning from samples [16]. 

Deep learning refers to machine learning methods that 

have a hierarchical architecture through which high-

level features are made from low-level features for 

decision-making or modelling. It is worth mentioning 

that the results of the employing of the convolutional 

neural network (CNN) in recent works have shown its 

effectiveness in image retrieval. The obtained features 

using the CNN can be effective in many visual 

recognition tasks [17-19]. 

In [20], local image descriptors are employed to find 

a set of the best k-similar images. To do this, an open 

access library called fast library for close neighbours 

was used [20]. The most suitable method for an 

approximate search for the nearest neighbour is an 

approach based the product quantization introduced in 

[21], which provides an accuracy fast image retrieval 

method. 

To enhance the retrieval performance, Zhang et al. 

[22] proposed a method with merging the local and 

global features, which leads to a significant 

improvement in their results. They have proposed a 

graph-based query-specific fusion approach where 

multiple retrieval sets are merged and re-ranked by 

conducting a link analysis on the fused graph. 

In [23], a content-based deep learning neural 

network was applied. This method uses a pre-trained 

neural network that compares a class-based histogram 

between database and query images. In [24], a Bayesian 

structure is used to classify each image. 

In the following, a brief description of methods 

based on a combination of low-level features is 

presented. In [25], the authors used a combination of 

colour and texture features, while in [26,27] in addition 

to these two types of features, shape features are also 

employed. In [28], a colour image is encoded into a 

sequence of letters, which is used as a feature vector for 

image retrieval. 

Liu et al. in [9] used a histogram called a 

microstructure descriptor (MSD) to extract texture 

information. This histogram is generated based on the 
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colour of adjacent pixels with a similar edge orientation 

in the HSV colour space. Colour values corresponding 

to the microstructure of the image serve as feature of 

histogram in order to retrieve the image. 

For a long period, global features formed the basis 

of CBIR systems, but recently local features have begun 

to take their place, giving greater efficiency in 

describing image content. Unfortunately, some factors 

negatively affect global descriptors, such as factors 

associated with occlusion, viewpoint change, 

illumination change and local characteristics of image 

shape. At the same time, these factors do not affect local 

signs as strongly as global signs. The most effective 

local features are DAISY [29], Rank-SIFT [30], BRIEF 

[31], ORB [32]. 

Most prominent local features use SIFT as a basis. 

Such features can effectively work even at the presence 

of perspective distortions, occlusion, and geometric 

transformation. 

Recently, global descriptors with combination of 

local features have been developed, and they have 

shown effectiveness in image retrieval. The most widely 

used known methods are LBP, CNN, and the bag-of-

visual-words (BoVW). The BoVW methods were 

actually designed to retrieve text which use key points 

and salient patches [33,34]. Methods based on BoVW, 

which were obtained from local features, such as key 

points and salient patches, were proposed for object 

recognition and scene categorization [33,35-37]. 

Most of the global descriptors are defined based on 

texture and shape. The most visited and widespread 

feature is LBP [8] and its variants, which can be found 

in [38]. 

In [39] the authors used Multi Texton Histogram 

(MTH) descriptor to simulate the human visual system. 

MTH uses the first- and second-order statistics to 

analyse the texton, and therefore, the texture extraction 

is more accurate. MTH can present the spatial 

correlation of colours and edges using textons analysis. 

MTH uses the spatial correlation of pixels in the same 

neighbourhood based on four special texton types. In 

this method, four models of the texton move on the 

matrix of the quantized colour values. If a texton is 

matched on a part of color values, its colour values will 

be stored as a texton matrix. The edge orientation is also 

calculated per pixel and stored in the edge matrix. 

Finally, given the two matrices of the texton and the 

edge orientation, if the value of the pixel P in the texton 

matrix is equal to its neighbours, the value of the edge 

orientation of the pixel P is increased by one. In 

addition, if the edge values of these two pixels are 

equal, the value of the pixel P in the texton matrix will 

be increased by one. 

In [10], researchers proposed a CBIR approach that 

uses a combination of colour and texture attributes. The 

textural features are block difference of inverse 

probabilities (BDIP) and block variation of local 

correlation coefficients (BVLC). In addition, as colour 

attributes, features are extracted from the colour 

histogram in the HSV space. The BDIP extracts texture 

features by applying a 2x2 pixel window to the 

brightness channel, obtaining the edges and boundaries 

of the regions to create features set. In fact, the BDIP 

uses the difference in local brightness of the image to 

measure a texture feature. BVLC is one of the fast and 

accurate CBIR approaches that measures the 

smoothness level of local textures as texture features. 

Texture descriptors are often used to retrieve 

images. For example, authors in [11] proposed a 

descriptor called the local mean differential excitation 

pattern (LMDeP). The underlying idea of this descriptor 

is to illuminate differential excitation using the average 

of the points for each angular and radial neighbouring 

points. Thus, the obtained features will be more reliable, 

since the noise effect of adjacent pixels is reduced.  

The edge features and colour information together 

can create an effective vector of features, as suggested 

in [7], where these attributes are extracted in the L*a*b* 
colour space. The content of the image can be 

determined using the colour difference between two 

adjacent pixels. The best-known descriptor of this kind 

is called CDH, which considers the colour difference 

between two adjacent pixels with the same properties. 

Thus, each pixel is compared with adjacent pixels to 

produce a CDH. 

In [6], the authors proposed a CBIR approach that 

uses a combination of colour and edge features. This 

paper demonstrated the closest colour space to the 

human visual system is HSV colour space. The colour 

histogram as colour features is extracted from HSV 

colour space. The edge features also are extracted using 

the Sobel operator in the HSV colour space. 

Ajam et al. in [12] used a data mining method along 

with low-level features for image retrieval. In this paper, 

the researchers proposed a CBIR system that extracts 

colour difference histogram in the texture image. First, 

texture features are extracted by the LBP method. Then, 

by texture map for any image, the colour difference 

between two neighbour pixels is calculated. Finally, 

these values make the colour difference histogram for 

any image.  
Colour space plays very important role in feature 

extraction step. In this study, it is shown that the 

extraction of the proposed features from the HSV colour 

space represents the semantics of the image in more 

detail than in the L*a*b* colour space. An overview on 

image retrieval methods can be found in [40]. 
 

 

3. THE PROPOSED METHOD 
 

In the following, details of the proposed method for the 

content-based image retrieval system are provided. The 
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general scheme of the method is illustrated in Figure 2. 

Initially, the information about the texture and edges 

orientation of the query image and those that are in the 

database is extracted using the LBP algorithm and Sobel 

operator, respectively.  

Then, for adjacent pixels that have the same texture 

and edge orientation, the colour difference is calculated. 

A histogram of this difference is computed for each 

image. As aforementioned, superior features are 

selected by applying the Shannon entropy. The selected 

features are used in a vector. In order to calculate the 

similarity between the query image and each of the 

database images, the similarity between their feature 

vectors is calculated using similarity criterion. Each 

steps of the proposed method is discussed in more 

details in the following. 

 

3. 1. Image Texture Using LBP          LBP is one of 

the widely used and known methods for extracting 

texture features [8]. This operator generates a binary 

number with respect to the 3x3 values of the 

neighbouring pixels of the target pixel. The binary value 

of each neighbouring pixel is obtained by comparing its 

value with the centeral pixel of the window and 

applying a threshold. If the neighbouring pixel has a 

greater or equal value compared to the centeral pixel, 

then the binary value is indicated by one, otherwise it is 

set to zero. These binary values of each neighbouring 

pixel are arranged in a circle and an eight-bit binary 

number is formed. An example of the binary number 

computation can be seen in Figure 3. Information about 

the structure of the image is extracted by a moving 

window throughout the image. After the texture features 

are obtained, their value is discriminated on 32 levels. 

The reason for choosing the discrimination level is 

depicted in the experimental results in subsections 4.3.  

 

3. 2. Edge Orientation Using Sobel Operator        
As aforementioned, the human visual system is very 

sensitive to the edge orientation of the image. One of 

the conventional methods to extract the edge orientation 

from an image is the Sobel operator. In this operator, 

unit vectors a, b, and c are located along the axes A, B, 

and C in the colour space to effectively detect edges 

caused by colour changes in the colour space of 

perception. Then Equations (1) and (2) are calculated 

for a colour image 𝑓(𝑥, 𝑦). 

𝑢 =
𝜕𝐴

𝜕𝑥
𝑎 + 

𝜕𝐵

𝜕𝑥
𝑏 + 

𝜕𝐶

𝜕𝑥
𝑐  (1) 

𝑣 =
𝜕𝐴

𝜕𝑦
𝑎 + 

𝜕𝐵

𝜕𝑦
𝑏 + 

𝜕𝐶

𝜕𝑦
𝑐  (2) 

In the following equations 
xxg , 

yyg and 
xyg  are 

defined based on the internal products of the previous 

vectors:  

 
Figure 2. The block diagram of the proposed CBIR system 

 

 

 
Figure 3. An example of LBP operation for texture analysis 

[12] 
 

 

The necessary partial derivatives for the 

implementation of Equations (3)-(5) can be calculated 

using the Sobel operator. If the pixel 𝐼(𝑥, 𝑦) is in the 

HSV colour space, then the change orientation of 

𝐼(𝑥, 𝑦) based on the previous notation is as follows: 

After the computation of the edge orientation 

𝜑(𝑥, 𝑦) for each pixel, their values are uniformly 

discretized into m bins. The best value for m in the HSV 

colour space is 16 based on our experiments (details of 

the experiments are given in Section 4.3). 

 

3. 3. Perceptually Uniform Colour Difference 
Histogram         To extract features, a histogram of the 

difference in texture, colour and image edge orientation 

is employed. The perceptually uniform colour 

difference between image colours, textures, and edge 

orientation is a wide range of visual information for 

analysing image content. Since the HSV colour space is 

more uniform in perception and closer to the human 

vision system, it was chosen with the aim of calculating 

the difference in colour between the two pixels. 

Channels H, S, and V were calculated using the 

transformation from the space of the RGB to the HSV 

𝑔𝑥𝑥 = 𝑢𝑇𝑢  (3) 

𝑔𝑦𝑦 =  𝑣𝑇𝑣  (4) 

𝑔𝑥𝑦 = 𝑢𝑇𝑣  (5) 

𝜑(𝑥, 𝑦) =
1

2
tan−1 2𝑔𝑥𝑦

𝑔𝑥𝑥−𝑔𝑦𝑦
  (6) 
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[7]. To enhance expression of the differences in colour, 

the channels of this space were discriminated into 

several levels. The range of the channel H is uniformly 

divided into 15 levels, while channels C and V are 

divided into five levels. Thus, the entire space has 

15x5x5 = 375 different values. The quantization level of 

each channel was assigned experimentally (see Section 

4.3).  

In this paper, three types of feature sets are 

considered. 1) Color related feature set, 2) Edge 

orientation related feature set, and 3) Texture related 

feature set. Equations (7)-(10) are used to calculate the 

color, edge orientation and texture feature sets. As it’s 

shown in Equation (7), to calculate the color-related 

features only pixels with the same texture are 

considered. The texture features of pixels with the same 

color and same edge orientation can be calculated using 

Equations (8) and (9), respectively. Finally, the edge 

orientation features of pixels with the same texture is 

calculated using Equation (10). 

Since in the proposed method, texture information 

plays an important role in an accurate image retrieval, 

another texture feature set is also considered where it is 

calculated using the same formula but when the image 

is quantized to different levels. Therefore, we have four 

feature sets. 

The colour value of the pixel with coordinates (x,y) 

is denoted by C(x,y), which belongs to the set M 

={0,…,m-1}. The value of the texture of pixel (x,y) that 

was obtained through the LBP operator is denoted by 

𝑇𝑝(x, y) and 𝑇𝑞(x, y)  and it is an integer number from 

the set N_c ={0,…, 𝑁𝐶 -1} and N_o ={0,…, 𝑁𝑂-1}. The 

𝑇𝑝(x, y) and 𝑇𝑞(x, y)  are texture values of a point (x,y) 

with different quantization lavels. 

For edge orientation, the value of a pixel located in 

the coordinate (x,y) is calculated using the Sobel 

operator and denoted by O(x,y), which can take a value 

from the set O = {0,…,o-1}. 

Suppose that distance between two adjacent pixels is 

denoted by D, then the equations for calculating 

difference in texture colour and edge orientation 

between two adjacent pixels are presented as follows: 

𝐻𝑐−𝑡𝑥(𝐶(𝑥, 𝑦)) =  {

∑∑√(∆𝐻)2 + (∆𝑆)2 + (∆𝑉)2

𝑤ℎ𝑒𝑟𝑒 𝑇𝑝(𝑥, 𝑦) = 𝑇𝑝(𝑥′, 𝑦′);

max(|𝑥 − 𝑥′|, |𝑦 − 𝑦′|) = 𝐷

  (7) 

𝐻𝑡𝑥−𝑐(𝑇𝑝(𝑥, 𝑦)) = {
∑∑√(∆𝐻)2 + (∆𝑆)2 + (∆𝑉)2

𝑤ℎ𝑒𝑟𝑒 𝐶(𝑥, 𝑦) = 𝐶(𝑥′, 𝑦′);

max(|𝑥 − 𝑥′|, |𝑦 − 𝑦′|) = 𝐷

  (8) 

𝐻𝑡𝑥−𝑂(𝑇𝑞(𝑥, 𝑦)) = {
∑∑√(∆𝐻)2 + (∆𝑆)2 + (∆𝑉)2

𝑤ℎ𝑒𝑟𝑒 𝑂(𝑥, 𝑦) = 𝑂(𝑥′, 𝑦′);

max(|𝑥 − 𝑥′|, |𝑦 − 𝑦′|) = 𝐷

  (9) 

𝐻𝑂−𝑡𝑥(𝑂(𝑥, 𝑦)) = {

∑∑√(∆𝐻)2 + (∆𝑆)2 + (∆𝑉)2

𝑤ℎ𝑒𝑟𝑒 𝑇𝑞(𝑥, 𝑦) = 𝑇𝑞(𝑥
′, 𝑦′);

max(|𝑥 − 𝑥′|, |𝑦 − 𝑦′|) = 𝐷

  (10) 

where the difference between two points in channels H, 

S and V are denoted by ∆𝐻, ∆𝑆 and ∆𝑉, respectively. In 

the above equations, (x’,y’) is each of eight 

neighbouring pixels for pixel (x,y). The first formula 

represents that if two adjacent pixels located at a 

distance D and have the same texture (𝑇𝑝(x, y)), their 

colour difference, that is C (x, y), can be calculated 

based on Equation (7). Therefore, the 𝐻𝑐−𝑡𝑥 component 

is a vector with 375 features. 

Similarly, the colour difference of two adjacent 

pixels with distance D, which have the same colour 

value, can be calculated using Equation (8) and is 

denoted by 𝑇𝑝(x, y). Thus, 𝐻𝑡𝑥−𝑐 is a vector with 32 

features. Another situation occurs when two adjacent 

pixels with a distance D have the same edge orientation 

value and it is necessary to calculate the colour 

difference for them. Equation (9) provides this 

opportunity and the colour difference is indicated by 

𝑇𝑞(x, y). Therefore, 𝐻𝑡𝑥−𝑜 is a feature vector with 36 

values. 

When two adjacent pixels with distance D have the 

same texture value (𝑇𝑞(x, y)), the colour difference 

between them is calculated using Equation (10). This 

difference is denoted by O(x,y). It should be mentioned 

that 𝐻𝑂−𝑡𝑥 is a vector with 16 attributes. 
Equation (7) is different from Equation (10). In fact, 

in Equation (7), the texture of the image is quantized to 

32 levels, while in Equation (10), it is quantized to 36 

levels.  

With the combination of the obtained feature vectors 

𝐻𝑐−𝑡𝑥, 𝐻𝑡𝑥−𝑐, 𝐻𝑡𝑥−𝑜, and 𝐻𝑂−𝑡𝑥, the final feature vector 

is created, which has 375 + 32 + 36 + 16 = 459 features, 

denoted by 𝐻𝐶𝐷𝐻𝑇𝑥𝐸𝑜 (Equation (11)). 

𝐻𝐶𝐷𝐻𝑇𝑥𝐸𝑜 =

[
 
 
 
 𝐻color(0),𝐻color(1),…,𝐻color(M-1),

𝐻tx_c(0),𝐻tx_c(1),…,𝐻tx_c(𝑁𝐶-1),

𝐻tx_O(0),𝐻tx_O(1),…,𝐻tx_O(𝑁𝑂-1),

𝐻O(0),𝐻O(1),…,𝐻O(O-1) ]
 
 
 
 

  (11) 

By conducting computational experiments with 

different values of the quantization level for a better 

image retrieval, parameters D, M, 𝑁𝐶, 𝑁𝑂 and O were 

experimentally assigned as 1, 375, 32, 36, and 16, 

respectively. 
 

 

4. EXPERIMENTS AND EVALUATION 
 

This section provides details about the experiments, as 

well as criterion to make decision on similarity between 

images. We will also consider the method of feature 
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selection and choosing the best values for quantizing 

colour, texture and edge orientation. The developed 

image retrieval system was implemented in Visual 

Studio 2015 (with C# language), which is available 

at https://github.com/hamedmit/Content-based-Image-

Retrieval.git and www.smartcbir.nph-co.ir. 

 
4. 1. Image Datasets and Similarity Criterion         
In most image retrieval researches, Corel-5K and Corel-

10K datasets were used, which have five and ten 

thousand images, respectively. The datasets are 

available in [41]. The classes of these datasets contain a 

variety of images with relatively complex content, 

which make them an excellent choice for this 

experiment. 

After the feature extraction, two factors impact on 

the decision about the similarity between the images of 

the query and the database: feature selection and 

similarity criterion. In fact, the criterion assesses the 

similarity between two images by measuring some 

characteristics between their two feature vectors. Even 

when extracted features are significant, descriptive and 

superior, choosing the wrong criterion will result in 

inefficient image retrieval, lower quality and rate of the 

retrieval. 

In this paper, the similarity criterion was taken from 

[3], which is an improved version of the Canberra 

criteria and is defined as follows: 

where D is the similarity distance between the vectors A 

and B. The values of 𝑀𝐴 and 𝑀𝐵 represent the average 

values of the feature vector A and B, respectively. Z is 

the number of features. To compare and evaluate the 

proposed system with some recent methods, two 

standard criteria for precision and recall were used. The 

number of images retrieved at each stage was assigned 

12. Precision (P) and recall (R) criteria are presented as 

follows: 

𝑃 =
𝐾

𝑁
  (13) 

𝑅 =
𝐾

𝑀
  (14) 

where K is the number of correctly retrieved images, N 

is the total number of images retrieved at each stage and 

M is the total number of images belonging to the request 

image class. For the implementation of the comparison 

between the proposed method with other existing 

methods, the Corel-5k and Corel-10k databases with the 

parameters M = 100 and N = 12 were employed. The 

higher the average precision and recall values indicates 

the better the image retrieval performance. 

 
4. 2. Features Selection using Shannon Entropy     
This section depicts applying the Shannon entropy for 

removing inefficient features that do not affect on the 

retrieval rate. Shannon entropy can be interpreted as the 

mean level of "information". When a feature has low 

entropy, it means that the feature does not have enough 

information. The great value of the entropy for a feature 

expresses the importance of information contained in 

the feature. Entropy for vector features X can be 

calculated as follows: 

𝐸𝑛(𝑋) = −∑ 𝑃(𝑥𝑖) log2 𝑃(𝑥𝑖)
𝑛
𝑖=1   (15) 

where the value of the i-th feature is denoted by 𝑃(𝑥𝑖) 

and n is the number of features. It was previously 

mentioned that the feature vector includes 459 features. 

The obtained results by applying the Shannon entropy to 

the features vector of the Corel-10k dataset are 

illustrated in Figure 4. The figure shows that some 

features have zero entropy, that is, they have no effect 

on the image retrieval rate and are redundant. Therefore, 

their elimination from the feature vector will lead to a 

decrease in the calculation and complexity of the 

algorithm. The application of Shannon entropy divides 

the set of 459 features into two subsets. The first subset 

includes 217 features which are  inefficient, hence they 

were removed to reduce the complexity of the 

algorithm. The second subset, consisting of the 

remaining 242 features, serves as the final feature vector 

for the proposed approach. 
 
4. 3. Best Values for Colour, Texture and Edge 
Orientation Quantization          An important step of 

our proposed method for creating feature vectors is the 

quantization of three values: colour, texture, and edge 

orientation. In order to determine the best value of these 

parameters, computational experiments were carried out 

in which various values of the quantization level were 

considered with respect to the image retrieval rate. The 

results are presented in Tables 1 and 3. For each 

experiment, 20 percent of the Corel-10K dataset was  

 

 

 
Figure 4. Shannon Entropy of all Proposed Features 

𝐷(𝐴, 𝐵) = ∑
|𝐴𝑖−𝐵𝑖|

|𝐴𝑖+𝑀𝐴|+|𝐵𝑖+𝑀𝐵|
𝑍
𝑖=1   (12) 
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randomly selected as validation set. The results in Table 

1 indicate that the level of quantization for both texture 

and colour has a significant impact on image retrieval 

rate in HSV colour space. In parallel with the increase 

in colour quantization, the rate of image retrieval 

increases, but this increase is not continuous and has a 

limitation. 

Once the colour quantization level reaches 5, 6, 6 for 

channels H, S and V, respectively, the increase becomes 

inefficient. Compared to the quantization of colour 

level, there is no clear-cut rule for increasing or 

decreasing the rate of image retrieval in relation to the 

texture quantization level.  

From the general results of the experiments, we can 

conclude that the best level of discretization for colour 

is 15, 5, 5 for channels H, S, and V, respectively, and 32 

for texture. 

 

4. 4. Colour Space Selection         One of the most 

effective factors on the performance of CBIR systems is 

the colour space that features are extracted from. One 

feature may have different effects on the rate of image 

retrieval considering different colour spaces. This 

means that with the use of one specific feature, it is 

possible to extract different semantic content from the 

image in different colour spaces. From the existing 

colour spaces available in image processing, only two of 

them, L*a*b and HSV, have perceptually uniform 

properties [3]. In fact, a colour space is perceptually 

uniform if the distance between two colours is equal to 

the distance between the two colours in the human 

visual system. These two colour spaces are based on the 

human vision system. 

In this section, the proposed features are extracted 

from these two colour spaces and compared based on 

their image retrieval rate. In Tables 1 and 3, the image 

retrieval rate of the proposed features in the HSV colour 

space is presented, while Tables 2 and 4 give the result 

of image retrieval in the L*a*b colour space. 

Comparing Tables 1 and 2, it is observed that the 

histogram features of the colour difference with the 

same texture and colour in the HSV colour space give 

much better semantic content than the L*a*b space. 

 

 
TABLE 1. Image retrieval rate on the Corel-10K dataset for different values of colour and texture quantization in HSV colour space 

The quantization number for colour 
The quantization 

number for 

texture 

Precision (%) 

540 375 350 300 240 192 160 128 108 90 72 

46.61 46.91 46.73 46.51 46.22 45.73 45.71 45.66 43.84 43.51 42.78 8 

47.81 48.09 47.92 47.87 47.45 46.98 46.92 46.88 44.81 44.52 43.91 16 

48.84 48.88 48.73 48.36 48.26 47.78 47.72 47.65 44.92 44.84 43.97 24 

48.94 49.13 48.84 48.57 48.36 47.86 47.77 47.71 44.76 44.56 43.87 32 

47.73 48.24 47.96 47.86 47.29 46.80 46.76 46.69 43.25 43.02 42.76 64 

45.87 46.41 46.20 46.01 45.55 45.15 45.06 44.98 41.67 40.88 40.42 128 

41.12 41.68 41.39 41.21 40.89 40.41 40.33 40.23 38.51 37.74 37.33 256 

 

 
TABLE 2. Image retrieval rate on the Corel-10K dataset for different values of colour and texture quantization in La*b* colour 

space 

The quantization number for colour 
The quantization 

number for 

texture 

Precision (%) 

540 375 350 300 240 192 160 128 108 90 72 

43.96 44.18 44.25 43.89 43.11 42.25 41.90 41.78 41.63 41.45 41.21 8 

43.76 43.69 43.75 42.97 42.63 41.98 41.69 41.49 41.36 41.23 41.11 16 

43.25 43.35 43.74 42.82 42.53 41.88 41.56 41.38 41.25 41.02 40.71 24 

42.84 42.86 43.02 42.75 42.04 41.64 41.24 40.98 40.76 40.67 40.52 32 

42.32 42.51 42.52 41.89 41.63 40.96 40.58 39.88 39.64 39.25 39.21 64 

42.21 42.56 41.81 41.36 40.94 40.86 40.59 40.57 39.98 39.84 38.35 128 

40.27 40.98 40.75 40.63 40.54 40.36 10.25 40.03 37.79 37.74 36.54 256 
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TABLE 3. Image retrieval rate on the Corel-10K dataset for 

different values of edge orientation and texture quantization in 

HSV colour space 

The 

quantization 

number for 

texture 

The quantization number for edge orientation 

Precision (%) 

36 30 24 18 12 6  

45.73 45.71 45.66 43.84 43.51 42.78 8 

46.98 46.92 46.88 44.81 44.52 43.91 16 

47.78 47.72 47.65 44.92 44.84 43.97 24 

47.86 47.77 47.71 44.76 44.56 43.87 32 

46.80 46.76 46.69 43.25 43.02 42.76 64 

45.15 45.06 44.98 41.67 40.88 40.42 128 

40.41 40.33 40.23 38.51 37.74 37.33 256 

 

 
TABLE 4. Image Retrieval Rate on the Corel-10K Dataset for 

Different Values of edge orientation and texture quantization 

in La*b* colour space 

The quantization number for edge orientation The 

quantizatio

n number 

for texture 
Precision (%) 

36 30 24 18 12 6  

40.42 40.56 39.78 39.53 39.34 39.25 8 

40.63 40.86 39.96 39.83 39.75 39.53 16 

40.84 40.94 40.76 40.65 39.94 39.86 24 

41.25 41.36 40.96 40.68 40.29 40.25 32 

41.61 41.86 41.63 40.99 40.86 40.65 64 

41.21 41.31 40.91 40.86 40.36 40.31 128 

36.11 36.88 36.76 36.54 36.25 36.12 256 

 

 

In addition, a comparison between Tables 3 and 4 

shows that the histogram of the colour difference with 

the same texture and edge orientation for the proposed 

features in the L*a*b colour space works less efficiently 

compared to the HSV colour space with respect to 

image retrieval rate. Hence, the HSV colour space is 

more suitable for the features suggested in this article. 

 

4. 5. Evaluation of the Proposed Method     As 

already mentioned, two criteria for assessing precision 

and recall are employed to compare and evaluate the 

proposed method with some recent developed methods. 

In this section, the proposed features are first 

grouped and then compared. In the following, the 

arrangement of features groups in the feature vector is 

discussed. In the 242 final selected features, features 

with indices 1 through 170 referred to the 

𝐻𝐶𝐷𝐻𝑇𝑥𝐸𝑜histogram, which refer to adjacent pixels with 

the same colour value. The second group represents the 

𝐻𝐶𝐷𝐻𝑇𝑥𝐸𝑜histogram for adjacent pixels with the same 

texture value and the features are indicated by indices 

from 171 to 202. The third group is the 

𝐻𝐶𝐷𝐻𝑇𝑥𝐸𝑜histogram for adjacent pixels with the same 

texture values and is indicated by indices 203-218. 

Finally, the fourth group of features with indices 

219 to 242 refers to the 𝐻𝐶𝐷𝐻𝑇𝑥𝐸𝑜histogram of adjacent 

pixels with the same edge orientation value. In order to 

compare the performance of the approach of this study 

with recent analogues, the methods were evaluated in a 

random selection of a set of images, which consists of 

20 percent of the images of each mentioned datasets as 

test set. Table 5 presents the information of this 

comparison with respect to the image retrieval rate. The 

results indicate that the proposed method has the best 

image retrieval rate in comparison with others.  

According to the results of the study, similarly to 

the human vision system that uses the colour and texture 

differences of the image to determine the content, the 

suggested features have a good and detailed 

representation of the visual characteristics and 

perceptual content of the image. 

 

 

5. CONCLUSION 
 

Generally, in image retrieval system development, it is 

necessary to consider reducing the semantic gap 

between the perception of a computer system and of the  

 

 

 
TABLE 5. Evaluation of the Proposed Approach and Comparison of Methods. 

Dataset 
Method 

MSD[9] CDH[7] BBC[10] LMDeP[11] CDHT[12] HCSF[3] Proposed Method 

Corel-5K 
Precision (%) 

Recall (%) 

55.92 

6.71 

57.23 

6.87 

57.5 

6.90 

47.12 

5.74 

59.51 

7.21 

61.82 

7.41 

62.64 

7.58 

Corel-10K 
Precision (%) 

Recall (%) 

45.62 

5.48 

45.24 

5.43 

47.01 

5.64 

- 

- 

49.31 

5.88 

50.67 

6.08 

51.06 

6.28 
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human visual system. Since the texture and colour of the 

image are two determining factors for the human visual 

system, the proposed method uses these factors, as well 

as the orientation of the edge to extract the contents of 

the image. Colour difference plays a critical role in our 

study. This difference can be considered from four 

points of view. The first point of view is when two 

adjacent pixels have the same texture value in colour, 

the second when they have the same colour value, the 

third when they have texture values on the orientation 

edge, and the fourth when they have the same 

orientation value. A histogram is generated from the 

colour difference derived from these four cases. 

Since feature in different colour spaces may give 

different results, the proposed features of this article 

were investigated in both the L*a*b and HSV colour 

spaces. Our research shows that only these two colour 

spaces have the perceptually uniform property. The 

experimental results showed that the HSV colour space 

is more suitable for the proposed features, as it is closer 

to the human visual system. 

An important step after feature extraction is 

identifying less-efficient features, removing them, and 

reducing feature space in order to increase the image 

retrieval rate. This stage was implemented using the 

Shannon entropy, which led to the selection of 242 

features with a high impact on the image retrieval rate. 

A significant improvement in the image retrieval rate of 

the proposed method compared to others indicates that 

the proposed features are able to capture image content 

in more detail without any complex operations such as 

segmentation, training, and clustering. 
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Persian Abstract 

 چکیده

با  ریتصو کی یبر محتوا، محتوا یمبتن ریتصو یابیباز ستمیس کیاست. در  نیماش یینایو ب ریمورد علاقه در علم پردازش تصو مباحث از یکی محتوا بر یمبتن ریتصو یابیباز

 بر یشنهادیپ یهایژگیو مقاله نیا در. شوند یم استخراج آنها از هایژگیو یکسری توسط ریتصاو یمحتوا. شوند یم یابیمشابه باز ریشده و تصاو سهیداده مقا گاهیپا ریتصاو

 یدر فضا یژگیدو و نیبر ا یاختلاف رنگ مبن ستوگرامیحساس است. ه اریبس ریانسان به بافت و جهت لبه در تصو یینایب ستمی. سشوند یم استخراج انسان یینایب ستمیس اساس

 جهت که است ریتصو از کسلیپ دو نیب یادراک رنگ اختلاف واقع در رنگ اختلاف ستوگرامیه. کند یم استخراج ریتصو از سانان یینایب ستمیس به کینزد یهایژگیو HSV یرنگ

 یابیباز ستمی. سشود یم استفاده کارآمد یهایژگیو انتخاب جهت شانون یانتروپ مانند یکاو داده یها روش از یشنهادیپ روش در ن،یا بر علاوه. دارند برابر بافت ای برابر لبه

 نسبتا ر یشنهادیپ ستمیس ترقیدق یابیباز ییتوانا مقاله نیا در شده ارائه شاتیآزما جینتا .است شده یابیارز k10، کورل k5داده استاندارد کورل  گاهیدو پا یرو یشنهادیپ ریتصو

 دهد. ینشان م ریاخ ریتصو یابیباز یها ستمیس به
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