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#### Abstract

$A B S T R A C T$

This paper deals with the coordination of pricing and order quantity decisions for two seasonal and substitutable goods in one firm. We assume that the customers are price sensitive and they are willing to buy the cheaper products, which is known as one way and customers-based price driven substitution. First, a mathematical model is developed for one firm, which contains two replaceable products considering seasonality. The model aims to maximize the profit by determining optimal dynamic prices, order quantities and the number of periods for both of the products. Then, we show that the objective function is strictly concave of price and has a unique maximum solution. Next, an exact algorithm based on the Karush Kuhn Tucker (KKT) conditions is presented to determine the optimal decisions. Finally, a numerical example accompanied by sensitivity analysis on key parameters is developed to illustrate the efficiency of solution procedure and the algorithm.
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## NOMENCLATURE

| Indices |  | $g_{i}$ | Time coefficient for demand of product $i$ |
| :---: | :---: | :---: | :---: |
| $i$ | Products (i=1,2) | $I_{i, j}(t)$ | Inventory levels at time t of period j for product $i$ |
| $j$ | Periods ( $j=1,2, \ldots, n$ ) | $h_{i}$ | Inventory holding cost per unit of product $i$ |
| $t$ | time | $s$ | Unit price setting cost |
| Parameters |  | $c_{i}$ | Unit purchasing cost of product $i$ |
| $T$ | Time horizon (sale season) | $v_{i}$ | Transportation cost of product $i$ |
| $N_{\text {max }}$ | Maximum number of periods | $\pi$ | Total profit of the firm |
| M | Length of each period $\left(M=\frac{T}{n}\right)$ | Decision Variables |  |
| $d_{t, i, j}$ | Demand of product $i$ at time $t$ and period $j$. | $p_{i, j}$ | Unit selling price of product $i$ during period $j\left(p_{i, j}>c_{i}\right)$ |
| $\alpha_{i}$ | Market potential of products $i$ | $q_{i}$ | Order quantity of product $i$ |
| $\beta_{i}$ | Price coefficient for demand of product $i$ | $n$ | Number of periods/ number of price settings ( $n \leq N_{\max }$ ) |

## 1. INTRODUCTION

Pricing or order quantity in the supply chain has been considered separately for a long time [1, 2, 3], while nowadays dynamic pricing and inventory decisions are mentioned simultaneously by many researchers as the most important factors towards the success of a business. Dynamic pricing is applied by the researchers for the
products whose demand and price change during the time like perishable products [4,5] and seasonal products. One of the researches in the field of pricing for seasonal goods is done by Aviv and Pazgal. They used Nash game to find the equilibrium solutions, considering inventory dependent discount and fixed discount [6]. Another research, which studied the effect of spot and forward purchases on the pricing and order quantity decisions for
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the seasonal products, has been done [7]. In their research, shortages are not allowed and the demand functions for both types of sale are time and price dependent.

Substitution is another feature that we considered in this paper, which can be customer based or manufacturer based in general and on the other hand it can be price based or inventory based [8]. Inventory based substitution related to the cases in which the customers substitute the out of stock products with the available ones [9]. Whereas, in the case of price based substitution, the customers are willing to buy the cheaper products so that they replace the expensive goods with the similar less expensive ones [10]. Rasouli and Nakhai [11] have studied dynamic pricing and order quantity for a seasonal good considering substitution. In their research, the aim is to maximize the profit of the retailer by determining price and order size for one of the products considering asymmetrical substitution in which just a fraction of the customers substitute the goods while the others cancel the orders when they face with expensive commodities.

Wang and Huang [12] proposed a model toward pricing and inventory control for seasonal deteriorating products with time dependent demand and fixed selling season. Single period pricing and inventory management in the presence of strategic customers is reviewed by Du et al. [13]. They studied the effect of risk preference and decreasing value of strategic customers on the variables (price and order quantity). Finally, they examine the effect of re-payment contract on the reduction of this behavior. Rabbani et al. [14] studied the model of perishable goods with quality and physical quantity deterioration. The model is aimed to find optimum price, discount rate and replenishment cycle. Naimi Sadigh et al. [15] also developed a model of pricing, order quantity and marketing in a three level supply chain with several suppliers, one manufacturer and several retailers which is solved by Nash equilibrium. The competitive model between two supply chains consisting of a manufacturer and retailer with replaceable goods for a real problem in a food industry was developed by Aminnaseri and Azari Khojasteh [16]. Bian et al. [17] have developed a model for determining competitive price between the retailers of Apple and Samsung products consisting of one manufacturer and one retailer. The demand function is depended on price, individual quality valuation and quality attributes. Results showed that not considering stock out-base substitution leads to incompatibility in supply-demand and causing the lower profit. Taleizadeh and Baghban [18] developed a model of pricing and lot sizing for deteriorating items under group dispatching under two scenarios. In the first scenario, the deterioration rate is price sensitive and demand is time and price sensitive. In the second scenario the deterioration rate is constant and demand is depended on time and price.

Some of the researchers developed their models in the stochastic environment. In this regard, Karakul and Chan [19] considered a joint pricing and inventory control for one-way substitution products with stochastic price dependent demand. They modeled the demand in an additive stochastic form and assumed that the stochastic term for the high-grade product (new product) follows a continuous distribution function and the term for the low grade product (existing product) follows a discrete distribution function. Then, other researcher [20] developed this model to the case demand distribution for both grades, which follow a continuous distribution function. Also, Soleimani et al. [21] developed a model of pricing and inventory control in a two level supply chain composed of a retailer and a wholesaler under the condition of demand disruption. Using a stochastic inventory system in pricing model was considered by Li et al. [1]. In this paper dynamic pricing and periodic ordering for perishable products with stock dependent demand is modeled. Stochastic demands were considered by other researchers [22, 23]. Pricing and inventory management are also done in multi-level supply chain [24-27]. As in this paper, we considered one level, we did not get in to the details for the literature of multi-level supply chain.

The aforementioned papers primly studied the models of pricing and inventory control for seasonal or substitutable goods, separately; while, in the competitive markets, most of the seasonal goods are replaceable by price sensitive customers, so the demand is linked to the ability of customers to substitute the products. In other words, various brands or various types of a product, lead the price sensitive customers to be able to decide between the similar products and choose the cheapest one. This happening causes substitution, which is undeniable in the real world. However, most of the papers in the literature ignore it; in which the results get away from reality. The aforementioned discussion becomes more important for seasonal products, because of the limited sale period of time.

In the reviewed literature, one of the researcher [11] has investigated seasonality and substitution simultaneously. However, it was assumed two replaceable products with given price and order size for one of them and they tried to find the variables just for one of the products. While, due to the dependency of price and order size of one product to the price and order size of replaceable product. It is better not to consider given price and order size for one of the products, but to determine the variables for both of the products simultaneously. Therefore, there is a gap in this field, which motivated us to focus on it because of the importance of subject. Hence, in this paper, we examine joint pricing and order quantity for two seasonal goods with customer-based price-driven substitution, simultaneously. The demand function is based on time,
price of product and the price differences of goods. The major objective is to determine the optimal dynamic prices, order size and the optimal number of selling periods for both of the products simultaneously, such that the total profit of the firm is maximized.

The rest of the article is organized as follows: In section 2, the notations and assumptions of the proposed model are presented. In section 3, a mathematical model is presented based on the mentioned settings. Then we prove that for any given number of price settings, the objective function is a strictly concave function of selling prices. In section 4, we present an exact algorithm to find the optimal prices, order quantities, and number of periods for each product. Moreover, in section 5 in order to evaluate the accuracy of proposed model accomplished with the performance analyzing of the proposed solution approach a numerical example has been illustrated followed by conclusion and some directions as future studies in section 6.

## 2. MATHEMATICAL MODELING

We consider a firm selling two seasonal and replaceable products during time horizon $T$. The problem is aimed to determine the price and order quantity for both of the products by maximizing the profit of the firm considering the following assumptions:

* Demand of each product is dependent on time, price of the product and the price of replaceable product.
* The time horizon $(T)$ is divided to $n$ periods.
* The price of each product changes $n$ times (at each period).
* There are two products, which are substitutable by price sensitive customers.
* The ordering is done only at the beginning of the sale season.
* Shortages and backlogs are not allowed.

For mathematical modeling, first we define the demand function according to literature [7, 11] as discussed below. About the contribution of our model, we can refer to seasonality and substitution, which are ignored in most of literature which is considered unknown price ( $p_{i, j}, p_{w, j}$ ) and order quantity ( $q_{i}, q_{w}$ ) for both of the replaceable products. Our contribution is not only considering seasonality and replacing feature, but also determining the optimal prices and order quantities for both of the replaceable products, simultaneously.

$$
\begin{align*}
& d_{t, i, j}=\alpha_{i} e^{-g_{i} t}-\beta_{i} p_{i, j}-L\left(p_{i, j}-p_{w, j}\right)  \tag{1}\\
& i, w=1,2, w \neq i,(j-1) M \leq t \leq j M, 1 \leq j \leq n
\end{align*}
$$

The first term of the above function shows the seasonality, so that demand decreases during time. The second terms
shows the dependency of demand to the price of product, which is usual and obvious according to the literature. Finally, the last term is related to the substitution, so that demand is affected by price differences in the negative way.

As shown in Figure 1, the inventory starts at $\boldsymbol{q}_{\boldsymbol{i}}$ and decreases exponentially over time and it gets to zero at the end of the season (T). According to this figure, the inventory behavior changes from period to period, which is because of assumption (3), mentioning that the prices change at each period. Using this figure and demand function, the inventory equation is written as follows:

$$
\begin{aligned}
& \mathrm{I}_{t, i, j}=q_{i}-\sum_{k=1}^{j-1}\left(\int_{(k-1) M}^{k M} d_{t, i, k} d t\right)-\int_{(j-1) M}^{t} d_{t . i . j} d \\
& i=1,2,(j-1) M \leq t \leq j M, l \leq j \leq n
\end{aligned}
$$

The first term of above equation shows the total quantity, which is ordered at the beginning of the sale season. The second term is related to the cumulative demand from the beginning of season $(t=0)$ up to the end of $(j-1)$ th period and the last term shows the total demand from the beginning of period $j$ up to time $t$.

Based on the assumptions, shortages are not allowed and the ordering is done at the beginning of the sale season. Hence, the order quantity is equal to the cumulative demand over the season as follows:

$$
\begin{equation*}
q_{i}=\sum_{j=1}^{n} \int_{(j-1) M}^{j M} d_{t, i, j} d t \quad i=1,2, \quad 1 \leq j \leq n \tag{3}
\end{equation*}
$$

According to the above-mentioned equations and considering the maximization behavior of profit function, we have:

$$
\begin{align*}
& \pi=\sum_{i=1}^{2} \sum_{j=1}^{n}\left(\left(p_{i, j}-c_{i}\right) \int_{(j-1) M}^{j M} d_{t, i, j} d t\right.  \tag{4}\\
& -\sum_{i=1}^{2} \sum_{j=1}^{n} h_{i} \int_{(j-1) M}^{j M} I_{t, i, j} d t-n s-\sum_{i=1}^{2}\left(q_{i} v_{i}\right)
\end{align*}
$$

St:


Figure 1. The inventory level of products

$$
\begin{align*}
& d_{M j, i, j} \geq 0 \longrightarrow p_{i, j} \leq \frac{\alpha_{i} e^{-g_{i} M j}+L p_{w, j}}{\beta_{i}+L}  \tag{5}\\
& \quad i, w=1,2, w \neq i, \quad l \leq j \leq n \\
& n \leq N_{\max } \tag{6}
\end{align*}
$$

The first term of objective function is related to the sale profit, which is obtained by selling the products. The second and third terms indicate the inventory cost and price setting cost, respectively. Finally, the last term shows the transportation cost of the products to the firm. Equations (5) and (6) indicate the constraints of the problem, so that the former one is related to the nonnegativity of demand and the latter one indicates the upper bound of periods. About Equation (5), as the demand is decreasing during time, it reaches to the minimum amount at the end of each period. Consequently, instead of $d_{t, i, j} \geq 0$, we consider $d_{M j, i, j} \geq$ 0 which is related to the demand at the end of each period.

## 3. SOLUTION METHOD

In this paper we are determine the prices, order quantities, and number of periods in order to maximize the total profit of the firm. Order quantity for each product is obtained by Equation (3) and now we want to determine the other variables. For simplicity, we considered the problem for any given number of periods ( $n$ ) and then maximize it based on $n \leq N_{\max }$. In other words, first we solved the model according to Equations (4) and (5) for any $n$ which is denoted by $\mathrm{Z}_{\mathrm{n}}$, then we repeat the solving for any $n \leq N_{\max }$ and choose the maximum profit.

Since $Z_{n}$ is a multi-variable and constrained nonlinear problem, the Karush-Kuhn-Tucker (KKT) conditions are necessary for the optimal solutions. By converting the Equation (5) to equality constraint, the Lagrangian function of problem $\mathrm{Z}_{\mathrm{n}}$ is as follows, where $\boldsymbol{\lambda}_{i, j}$ is the Lagrangian coefficient, which is non-negative and $\boldsymbol{\phi}_{i, j}^{2}$ is the slack amount to equating the constraint to zero:

$$
\begin{align*}
& \mathrm{L}=\pi-\sum_{i=1}^{2} \sum_{j=1}^{n} \lambda_{i, j}\left(p_{\mathrm{i}, \mathrm{j}}-\frac{\alpha_{i} e^{-g_{i} \mathrm{M} \mathrm{j}}+L p_{\mathrm{w}, \mathrm{j}}}{\beta_{i}+L}+\phi_{i, j}^{2}\right)  \tag{7}\\
& i, w=1,2, w \neq i, \quad 1 \leq j \leq n
\end{align*}
$$

The KKT necessary conditions are obtained by taking the partial derivatives of Lagrangian function with respect to $p_{i, j}, \lambda_{i, j}$, and $\phi_{i, j}$ for any $j$ as follows:

$$
\begin{align*}
\frac{\partial L}{\partial p_{1, j}} & =\frac{\partial F}{\partial p_{1, j}}-\lambda_{1, j}+\frac{\lambda_{2, j} L}{\beta_{2}+L}=0  \tag{8}\\
\frac{\partial L}{\partial p_{2, j}} & =\frac{\partial F}{\partial p_{2, j}}-\lambda_{2, j}+\frac{\lambda_{1, j} L}{\beta_{1}+L}=0  \tag{9}\\
\frac{\partial L}{\partial \lambda_{1, j}} & =\left(p_{1, j}-\frac{\alpha_{1} e^{-g_{1} M j}+L p_{2, j}}{\beta_{1}+L}+\phi_{1, j}^{2}\right) \tag{10}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial L}{\partial \lambda_{2, j}}=\left(p_{2, j}-\frac{\alpha_{2} e^{-g_{2} M j}+L p_{1, j}}{\beta_{2}+L}+\phi_{2, j}^{2}\right)  \tag{11}\\
& \frac{\partial L}{\partial \phi_{1, j}}=-2 \lambda_{1, j} \phi_{1, j}=0  \tag{12}\\
& \frac{\partial L}{\partial \phi_{2, j}}=-2 \lambda_{2, j} \phi_{2, j}=0 \tag{13}
\end{align*}
$$

These necessary conditions are sufficient if the maximizing profit function (Equation (4)) is concave. For this reason, we have the following theorem.
Theorem 1. For any given $n, \boldsymbol{\pi}\left(\boldsymbol{n}, \boldsymbol{p}_{i, j}\right)$ is a concave function of $\boldsymbol{p}_{i, j}$.
Proof. Please see Appendix A.
Now in order to determine the optimal solution, we construct the first derivation of objective function with respect to prices as follow:

$$
\begin{align*}
& \frac{\partial F}{\partial p_{i, j}}=-L M\left(c_{\boldsymbol{w}}+v_{w}\right)+\frac{1}{2}(1-2 j) L M^{2}\left(h_{\boldsymbol{i}}-h_{w}\right) \\
& \quad+L(-j+n) M^{2}\left(h_{\boldsymbol{i}}-h_{w}\right)-L n M^{2} h_{\boldsymbol{w}}+2 L M \mathrm{p}_{w, j}  \tag{14}\\
& -2 M \mathrm{p}_{i, j}\left(L+\beta_{\boldsymbol{i}}\right)+\frac{e^{-j M g_{i}}\left(-1+e^{M g_{i}}\right) \alpha_{i}}{g_{i}}-\frac{1}{2} M^{2} h_{i} \beta_{i}+ \\
& M\left(L+\beta_{i}\right)\left(c_{\boldsymbol{i}}+v_{i}\right)+n M^{2} h_{i}\left(\mathrm{~L}+\beta_{\boldsymbol{i}}\right)
\end{align*}
$$

Now by equating the above equation to zero we have $p_{i, j}$ based on $p_{w, j}$ for the result of substitution. Therefore, by solving system of equations with two variables, the following equation for any $i, w=1,2, w \neq i, \quad l \leq j \leq n$ is obtained:

$$
\begin{align*}
& p_{i, j}(1)=\frac{c_{i}+v_{i}}{2}+\frac{1}{4\left(L \beta_{i}+\beta_{w}\left(L+\beta_{i}\right)\right)}\left(\frac{2 e^{-j M g_{i}}\left(-1+e^{M g_{i}}\right) \alpha_{i}\left(L+\beta_{w}\right)}{M g_{i}}\right. \\
& \frac{2 e^{-j M g_{w}\left(-1+e^{M g_{w}}\right) \alpha_{w} L}+\left(L \left(2 M(-1+2 j-n) h_{w}+M(1-\right.\right.}{M g_{w}}+  \tag{15}\\
& \left.\left.4 j+4 n) h_{i}\right) \beta_{w}+\left(M(-1+2 n) h_{i}\right)\left(L+\beta_{w}\right)+\beta_{i}\right)
\end{align*}
$$

Then, we denote the following two consecutive equations for any $i, w(w \neq i)$, and $j$ :

$$
\begin{align*}
& p_{i, j}(2)=\frac{\alpha_{i} e^{-g_{i} j M}+L p_{w, j}}{\beta_{i}+L}  \tag{16}\\
& x_{i, j}=M c_{i}\left(L+\beta_{i}\right)+\frac{1}{2 g_{i}}\left(e ^ { - j M g _ { i } } \left(2 \left(-1+e^{M g_{i}}-\right.\right.\right. \\
& \left.2 M g_{i}\right) \alpha_{i}-e^{j M g_{i}} M g_{i}\left(L \left(2 c_{w}+M(-1+4 j-4 n)\left(h_{i}\right.\right.\right.  \tag{17}\\
& \left.\left.\left.\left.\left.-h_{w}\right)-2 v_{i}+2 v_{w}\right)+\left((M-2 M n) h_{i}-2 v_{i}\right) \beta_{i}\right)\right)\right)
\end{align*}
$$

$p_{\mathrm{i}, \mathrm{j}}(2)$ is the upper bound of price according to constraint (5) and $x_{i, j}$ is obtained by substituting $p_{i, j}=p_{i, j}$ (2) into Equation (14).

For any number of periods ( $n$ ), the objective function is strictly concave (see Theorem 1). Thus, the optimal solution is unique. In order to find the optimal solution, we develop the following Lemmas:
Lemma 1. For fixed n, if $\boldsymbol{x}_{1, j}>0$ and $\boldsymbol{x}_{2, j} \leq \mathbf{0}$, we have two states:

1) If $\quad \boldsymbol{x}_{1, \mathrm{j}} \leq-\frac{\left(\boldsymbol{L}+\boldsymbol{\beta}_{1}\right)}{\boldsymbol{L}} \boldsymbol{x}_{2, \mathrm{j}}$ then, $\quad \boldsymbol{p}_{1, j}=\boldsymbol{p}_{1, j}(\mathbf{2})$ and $\boldsymbol{p}_{2, j}=\boldsymbol{p}_{2, j}(\mathbf{1})$ satisfy the KKT necessary conditions.
2) If $x_{1 \mathrm{j}}>-\frac{\left(L+\beta_{1}\right)}{L} x_{2 \mathrm{j}}$ then, $p_{1, j}=p_{1, j}(2)$ and $p_{2, j}=$ $p_{2, j}(2)$ satisfy the KKT necessary conditions.

## Proof.

1) Let $\phi_{1, j}, \lambda_{2, j}=0$. According to Equation (10) the value of $p_{1, \mathrm{j}}$ is obtained, which is equal to Equation (16), shown as $p_{1, j}(2)$. Substituting $p_{1, \mathrm{j}}$ into Equation (8) yields $\lambda_{1, j}=\frac{\partial F}{\partial p_{1 . \mathrm{j}}}=x_{1, j}>0$ and substituting $p_{1, \mathrm{j}}$ and $\lambda_{1, j}$ into Equation (9) gives $p_{2, \mathrm{j}}$ equal to $p_{2, \mathrm{j}}(1)$. Replacing $p_{2, \mathrm{j}}$ into Equation (11) yields $\phi_{2, j}{ }^{2}=$ $\frac{1}{2\left(L+\beta_{2}\right) M}\left(-x_{2, \mathrm{j}}-\frac{L}{\left(L+\beta_{1}\right)} x_{1, \mathrm{j}}\right)>0 \quad$ (positivity of $\quad \phi_{2, j}{ }^{2}$ obtains from the condition $x_{1, \mathrm{j}} \leq-\frac{\left(L+\beta_{1}\right)}{L} x_{2, \mathrm{j}}$. Therefore, $p_{1, \mathrm{j}}(2)$ and $p_{2, \mathrm{j}}(1)$ are feasible solutions to KKT necessary conditions and are accordingly the unique optimal solution for the problem.
2) Let $\phi_{1, j}, \phi_{2, j}=0$. According to Equations (10) and (11), the values of $p_{1 \mathrm{j}}$ and $p_{1 \mathrm{j}}$ are obtained, which are equal to Equation (16), shown as $p_{1, j}(2)$ and $p_{2, j}(2)$, respectively. Substituting $p_{1, \mathrm{j}}$ and $p_{2, \mathrm{j}}$ into Equations (8) and (9) yields: $\lambda_{1, j}=\frac{\left(L+\beta_{1}\right)\left(L x_{1, j}+L x_{2, j}+x_{1, j} \beta_{2}\right)}{L \beta_{1}+L \beta_{2}+\beta_{1} \beta_{2}}>0$ and $\lambda_{2, j}=\frac{\left(L+\beta_{2}\right)\left(L x_{1, \mathrm{j}}+x_{2, \mathrm{j}}\left(L+\beta_{1}\right)\right)}{L \beta_{1}+L \beta_{2}+\beta_{1} \beta_{2}}>0$. Positivity of $\lambda_{1, j}$ and $\lambda_{2, j}$ comes from the condition $x_{1, \mathrm{j}}>-\frac{\left(L+\beta_{1}\right)}{L} x_{2, \mathrm{j}}$.
Lemma 2. For fixed $n$, if $\boldsymbol{x}_{1, j} \leq 0$ and $\boldsymbol{x}_{2, j}>\mathbf{0}$, we have two states:
3) If $\quad \boldsymbol{x}_{2, \mathrm{j}} \leq-\frac{\left(\boldsymbol{L}+\boldsymbol{\beta}_{2}\right)}{\boldsymbol{L}} \boldsymbol{x}_{\mathbf{1}, \mathrm{j}}$ then, $\quad \boldsymbol{p}_{1, j}=\boldsymbol{p}_{1, j}(\mathbf{1})$ and $\boldsymbol{p}_{2, j}=\boldsymbol{p}_{2, j}(2)$ satisfy the KKT necessary conditions.
4) If $\quad x_{2, j}>-\frac{\left(L+\beta_{2}\right)}{L} x_{1, \mathrm{j}}$ then, $\quad p_{1, j}=p_{1, j}(2)$ and $p_{2, j}=p_{2, j}(2)$ satisfy the KKT necessary conditions.

## Proof.

1) Let $\phi_{2, j}, \lambda_{1, j}=0$. According to Equation (11) the value of $p_{2, \mathrm{j}}$ is obtained, which is equal to Equation (16), shown as $p_{2, j}$ (2). Substituting $p_{2, \mathrm{j}}$ into (9) yields $\lambda_{2, j}=\frac{\partial F}{\partial p_{2, \mathrm{j}}}=$ $x_{2, j}>0$ and substituting $p_{2, \mathrm{j}}$ and $\lambda_{2, j}$ into Equation (8) gives $p_{1, \mathrm{j}}$ equal to $p_{1, \mathrm{j}}$ (1). Replacing $p_{1, \mathrm{j}}$ into Equation (10) yields $\phi_{1, j}{ }^{2}=\frac{1}{2\left(L+\beta_{1}\right) M}\left(-x_{1, \mathrm{j}}-\frac{L}{\left(L+\beta_{2}\right)} x_{2, \mathrm{j}}\right)>0$ (positivity of $\phi_{1, j}{ }^{2}$ obtains from the condition $x_{2, \mathrm{j}} \leq$ $-\frac{\left(L+\beta_{2}\right)}{L} x_{1, \mathrm{j}}$. Therefore, $p_{1, \mathrm{j}}(2)$ and $p_{2, \mathrm{j}}(1)$ are feasible solutions to KKT necessary conditions and are accordingly the unique optimal solution for the problem. 2) Let $\phi_{1, j}, \phi_{2, j}=0$ and the proof is same as the proof of Lemma 1, case 2.
Lemma 3. For fixed $n$, if $\boldsymbol{x}_{\mathbf{1}, j} \leq 0$ and $\boldsymbol{x}_{2, j} \leq \mathbf{0}$,
$\boldsymbol{p}_{1, j}=\boldsymbol{p}_{1, j}(\mathbf{1})$ and $\boldsymbol{p}_{2, j}=\boldsymbol{p}_{2, j}(\mathbf{1})$ satisfy the KKT necessary conditions.
Proof. Let $\lambda_{1, j}, \lambda_{2, j}=0$. According to Equations (8) and (9), the value of $p_{1, \mathrm{j}}$ and $p_{2, \mathrm{j}}$ will be obtained, which are equal to $p_{1, \mathrm{j}}(1)$ and $p_{2, \mathrm{j}}(1)$. Replacing $p_{1, \mathrm{j}}$ and $p_{2, \mathrm{j}}$ into Equations (10) and (11), yields $\phi_{1, j}{ }^{2}=-\frac{x_{1, j}}{2 M\left(L+\beta_{1}\right)}>0$ and $\phi_{2, j}{ }^{2}=-\frac{x_{2, j}}{2 M\left(L+\beta_{2}\right)}>0$, respectively. Therefore, $p_{1, \mathrm{j}}(1)$ and $p_{2, \mathrm{j}}(1)$ are feasible solutions to KKT necessary conditions and are accordingly the unique optimal solution for the problem.
Lemma 4. For fixed $n$, if $\boldsymbol{x}_{\mathbf{1}, j}>0$ and $\boldsymbol{x}_{2, j}>\mathbf{0}$, $\boldsymbol{p}_{1, j}=\boldsymbol{p}_{1, j}(\mathbf{2})$ and $\boldsymbol{p}_{2, j}=\boldsymbol{p}_{2, j}(\mathbf{2})$ satisfy the KKT necessary conditions.
Proof. Let $\phi_{1, j}, \phi_{2, j}=0$ and the proof is the same as proof of Lemma 1, case 2.

According to the mentioned Lemmas, we can generate a solution procedure to obtain the optimal values of $p_{1, \mathrm{j}}, p_{2, \mathrm{j}}, n, q_{1}$ and $q_{2}$. We start with $n=2$. This is because, $n=1$ is used for the static pricing while we use dynamic pricing.

## 4. ALGORITHM

1. Start with $j=1, n=2, N=2, \pi^{*}=0$.
2. While $n \leq N_{\text {max }}$ do steps 3-8, else go to step 9 .
3. While $j \leq n$ do steps $4-5$, else go to 6 .
4. Calculate $x_{1, j}$ and $x_{2, j}$.
4.1. If $x_{1, j}>0, x_{2, j} \leq 0$ :
4.1.1. If $x_{1, \mathrm{j}} \leq-\frac{\left(L+\beta_{1}\right)}{L} x_{2, \mathrm{j}}$, then use Lemma 1, case 1 to determine $p_{1, j}$ and $p_{2, j}$.
4.1.2. If $x_{1, \mathrm{j}}>-\frac{\left(L+\beta_{1}\right)}{L} x_{2, \mathrm{j}}$, then use Lemma 1, case 2 to determine $p_{1, j}$ and $p_{2, j}$.
4.2. If $x_{1, j} \leq 0, x_{2, j}>0$ :
4.2.1. If $x_{2, \mathrm{j}} \leq-\frac{\left(L+\beta_{2}\right)}{L} x_{1, \mathrm{j}}$, then use Lemma 2, case 1 to determine $p_{1, j}$ and $p_{2, j}$.
4.2.2. If $x_{2, \mathrm{j}}>-\frac{\left(L+\beta_{2}\right)}{L} x_{1, \mathrm{j}}$, then use Lemma 2, case 2 to determine $p_{1, j}$ and $p_{2, j}$.
4.3. If $x_{1, j} \leq 0, x_{2, j} \leq 0$ use Lemma 3 to determine $p_{1, j}$ and $p_{2, j}$.
4.4. If $x_{1, j}>0, x_{2, j}>0$ use Lemma 4Lemma to determine $p_{1, j}$ and $p_{2, j}$.
5. Set $j=j+1$ and go back to step 3 .
6. Calculate $q_{1}, q_{2}, F\left(n, p a_{j}^{*}, p b_{j}^{*}\right)$ by Equations (3) and (4).
7. If $\pi>\pi^{*}$, then let $N=n, p_{1, j}^{*}=p_{1, j}, p_{2, j}^{*}=p_{2, j}, q_{1}^{*}=$ $q_{1}, q_{2}^{*}=q_{2}, \pi^{*}=\pi$.
8. Set $n=n+1$ and go back to step 2 .
9. Stop.

## 5. NUMERICAL EXAMPLE

To illustrate the solution procedure, we solve the following numerical example. We consider two types of ice cream, which are seasonal products and replaceable by customers, as a case study for this section. The data are gathered from a data base web site ${ }^{1}$. These data are related to demand and price of ice creams and frozen foods in US, during 1973 to 2019 (June-August). Using these data, we predict the demand parameters by regression method (Appendix B) as bellow. In addition, for value of costs like purchasing cost, holding cost, ..., we assume as follows:
$c_{1}=\$ 1.1, c_{2}=\$ 1, T=720$ hours (equals to 3 months), $h_{\mathrm{i}}=0.0026 \$ /$ per unit time, $h_{2}=\$ 0.0024 /$ per unit time, $s=\$ 50, v_{1}=v_{2}=\$ 0.001, N_{\max }=4, L=23.86, \alpha_{1}$ and $\alpha_{2}$ are 13.6 and 8.47, $\beta_{1}$ and $\beta_{2}$ are 0.26 and 3.6, respectively. Finally, the amount of $g_{1}$ and $g_{2}$ are 0.001 . The results are shown on Table 1, which are obtained by Mathematica package 8.0.1.

It is clear from Table 1 that the maximum profit ( $\$ 5390.97$ ) is obtained by $n=2$, which means that in the optimal case, the sale season consists of two periods, so that the first period contains the time interval $[0,360]$ and the second period contains the time interval $\left[360^{+}, 720\right]$. The optimal prices of the products 1,2 during first period are: $p_{1,1}=\$ 3.88$ and $p_{2,1}=\$ 3.53$ and during second period are: $p_{1,2}=\$ 3.01$ and $p_{2,2}=\$ 2.76$. Also, the optimal order quantities are: $q_{1}=1182$ and $q_{2}=1350$. Comparing the obtained prices with the real mean prices that are $\$ 2.5$ for the first type and $\$ 2.2$ for the second type, it is concluded that the optimal prices are more than the real ones. It means that by increasing the prices, the company will earn more profit. Moreover, we can conclude from Table 1 that by increasing the number of periods ( $n$ ), the profit decreases. Since, the concavity of the objective function is proved and the optimal solution is obtained by $n=2$, so it is obvious that by increasing $n(n>2)$, the profit is reduced.
5. 1. Sensitivity Analysis In this section, we want to investigate the impact of main parameters (demand parameters, purchasing cost and holding cost) on the
optimal variables and total profit. For this reason, we change the parameters in the range of -30 to $+30 \%$ by step 15\%, and obtain the results, as shown in Table 2. In order to have better comparison, we set $n=3$ for the number of periods.

The results show that by increasing the market potential $\left(\alpha_{i}\right)$, the optimal prices and demand are increasing, which causes the increase of profit remarkably. In other words, by increasing the market potential, demand size increases. Hence, by increasing the demand and prices, the total profit increases significantly. Reviewing the results for impact of price coefficient $\left(\beta_{i}\right)$ indicates that by increasing $\beta_{i}$ (increase of price elasticity), the prices, order sizes, and profit decrease. That is to say, when the price elasticity is increasing, the customers become more sensitive to the price; so that the firm should reduce the prices to attract the customers, which leads to the reduction of profit.

In addition, increasing time coefficient $\left(g_{i}\right)$, means that the demand decreases more over time, which leads to price reduction and loss of profit. For holding and purchasing costs, it is concluded from Table 2 that when these costs increase, the firm should raise the price to compensate the costs, which affects the demand to be reduced. Hence, by increasing price and decreasing the demand, the total profit is reduced as shown in Table 2. Comparing the effect of holding and purchasing cost on the profit indicates that the purchasing cost has more impact on total profit; so that by $30 \%$ reduction of purchasing cost, the total profit reaches $\$ 7463.49$, while for holding cost it is $\$ 7018.64$.

At last, the impact of substitution coefficient is investigated on the optimal solution. That way, by decreasing the tendency of customers to replace the products, the price differences of the products become more than before, and consequently the profit increases. Finally, considering $L=0$ (no substitution), causes sigificant increase of profit. In other words, in the case that there is no substitution, the customers buy their favorite products without considering the price differences with the similar products, which causes considerable increase of profit.

TABLE 1. Computational results

| $n$ | 2 |  | 3 |  |  | 4 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $j$ | 1 | 2 | 1 | 2 | 3 | 1 | 2 | 3 | 4 |
| $p_{1, j}(\$)$ | 3.88 | 3.01 | 4.12 | 3.49 | 2.98 | 4.25 | 3.75 | 3.32 | 2.96 |
| $p_{2, j}$ (\$) | 3.53 | 2.76 | 3.74 | 3.20 | 2.74 | 3.85 | 3.42 | 3.07 | 2.73 |
| $q_{1}$ | 1182 |  | 1109 |  |  | 1115 |  |  |  |
| $q_{2}$ | 1350 |  | 1195 |  |  | 1074 |  |  |  |
| $\pi(\$)$ | 5390.97 |  | 5383.77 |  |  | 5317.66 |  |  |  |

[^0]TABLE 2. Sensitivity analysis

| $p_{1, j}(\$)$ | \% of change | $p_{1, j}(\$)$ |  |  | $p_{2, j}(\$)$ |  |  | $q_{1}$ | $q_{2}$ | $\pi(\$)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $j=1$ | $j=2$ | $j=3$ | $j=1$ | $j=2$ | $j=3$ |  |  |  |
| $\alpha_{i}$ | +30 | 4.94 | 4.14 | 3.49 | 4.50 | 3.80 | 3.23 | 2335 | 1645 | 11218.2 |
|  | +15 | 4.53 | 3.81 | 3.24 | 4.12 | 3.50 | 2.99 | 1750 | 1387 | 8015.91 |
|  | -15 | 3.70 | 3.16 | 2.55 | 3.36 | 2.90 | 2.35 | 765 | 838 | 3453.62 |
|  | -30 | 3.26 | 2.67 | 2.10 | 2.98 | 2.46 | 1.93 | 606 | 451 | 2106.53 |
| $\beta_{i}$ | +30 | 3.54 | 3.01 | 2.37 | 3.16 | 2.70 | 2.12 | 891 | 767 | 3572.80 |
|  | +15 | 3.79 | 3.41 | 3.23 | 2.94 | 2.64 | 2.40 | 1074 | 865 | 4290.89 |
|  | -15 | 4.57 | 3.84 | 3.26 | 4.19 | 3.56 | 3.04 | 1325 | 1463 | 7152.85 |
|  | -30 | 5.21 | 4.35 | 3.66 | 4.83 | 4.06 | 3.46 | 1428 | 1860 | 9832.31 |
| $g_{i}$ | +30 | 4.03 | 3.27 | 2.42 | 3.65 | 3.00 | 2.22 | 885 | 1164 | 5010.40 |
|  | +15 | 4.09 | 3.41 | 2.80 | 3.71 | 3.13 | 2.57 | 1025 | 1179 | 5239.27 |
|  | -15 | 4.17 | 3.61 | 3.14 | 3.78 | 3.31 | 2.90 | 1241 | 1169 | 5762.72 |
|  | -30 | 4.22 | 3.73 | 3.32 | 3.83 | 3.43 | 3.07 | 1606 | 1248 | 6238.11 |
| $c_{i}$ | +30 | 4.38 | 3.90 | 3.48 | 3.98 | 3.58 | 3.21 | 1289 | 1155 | 5159.81 |
|  | +15 | 4.30 | 3.81 | 3.40 | 3.90 | 3.50 | 3.14 | 1419 | 1239 | 5689.14 |
|  | -15 | 4.13 | 3.65 | 3.23 | 3.75 | 3.35 | 2.99 | 1737 | 1341 | 6848.96 |
|  | -30 | 4.05 | 3.57 | 3.15 | 3.68 | 3.28 | 2.92 | 1924 | 1351 | 7463.49 |
| $h_{i}$ | +30 | 4.43 | 3.94 | 3.53 | 4.04 | 3.64 | 3.25 | 1395 | 902 | 5622.72 |
|  | +15 | 4.35 | 3.85 | 3.41 | 3.92 | 3.52 | 3.15 | 1127 | 1482 | 5928.55 |
|  | -15 | 4.10 | 3.61 | 3.20 | 3.71 | 3.31 | 2.96 | 1686 | 1494 | 6619.37 |
|  | -30 | 3.98 | 3.49 | 3.08 | 3.59 | 3.19 | 2.85 | 1765 | 1739 | 7018.64 |
| $L$ | +30 | 4.17 | 3.69 | 3.28 | 3.83 | 3.43 | 3.09 | 1117 | 1728 | 6099.91 |
|  | +15 | 4.19 | 3.71 | 3.30 | 3.83 | 3.43 | 3.08 | 1332 | 1519 | 6159.64 |
|  | -15 | 4.25 | 3.76 | 3.34 | 3.83 | 3.42 | 3.05 | 1873 | 1002 | 6362.51 |
|  | $L=0^{-30}$ | 4.31 | 3.81 | 3.38 | 3.82 | 3.42 | 3.03 | 2045 | 847 | 6518.53 |
|  |  | 24.40 | 21.68 | 18.53 | 1.98 | 1.68 | 1.42 | 3660 | 402 | 74052.6 |

## 6. CONCLUSION

In this paper, we developed mathematical modeling for dynamic pricing and order quantity for two seasonal and replaceable products, which are belonged to one firm and are sold in two retailers. Most of the researches considered in this field weree ither seasonality or replacing feature of the products. However, just one of them considered both of the features; in which price and order size for just one of the products were variable (given price and order size for the second product). Thus, in this paper, not only we considered seasonality and substitution, but also we determined prices and order quantities for both of the products, simultaneously.
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## 8. APPENDIX

Appendix A According to Equation (14), we have the following derivations for $i, w=1,2, w \neq i, l \leq j, r \leq n, r \neq$ $j$ :
$\frac{\partial^{2} F}{\partial p_{i, j}{ }^{2}}=-2 M\left(\beta_{i}+L\right)$
$\frac{\partial^{2} F}{\partial p_{i, j} p_{w, j}}=2 L M$
$\frac{\partial^{2} F}{\partial p_{i, j} p_{i, r}}=0$
$\frac{\partial^{2} F}{\partial p_{i, j} p_{w, r}}=0$
Now, we can form the hessian matrix, which is ( $2 \mathrm{n} * 2 \mathrm{n}$ ) as follows:
$\left[\begin{array}{ccccccc}\frac{\partial^{2} \pi}{\partial p_{1,1}{ }^{2}} & \frac{\partial^{2} \pi}{\partial p_{1,1} p_{1,2}} & \cdots & \frac{\partial^{2} \pi}{\partial p_{1,1} p_{1, \mathrm{n}}} & \frac{\partial^{2} \pi}{\partial p_{1,1} p_{2,1}} & \cdots & \frac{\partial^{2} \pi}{\partial p_{1,1} p_{2, n}} \\ \frac{\partial^{2} \pi}{\partial p_{1,2} p_{1,1}} & \frac{\partial^{2} \pi}{\partial p_{1,2}{ }^{2}} & \cdots & \frac{\partial^{2} \pi}{\partial p_{1,2} p_{1, \mathrm{n}}} & \frac{\partial^{2} \pi}{\partial p_{1,2} p_{2,1}} & \cdots & \frac{\partial^{2} \pi}{\partial p_{1,2} p_{2, \mathrm{n}}} \\ \ldots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ \frac{\partial^{2} \pi}{\partial p_{2,1} p_{1,1}} & \frac{\partial^{2} \pi}{\partial p_{2,1} p_{1,2}} & \cdots & \frac{\partial^{2} \pi}{\partial p_{2,1} p_{1, \mathrm{n}}} & \frac{\partial^{2} \pi}{\partial p_{2,1}{ }^{2}} & \cdots & \frac{\partial^{2} \pi}{\partial p_{2,1} p_{2, \mathrm{n}}} \\ \ldots & \ldots & \cdots & \cdots & \cdots & \cdots & \cdots \\ \frac{\partial^{2} \pi}{\partial p_{2, \mathrm{n}} p_{1,1}} & \frac{\partial^{2} \pi}{\partial p_{2, \mathrm{n}} p_{1,2}} & \cdots & \frac{\partial^{2} \pi}{\partial p_{2, \mathrm{n}} p_{1, \mathrm{n}}} & \frac{\partial^{2} \pi}{\partial p_{2, \mathrm{n}} p_{2,1}} & \cdots & \frac{\partial^{2} \pi}{\partial p_{2, \mathrm{n}}{ }^{2}}\end{array}\right]$

The determinant of principle minors are as follows:
$\mathrm{D}_{1}:(-1)^{1} 2 M\left(\beta_{1}+L\right)<0 \quad \mathrm{D}_{2}:(-1)^{2} 4 M^{2}\left(\beta_{1}+L\right)^{2}>0$
$\mathrm{D}_{3}:(-1)^{3} 8 M^{3}\left(\beta_{1}+L\right)^{3}<0$
$\mathrm{D}_{2 \mathrm{n}}:(-1)^{2 \mathrm{n}}(2)^{2 \mathrm{n}} \mathrm{M}^{2 \mathrm{n}}\left(L \beta_{1}+L \beta_{2}+\beta_{1} \beta_{2}\right)^{\mathrm{n}}>0$
It is clear that for all principle minors, $(-1)^{k} \mathrm{D}_{\mathrm{k}}>0$, $k=1,2, \ldots, 2 n$; thus, the Hessian matrix is negative-definite
and accordingly profit function $(\pi)$ is a strictly concave function and the proof is complete.

Appendix B In this part, we estimate the demand parameters for ice cream in US, using data from 1973 to 2019 (June to August), derived by website: https://fred.stlouisfed.org. As mentioned before, these data are for different kinds of ice creams and frozen foods. Therefore, in order to separate the data for two kinds of ice cream, we assume that one of the ice creams consists $8 \%$ of total demand and the other one consists $10 \%$ of it. In addition, for prices we do the same with $10 \%$, and $9 \%$, respectively. According to the fact that the price of seasonal products decreases during the sale season [7, 11], we use 9 and $8 \%$ for the price of first product during July to August; 8 and $7 \%$ for the second product, during the same months. Moreover, the data of demand and price are based on the related data of 2012 and 1983 as indices, respectively. Hence, in order to normalize the data, we assume 10,000 for demand of 2012 and $\$ 90$ for price of 1983. At last, in order to remove the inflation rate on prices, we consider 2019 as the decision year and change the prices of 1972 to 2018 based on 2019, using inflation rate of US repoerted in the website: https://www.in2013dollars.com ${ }^{1}$.

First, we consider multiple linear regression and estimate the demand functions as bellow, by using Minitab 19:

$$
\begin{aligned}
& d_{1, j}=2244-62 p_{1, j}-5727\left(p_{1, j}-p_{2, j}\right) \\
& d_{2, j}=1395-865 p_{2, j}-5727\left(p_{2, j}-p_{1, j}\right)
\end{aligned}
$$

We consider $d_{1, j}$ and $d_{2, j}$ as cumulative demand during period $j$, for products 1 and 2 , respectively, $p_{1, j}$ as price of product 1 in period $j$, and $p_{2, j}$ as price of product 2 in period $j$. The parameters for $d_{1, j}\left(d_{2, j}\right)$ are estimated with R-sq=82.96\% (70\%). Since $d_{1, j}$ and $d_{2, j}$ are cumulative demand during period $j$, we have:
$d_{i, j}=\int_{(j-1) M}^{j M} d_{t, i, j} d t=\frac{e^{-j M g_{i}\left(-1+e^{\left.M g_{i}\right) \alpha_{i}}\right.}}{g_{i}}+M\left(-\beta_{i} p_{i, j}-\right.$ $\left.L\left(p_{i, j}-p_{w, j}\right)\right)$

Now, considering $M \beta_{1}=62, M \beta_{2}=865, M L=5727$, $\frac{1}{\mathrm{n}} \sum_{j=1}^{n}\left(\frac{e^{-j M g_{1}}\left(-1+e^{M g_{1}}\right) \alpha_{1}}{g_{1}}\right)=2224$,
$\frac{1}{\mathrm{n}} \sum_{j=1}^{n}\left(\frac{e^{-j M g_{2}}\left(-1+e^{M g_{2}}\right) \alpha_{2}}{g_{2}}\right)=1395$, and by
assuming $g_{1}=g_{2}=0.001$, we have:
$M=\frac{T}{n}=\frac{\text { June to August (3 months) }}{3}=$
$\frac{3 \text { ( months) } * 30(\text { days }) * 8(\text { hours })}{3}=240$
$\beta_{1}=0.26, \beta_{2}=3.6, \mathrm{~L}=23.86, \alpha_{1}=13.6, \alpha_{2}=8.47$
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$$
\begin{aligned}
& \text { در اين مقاله، مسئله قيمت گذارى و تعيين ميران سفارش براى دو كالاى فصلى كه قابليت جايگزينى دارند ارائه مى شود. } \\
& \text { فرض ما برا اين است كه مشتريان حساس به قيمت هستند و تمايل به خريد كالاى ارزان تر را دارند، كه اين منجر به }
\end{aligned}
$$

$$
\begin{aligned}
& \text { جايخزين توسعه داده مى شود. مدل به دنبال ماكزيمم سازى سود توسط تعيين قيمت، ميزان سفارش و تعداد دوره براى هر } \\
& \text { دو كالاست. سپس تقعر تابع هدف و اينكه داراى نقطه ماكزيمم هست، اثبات مى گردد. در ادامه، يک الكَوريتم دقيق برا پايه } \\
& \text { شرايط كاروش كان تاكر، براى تعيين متغيرهاى تصميم ارائه مى شود و در انتها، مثال عددى و آناليز حساسيت براى نشان } \\
& \text { دادن كارايى روش حل و الگُوريتم ارائه شده، توسعه داده مىشود. }
\end{aligned}
$$
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[^1]
[^0]:    ${ }^{1}$ https://fred.stlouisfed.org

[^1]:    ${ }^{1}$ Some of the data were outbound that we removed them in order to get a more appropriate model.

