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A B S T R A C T  

 

The main purpose of this paper is to develop the method of characteristic functions for calculating the 

detection characteristics in the case of the object surrounded by rough surfaces. This method is to be 

implemented in synthetic aperture radar (SAR) systems using optimal resolution algorithms. By applying 
the specified technique, the expressions have been obtained for the false alarm and correct detection 

probabilities. In order to illustrate the effective application of the introduced approach in the case of the 

generic SAR system, the results are presented of the calculation of the detection characteristics of the 
signal from the extended object surrounded by a rough surface. It is shown that the analysis allows us to 

substantiate the structure of the SAR signal processing channel and to obtain the improved relations for 

the radio observation characteristics in this case. The efficiency of the optimal signal processing in SAR 
systems can also be determined without the approximate calculations involved. 

doi: 10.5829/ije.2020.33.02b.19 
 

 
1. INTRODUCTION1 
 
In various fields of physics and engineering, processing 

should be implemented of the information signals 

observed against random interferences and in the 

conditions of various prior uncertainty [1–3]. The use of 

synthetic aperture radar (SAR) [4–6] makes it possible to 

rapidly detect the signal that arrives from the object 

surrounded by rough surfaces. The task of this paper is to 

theoretically study the efficiency of the optimal 

procedure [7] of inter period signal processing in the SAR 

when a target is detected against both reflections from the 

underlying surface (correlated interference) and the 

inherent noise of the receiver. It is intended to develop an 

accurate method for calculating the detection 

characteristics based on the calculation of the kernel of 

the characteristic function [8] and determine the 

conditions for achieving the specified values for both the 

false-alarm and the correct detection probabilities of the 

signals produced by the extended object situated within 
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the surface element. Such calculations involve 

determining the statistical characteristics of SAR output 

data, and, consequently, the evaluation of the method 

used for processing the received signals. The problem is 

reduced to the formation of statistics providing the total 

power reflected by the element of the signal with the 

subsequent comparison of the found value with a certain 

selected threshold. Unlike previous studies [9–13], we 

consider the detection of an object as based not on the 

results of the secondary processing of its radar image, but 

on the comparison of the statistics generated at the SAR 

output with the selected threshold. Thus, the speed of 

making a decision on whether or not an object is present 

greatly increases. 

 

 

2. PROCESSING ALGORITHM 
 

It is assumed that the processing of the received signal 

can be intra-period and inter period. Intraperiod 
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processing is a generally accepted procedure of the 

complex signal compression followed by the formation 

of the samples during the period of repetition and with 

the interval corresponding to the resolution on the 

surface. 

The inter period processing is based on the technique 

[7], according to which, on the basis of the laws of the 

phase change of the signals reflected by the resolution 

element points by the azimuth and from period to period, 

the column vector of the received signal samples 𝒚𝑘 is 

being formed over the entire observation interval (with 

the compensation of the effect of "migration of the 

distance"). A correlation matrix is formed for the vector 

𝒚𝑘 as: 

𝑹𝑘 = 𝒚𝑘 ⥂ 𝒚𝑘
+  (1) 

where symbol “+” means transposition with complex 

conjugation. 

Under certain conditions, the power reflected by the 

resolution element number k is determined by the 

quadratic form 

𝑃𝑘 = 𝒚𝑘
+𝑷𝑘𝒚𝑘  (2) 

here 𝑷𝑘 = 𝑹𝑘
+ ⥂ 𝑹𝑘 presents the processing matrix. 

The Relationship (2) reflects the final result of the 

received oscillation processing when the evaluation is 

involved in the intensity of the signal reflected by the 

surface element number k. The specific type of matrix 𝑷𝑘 

depends on the model of a priori distribution of the 

reflected signal intensities 𝜎2. 

Procedure (2) can be represented as a multichannel 

scheme that performs the operation [14]: 

𝑃𝑘 = ∑ 𝜆𝑚 | ∑ 𝜈𝑚𝑖
∗ 𝑦𝑖

𝑀
𝑖=1  |

2𝑀
𝑚=1   (3) 

where 𝜆𝑚 and 𝝂𝑚 are the eigenvalues and the 

eigenvectors of the matrix 𝑷𝑘; M is the number of 

samples within the observation interval (the area of the 

correlation matrix is 𝑀 × 𝑀). 

From the Equation (3) it follows that the optimal 

processing of the signal y includes: linear filtering with 

weight functions 𝝂𝑚 (M channels), determining the 

power output of the linear filters and the subsequent 

summation of the results with weight coefficients 𝜆𝑚. 

The number of the considered values 𝜆𝑚 depends on the 

ratio between the azimuth resolution and the vector y 

length. It determines the number of non-coherent 

accumulations during the aperture synthesis, as each of 

the independent channels provides independent 

processing results. 

The specific form of the processing matrix 𝑷𝑘 

depends on the accepted model of the prior intensity 

distribution 𝜎𝑘 of the signal reflected from the kth surface 

element. When using the model 𝜎𝑘 = 𝑐𝑜𝑛𝑠𝑡, the 

processing matrix 𝑷𝑘 has the form 𝑷𝑘 = 𝑹𝑘
+𝑹𝑘. The 

processing matrix 𝑷𝑘 is presented in Figure 1. 

The length of the resolution element along the flight 

path leads to the expansion of the Doppler signal 

spectrum 𝛥𝑓. If, as a first approximation, the effect of 

range migration and the nonlinearity of the law of phase 

change of the reflected signal are not taken into account 

(it is presupposed that they are compensated), then the 

correlation matrix of inter period samples with the period 

𝑇𝑟 can be represented as: 

𝑅𝑝𝑞 =
𝑠𝑖𝑛[𝜋𝛥𝑓𝑇𝑟(𝑝−𝑞)]

𝜋𝛥𝑓𝑇𝑟(𝑝−𝑞)
𝑒𝑥𝑝[2𝜋𝑗𝑓𝑘𝑇𝑟(𝑝 − 𝑞)]   

Here 𝑓𝑘 is the average Doppler frequency shift of the 

signal reflected by the kth surface element (within a fixed 

range band), 𝑝, 𝑞 = 1 … 𝑀, while the total observation 

time is 𝑇 = (𝑀 − 1)𝑇𝑟. 

The number of the eigenvalues 𝜇𝑚 of the matrix 𝑹𝑘, 

which are substantially nonzero, is determined by the 

product 𝛥𝑓𝑇. If 𝛥𝑓𝑇 = 1, then the first four eigenvalues 

normalized to the maximum value are 𝜇1 = 1.0, 𝜇2 =
0.26, 𝜇3 = 0.0145, 𝜇4 = 0.00027. The eigenvalues 𝜆𝑚 

of the matrix 𝑷𝑘 are equal, 𝜉𝑚 = 𝜇𝑚
2 . The subsequent 

eigenvalues of the processing matrix become comparable 

with the first ones if the total signal observation time 

exceeds the effective synthesis interval (that is, 𝛥𝑓𝑇 >
1). This is provided for obtaining the several independent 

looks. 

Dividing the total observation time T into 

independent synthesis intervals (that is used in common 

processing systems [9–13, 15]) is substantiated with 

regard to a simpler processing implementation. However, 

in this case, multi-channel processing over the whole 

interval T is optimal such that it uses several weight 

functions 𝝂𝑚 that correspond to the eigenvalues of the 

processing matrix 𝑷𝑘 comparable to the maximum value. 

In realistic observation conditions, the number of 

eigenvalues 𝜆𝑚 that are significantly different from zero 

is limited, and, thus, in this case, one may be confined to 

a small number of channels. Modern computing tools 

allow us to implement this processing, therefore, it can 

be used in promising SARs. 
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Figure 1. Processing matrix Pk 
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3. THE METHOD OF DETECTION 
CHARACTERISTICS CALCULATING 
 

Two approaches are known to calculate the detection 

characteristics of inter period signal processing systems 

in SAR. They are based on the calculation of the 

probability density through the characteristic function. 

One of them (the trace method) uses a preliminary 

expansion of the probability density in an Edgeworth 

series or another expansion [8]. The second approach 

involves the calculation of the eigenvalues 𝜆𝑚 of the 

determining matrix 𝑾 = 𝑷𝑹, where P is the processing 

matrix, R is the correlation matrix (1) of samples of the 

input signal y [16]. Below the second approach is applied 

which allows us to obtain the closed expressions for 

calculating the detection characteristics. 

The task is to find out the probability density function 

of the measurement results for the case of observations 

focused on a particular surface reflection element or on 

the mixture of this reflection and the object reflection. 

When the Neyman-Pearson criterion is applied, then the 

detection threshold is derived from the condition 

ensuring the specified false alarm probability F. Since the 

receiver's internal noise is present in all the cases, an 

appropriate selection of the probing signal power is 

required in order to achieve the desired correct detection 

probability D. 

The probability density 𝑤(𝑝) of a random variable is 

conveniently determined in terms of its characteristic 

function 𝜃(𝑥). In this case, the probability density is 

associated with its relation 

𝑤(𝑝) =
1

2𝜋
∫ 𝜃(𝑥) 𝑒𝑥𝑝(−𝑗𝑝𝑥)  d𝑥
∞

−∞
  (4) 

For the random variable presented as a quadratic form 

𝑧 = 𝒚+𝑷 𝒚  (5) 

of the normal vectors y with the specified correlation 

matrix 𝑹𝑦, the method for calculating the characteristic 

functions is introduced in [8]. In accordance with this 

technique, the result of the coherent processing of the 

samples of the input signal y observed at the output of 

each of the channel is presented as a quadratic form of 

these samples 

𝑧 = 𝒚+𝑸+𝑸𝒚  (6) 

where Q is the matrix of linear processing. 

If we assume that the samples of the total reflected 

signal y, when they are combined with a radiation 

interval 𝑇𝑟, are almost uncorrelated, then, in accordance 

with [7], the following equalities should be adopted: 𝑸 =
𝑹𝑘, 𝑷𝑘 = 𝑹𝑘

+𝑹𝑘. 

The probability density function of the quadratic form 

(6) is determined by the characteristic function [8] 

𝜃(𝜉) = ∏ (1 − 𝑗𝜉𝜆𝑚)−1𝑀
𝑚=1   (7) 

where 𝜆𝑚 are eigenvalues of the definition matrix 𝑾 =
𝑷 𝑹𝑦; 𝑹𝑦 = 𝒚𝒚+ is the covariance matrix of the input 

signal y; M is the number of samples (the vector y 

length). 

Noncoherent summation of N independent results of 

the linear analysis corresponds to the multiplication of 

the characteristic functions of the distributions of each of 

the channels: 

𝜃𝑁(𝜉) = ∏ ∏ (1 − 𝑗𝜉𝜆𝑛𝑚)−1𝑀
𝑚=1

𝑁
𝑛=1   (8) 

here 𝜆𝑛𝑚 is an eigenvalue of the number m of the matrix 

W in the number n channel. 

The probability density function for the cumulative 

result 𝑧𝑁 = ∑ 𝑧𝑖
𝑁
𝑛=1  is determined by the relation 

𝑤(𝑧𝑁) =
1

2𝜋
∫ 𝜃𝑁(𝜉) 𝑒𝑥𝑝(−𝑗𝜉𝑧𝑁)  d𝜉
∞

−∞
  (9) 

If all the poles in (8) are simple, then, by introducing the 

relation 

∏ ∏ (1 − 𝑗𝜉𝜆𝑛𝑚)−1𝑀
𝑚=1

𝑁
𝑛=1 = ∏ (1 − 𝑗𝜉𝜆𝑘)−1𝐾

𝑘=1 ,   

𝐾 = 𝑁𝑀 
(10) 

we can get 

𝑤(𝑧𝑁) = ∑
𝑒𝑥𝑝(−𝑧𝑁 𝜆𝑘⁄ )

𝜆𝑘

∏ (1 −
𝜆𝑖

𝜆𝑘
)

−1
𝐾+

𝑖=1
𝑖≠𝑘

𝐾+

𝑘=1 ,     

𝑧𝑁 ≥ 0 

(11) 

where 𝐾+ is the number of positive eigenvalues 𝜆𝑘. 

If there are multiple poles in (11), then the exact 

expression𝑤(𝑧𝑁) can be presented as [16]: 

𝑤(𝑧𝑁) = ∑
1

(𝑙𝑘−1) !
𝑙𝑖𝑚

𝑥→𝛼𝑘

𝑑𝑙𝑘−1

𝑑𝑥𝑙𝑘−1 [𝛼𝑘
𝑙𝑘𝐾0

+

𝑘=1 × 

× 𝑒𝑥𝑝(−𝑗𝑧𝑁𝑥) ∏ (1 − 𝑗𝜆𝑖𝑥)−𝑝𝑖
𝐾0

+

𝑖=1 ]  ,  𝑧𝑁 ≥ 0 

(12) 

where 𝛼𝑘 = (2𝑗𝜆𝑘)−1; 𝑙𝑘 is the multiplicity of the 

number 𝜆𝑘; 𝑝𝑖  is the multiplicity of number 𝜆𝑖; 𝐾0
+ is the 

number of different eigenvalues. 

The probability of the value of 𝑧𝑁 exceeding the set 

threshold 𝑧0 is 

𝑝(𝑧0) = ∫ 𝑤(𝑧𝑁) d𝑧𝑁
∞

𝑧0
  (13) 

In the case of simple poles in (11), it is possible to obtain 

𝑝(𝑧0) = ∑ 𝑒𝑥𝑝 (−
𝑧0

𝜆𝑘
) ∏ (1 −

𝜆𝑖

𝜆𝑘
)

−1
𝐾+

𝑖=1
𝑖≠𝑘

𝐾+

𝑘=1   (14) 

While in the presence of multiple poles [7] we get 

𝑝(𝑧0) = ∑
1

(𝑙𝑘−1) !

𝑑𝑙𝑘−1

𝑑𝜆𝑘

𝑙𝑘−1 [𝜆𝑘
𝑙𝑘−1

×
𝐾0

+

𝑘=1  

𝑒𝑥𝑝 (−
𝑧0

𝜆𝑘
) ∏ (1 −

𝜆𝑖

𝜆𝑘
)

−𝑝𝑖𝐾0
+

𝑖=1
𝑖≠𝑘

] . 

(15) 

In fact, the exact calculation of 𝑝(𝑧0) according to the 

Formula (15) under a high multiplicity of the poles 
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requires cumbersome computations indeed. In this case, 

it is preferable to approximate calculations by the trace 

method [8] or by numerical integration of (9), (13), by 

means of MATLAB software [17]. 

 

 

4. CALCULATION OF THE FALSE ALARM AND 
CORRECT DETECTION PROBABILITIES 
 

The output result of the estimation of the power of the 

signal reflected from the surface element is a quadratic 

 

form (2) found at each band of the range, and it is equal 

to the range resolution in use. Therefore, the above 

technique is quite applicable. 

The calculation sequence is as follows: 

a) In case the object is absent 

– calculating the defining matrix 𝑾0 = 𝑷𝑘(𝑹𝑠𝑘 +
𝑃𝑛𝑰), where 𝑹𝑠𝑘 is the matrix 𝑹𝑘, normalized by the 

power of the signal received from one surface element 

having the area 𝐿 × 𝐿 (k is the conditional element 

number); 𝑷𝑘 = 𝑹𝑘
+𝑹𝑘 is the processing matrix; I is the 

unit matrix; 𝑃𝑛 is the noise power; 

– calculating N eigenvalues 𝜆𝑛 of the matrix 𝑾0; 

– calculating the characteristic function 𝜃0(𝑥) 

according to the Formula (8); 

– calculating the probability density 𝑤0(𝑝) according 

to the Formulas (11) and (12) or by numerical integration 

𝜃0(𝑥) according to the formula (9); 

– calculating the probability 𝑝(𝑧0) according to the 

Formulas (14) and (15) or by numerical integration of 

𝑤0(𝑝) according to the Formula (13), subsequently 

determining the threshold 𝑧0, at which the required value 

of the false alarm probability F is achieved. 

b) In case the object is present 

– calculating the definition matrix 𝑾1 = 𝑷𝑘(𝑹𝑠𝑘 +
𝑃𝑛𝑰 + 𝑹𝑡), where 𝑹𝑡 is the correlation matrix of the 

object signal (depends on the area of the object, its 

orientation and position within the resolution element); 

– calculating N eigenvalues 𝜆𝑛 of the matrix 𝑾1; 

– calculating the characteristic function 𝜃1(𝑥) 

according to the Formula (8); 

– calculating the probability density 𝑤1(𝑝) according 

to the Formulas (11) and (12) or by numerical integration 

of 𝜃1(𝑥) according to the Formula (9); 

– calculating the correct detection probability D 

according to the Formulas (14) and (15) or by numerical 

integration of 𝑤1(𝑝) according to the Formula (13). 

The eigenvalues of the defining matrices 𝑾0 and 𝑾1 

are shown in Figures 2(a) and (b). 

 

 

5. NUMERICAL RESULTS 
 

As an example, we now consider the case of the detection 

of the object having the area 𝑆𝑡 = 28 𝑚  × 98𝑚 and with 

a specific normalized radar cross-section 𝜎0 = −3 𝑑𝐵. 

The area of the element surface where the object is 

located in S, and in our case 𝑆 = 253 𝑚  × 252𝑚. For 

the specific normalized radar cross-section stands 𝜎𝑝, its 

value here is 𝜎𝑝 = −25 𝑑𝐵. 

The object is oriented along the velocity vector of the 

satellite, the orbital altitude is 500 km. Downrange for the 

middle section of the swath is designated as R, and we 

take 𝑅 = 800 𝑘𝑚. It is presupposed that the slip angle 

under irradiation ψ is equal to 39 deg. 

Characteristics of SAR are: the first is wavelength λ, 

here we take 𝜆 = 9 𝑐𝑚; then the distance resolution that 

is 14 m; the number of radiation periods over the 

observation interval is M, and its value here – 𝑀 = 375; 

antenna gain is designated as G, and here we take 𝐺 =
40 𝑑𝐵; the pulse-compression ratio (that describes 

increasing SAR energy potential due to the chirped pulse 

compression) is B, and 𝐵 = 1000; the bandwidth and the 

noise temperature of the receiver are 𝛥𝐹𝑛 and T 

correspondingly, and the values are: 𝛥𝐹𝑛 = 22 𝑀𝐻𝑧 and 

𝑇 = 300 𝐾; for pulse power stands 𝑃𝑝, and here 𝑃𝑝 =

18 𝑊. 
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Figure 2. The eigenvalues of the defining matrix (a) W0, (b) 
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Processing of the surface band having the area 𝑆1, its 

value being 𝑆1 = 252 𝑚  × 14𝑚, is carried out 

according to the algorithm (3) with the subsequent 

summation of 18 bands. Processing of the object band 

having the area 𝑆𝑡1, its value being 𝑆𝑡1 = 14 𝑚  × 98𝑚, 

is carried out according to the algorithm (3) with the 

subsequent summation of 2 bands. 

The power of the signal that is reflected from the 

surface of the band with the area 𝑆1 = 252 𝑚  × 14𝑚 

while probing this surface by the single pulse with the 

power 𝑃𝑝, is, as in [15, 16]: 𝑃𝑟𝑠 =

𝑃𝑝𝐵𝐺2𝜆2𝑆1𝜎𝑝 𝑠𝑖𝑛 𝜓 (4𝜋)3𝑅4⁄ . 

The formula for calculating the power of the signal 

reflected from the object surface with the area 𝑆𝑡1 =
14 𝑚  × 98𝑚 takes the form of 𝑃𝑟𝑡 =
𝑃𝑝𝐵𝐺2𝜆2𝑆𝑡1𝜎0 (4𝜋)3𝑅4⁄ . 

The power of the reduced noise is 𝑃𝑛 = 𝑘𝑇𝛥𝐹𝑛, where 

𝑘 = 1.38 ⋅ 10−23  𝐽 𝐾⁄  is the Boltzmann constant. 

In that example we get: 𝑃𝑟𝑠 ≈ 0.4 ⋅ 10−15 𝑊, 𝑃𝑟𝑡 ≈
20 ⋅ 10−15 𝑊, 𝑃𝑛 ≈ 90 ⋅ 10−15 𝑊. 

The absolute values of the characteristic functions 

𝜃0(𝑥) and 𝜃1(𝑥) are plotted in Figures 3(a) and (b), and 

the probability densities corresponding to them – 𝑤0(𝑝) 

and 𝑤1(𝑝) – are drawn in Figures 4(a) and(b). 
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Figure 3. The absolute values of the characteristic functions 
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Figure 4. The probability densities (a) w0(p), (b) w1(p) 

 

 
Integration of the probability densities 𝑤0(𝑝) and 

𝑤1(𝑝) in (13) shows that under the specified pulse power 

(𝑃𝑝 = 18 𝑊), the false alarm and correct detection 

probabilities are 𝐹 = 10−7 and 𝐷 = 0.96, respectively. 

 

 

6. CONCLUSION 
 

We have considered the method for the analysis of the 

detection characteristics of the inter period systems for 

processing the SAR signals reflected from the object 

surrounded with a rough surface, focusing on the class of 

the algorithms allowing presenting the output result of 

processing the sequence of the normal random samples 

of the additive mix of the clutter and the useful signal in 

a quadratic form. The method is based on the calculation 

of the kernel of the characteristic function and allows 

determining the efficiency of the detection of the objects 

by the SAR system without involving the approximate 

methods of calculation. The given example of the 

calculation of the SAR system detection characteristics 

presents optimal processing of the reflected signals and 

illustrates the possibilities that the considered method 

provides. The introduced technique for determining the 

SAR target detection efficiency can be used while 
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calculating other processing systems that are reduced to 

a quadratic form. 
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 چکیده

 

در حالتی که جسم با  ،هدف اصلی اين مقاله گسترش روش توابع مشخصه برای محاسبه ويژگی های آشکار سازی است

الگوريتم که از  پياده سازی شود (SAR) اين روش بايد در سامانه های رادار روزنه ترکيبی سطوح سخت احاطه شده باشد.

هشدار خطا واحتمالات آشکار   با بکار گرفتن روش مشخص شده عبارات مربوط به  استفاده می کنند.  های با رزولوشن بهينه

محاسبه   نتايج   SARسامانه کلی در يک اربرد موثرراهکار معرفی شده،کآمده است. برای نشان دادن  سازی درست بدست

نشان داده شده   جسم گسترش داده شده واحاطه شده با سطح سخت ارائه شده است.سيگنال از  آشکار سازی  مشخصه های

مشخصه های مشاهده   و روابط بهبود يافته  رامستند کرده  SARسيگنال    تا ساختارکانال پردازش  که اين تحليل امکان می دهد

را می توان بدون محاسبات  SARراديوئی را در اين حالت بدست آوريم. کارايی بهينه پردازش سيگنال در سامانه های 

   تقريبی پيچيده نيز تعيين کرد.

doi: 10.5829/ije.2020.33.02b.19 
 

 


