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A B S T R A C T  
 

 

Recently, a large set of electroencephalography (EEG) data is being generated by several high-quality 

labs worldwide and is free to be used by all researchers in the world. On the other hand, many 
neuroscience researchers need these data to study different neural disorders for better diagnosis and 

evaluating the treatment. However, some format adaptation and pre-processing are necessary before 

using these available data. In this paper, we introduce the SecondBrain as a new lightweight and 
simplified module that can easily apply various major analysis on EEG data with common data formats. 

The characteristics of the SecondBrain shows that it is suitable for everyday usage with medium 

analyzing power. It is easy to learn and accept many data formats. The SecondBrain module has been 
developed with Python and has the power to windowing data, whitening transform, independent 

component analysis (ICA), downloading the public datasets, computing common spatial patterns (CSP) 

and other useful analysis. The SecondBrain, also, employs a common spatial pattern (CSP) to extract 
features and classifying the EEG MI-based data through support vector machine (SVM). We achieved a 

satisfactory result in terms of speed and performance. 

doi: 10.5829/ije.2019.32.09c.08 

 

 
1. INTRODUCTION1 
 
A brain–computer interface (BCI) is a tool that helps a 

computer to communicate directly with the brain. BCIs 

allow two-way transferring data from the brain to the 

external devices and vice versa. One direction involves a 

BCI, which sends brain signals to a machine or computer, 

and the machine translates brain activity into motor 

commands for an external device. As a reverse direction, 

the computer sends information directly to the brain of 

the BCI user. In that, the brain receives the commands 

from the machine and translate it into motor commands 

for organs of the body. BCIs are usually used for different 

researches, mapping, helping, augmenting, or repairing 

human sensory-motor or cognitive functions [1]. 

One of the last steps of the preprocessing before 

classifying the EEG MI data is a well-known method 

called Common Spatial Patterns (CSP). The algorithm of 

the CSP helps to maximize the differences in variance 
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between any two classes of the EEG data. By projecting 

the EEG signals onto two different classes, the CSP 

minimizes the variance of one class while at the same 

time it tries to maximize the variance of the other class. 

The weights of each EEG channel give one row of the 

weight matrix. This weight matrix gives the directions 

that the EEG signals should be projected onto. By using 

the variances of the projected data, one can extract useful 

features and classify the EEG signals [2]. 

Historically, for the first time Koles introduced the 

CSP as a method to find the abnormal sections of the 

EEG data [3]. Ramoser et al. [4] then used the CSP to 

generate features to be used for the classification of 

event-related desynchronization (ERD) in the EEG data. 

These ERD occurred due to the imagined movements. 

Since then the CSP became one of the widely used 

method for classifying the motor imagery data [5]. 

Support Vector machines are a branch of supervised 

learning that contains a group of  supervised  algorithms 
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Figure 1. Simple view of sub-modules of the SecondBrain 

 
 

for classification, detecting outliers and regression. The 

SVMs are not only very effective in high dimensional 

space, but also, they are still effective in cases where the 

number of samples are higher than the number of 

dimensions. A subset of training points is called support 

vectors. SVM is memory efficient since it uses support 

vectors. As various Kernel functions can be defined for 

the decision function, so SVMs are also flexible. 

Although usually common kernels are given, the custom 

kernels can be defined [6]. 

 

1. 1. The SecondBrain        Here, we introduce a new 

module, the SecondBrain, which is a simplified module 

that can easily apply various major analysis on EEG data 

with common data formats such as EDF, EDF Plus, GDF, 

SET, etc. We see that the SecondBrain helps to easily 

extract features and increase the developing and 

computing speed. Figure 1 shows the flowchart of the 

sequence of data path in the SecondBrain. 

As it is clear from Figure 1, a range of input file 

readers will transform different data formats to a general 

raw data structure. Then the general data structure can be 

transformed to any other data structure. At this point the 

data is computable. After computation one can get any 

desired output from the computed data. For example, a 

data with the format of SET is given. The SecondBrain 

will read this SET format and will transform to a general 

raw data structure. Then the user can transform it to any 

other data structure or not. After that, any computation 

such as denoising, clustering, classification, stochastic 

analysis, etc. can be done by the user according to the 

user’s need. At the last step, the output data would be 

ready for any use. 

 
 

 
 

 

 
 

 

use in real-time system. The analysis sub-module has 

around 25 major different methods from noise reduction 

to fast independent component analysis (ICA) which can 

run in either parallel or sequential. This module has been 

developed based on test-driven development (TDD) and 

it has around 68% test coverage. 

The novelty of this work focuses on the use in 

products and analysis of scalable and real time 

computations. The primary goal of this prototype module 

was to provide a multilingual model so that developers 

do not engage in interlingual changes and can easily use 

it. This module consists of 25 main methods, each of 

which consists of several functions, so that the user can 

reach his computational goal without conflict with other 

methods. 

The first important thing about the SecondBrain is 

that it is a lightweight module. We wrote only 3000 core 

code which can do the main functionality of EEG 

processing (it helps you to choose the package you really 

need and easily integrate) but the MNE-python have 

around 200k lines of code with 13 heavy package to do 

full functionality (it is not bad until you want do it in 

lightweight way). Most of the methods in MNE-python 

is based on OO that would not let us to fairly compare the 

efficiency of algorithm neither with stats nor with its 

architecture, since its time-space complexity is hard to 

compute because of its complicated architecture1. The 

key difference between MNE-python and the 

SecondBrain is that the SecondBrain is designed to 

separate easily (the only dependency is data IO sub-

module) and be used everywhere but the MNE-python is 

designed to do heavy-duty task and user cannot separate 

methods and use it easily. 

The problem with the PyEEG2 and EEGtools3  is that 

they are not complete in main functionality 

(preprocessing, stats, …). For example, they do not have 

artifact correction method such as ICA and SSP.  

The EEGLAB needs to run over Matlab. Based on the 

EEGLAB report the octave version is 50% slower than 

Matlab version4 and is recommended to have 4GB 

memory or more. The EEGLAB can run over python 

with oct2py but it won’t work fully functional5 and it’s 

not compatible with python 2.7 and 3.3. But the 

SecondBrain can run even on raspberry pi zero easily. 

1 https://mne-tools.github.io/0.11/index.html 
2https://github.com/forrestbao/pyeeg   
3 https://github.com/breuderink/eegtools 
4 https://sccn.ucsd.edu/wiki/EEGLAB_hardware_and_software_recom 

mendations 
5 https://sccn.ucsd.edu/wiki/EEGLAB_and_python 
6 http://www.bbci.de/competition/iii/desc_IVa.html 
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2. METHOD 
 

2. 1. Data Description         As our test data, we have 

used the IVa selected dataset of the BCI Competition III 

from the Berlin BCI Competition IV6. Validating signal 

The SecondBrain has been written in python and 

cython. The data structure was designed based on object 

oriented (OO) paradigm but the most of functions have 

been written based on functional paradigm. The 

SecondBrain is a prototype, which has been designed to 

https://mne-tools.github.io/0.11/index.html
https://github.com/forrestbao/pyeeg
https://github.com/breuderink/eegtools
https://sccn.ucsd.edu/wiki/EEGLAB_hardware_and_software_recom%20mendations
https://sccn.ucsd.edu/wiki/EEGLAB_hardware_and_software_recom%20mendations
https://sccn.ucsd.edu/wiki/EEGLAB_and_python
http://www.bbci.de/competition/iii/desc_IVa.html
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processing and classification methods for BCI was the 

goal of the Berlin BCI Competition. The trials of the 

selected dataset were recorded from five healthy subjects. 

The number of labeled trials per subject was from 28 to 

224. 

 
2. 2. Experimental Setup            Based on the Berlin 

BCI Competition website, there have been five healthy 

patients labeled with aa, al, av, aw and ay. The subjects 

were in a comfortable enviorment, sitting on a chair while 

their arms were resting on the chair’s armrests. The data 

used for the analysis were obtained from only the first 4 

initial sessions with no feedback. By indicating visual 

cues for 3.5 s, one of the (R) right hand, (L) left hand or 

(F) right foot motor imageries should be performed by 

subjects. To let the subject relax during the procedure, the 

target presentation were paused for random lengths 

between 1.75 to 2.25 s. Visual stimulation were divided 

into 2 classes. The first class, which might induces little 

eye movement correlated to the target, were letters 

appearing behind a fixation cross. As the second class, 

which induces eye movements uncorrelated to the target, 

a randomly moving object was the target.  
Two sessions of both the above mentioned classes 

were recorded from subjects al and aw. But from the 

other subjects, 1 session of class (1) and 3 sessions of 

class (2) were recorded1. The recording tools were 

BrainAmp amplifiers and a 128 channel Ag/AgCl 

elctrode cap from ECI. The positions of 118 EEG 

electrodes were based on the extended version of 

international 10/20-system. These 118 channels were 

measured and recorded. The data has been filtered by 

band-pass filter between 0.05 Hz and 200 Hz.  Then it has 

been digitized at 100 Hz and with the accuracy of 16 bit 

and 0.1μV. In order to prepare the data for usual analysis, 

a downsampled version of the data was provided by 

sampling at 100 Hz1. 

 

2. 3. Preprocessing         As the first step of 

preprocessing, the recorded data was re-referenced and 

the bandpass filter was applied. Then the data was 

separated into trials of 3.5 seconds. The re-referencing 

was done by Common Average Reference or in short 

term CAR. The Bandpass filtering of the data to alpha 

and beta frequency was performed using a zero-phase 

FIR digital filter by processing the data in both forward 

and reverse directions. The FIR-filter was a 400 taps 

Blackman-window with a bandwidth of 8-30 Hz. The 

approximate transition band was 1 Hz. Based on the 

markers provided with the dataset, the data was split into 

trials and labeled. The trials without labels were 

removed.  

 

2. 4. CSP          The number of channels of the EEG data 

was 118. As it is mentioned earlier, the data considered 

 
1 http://www.bbci.de/competition/iii/desc_IVa.html 

for processing are two classes. Class 1 contains the right-

hand data and Class 2 contains the right foot data. For 

applying the machine learning algorithm, data are split 

into 2 classes of trials, training and testing. The validation 

and training data has been separated from the source by 

bbci team1, but the training and test data are splitted by 

shuffle split class of scikit-learn package with test ratio 

of 0.2 and n_split of 10. 

For projecting the data into space, we used the CSP 

algorithm that makes the variance of the 1st minimal and 

the variance of the 2nd class maximal. Solving an 

optimization problem can do this variance optimization, 

however there is a cost function. The resulting variance 

of the projected signals (any class) would help us to 

evaluate the cost function. When the sum of both signal 

classes variances is fixed, then the cost function value 

will be minimum [3]. The only dataset used in the CSP 

algorithm to find spatial filters is the training data. In 

other words, the task of the CSP algorithm is to calculate 

a high variance W matrix for one class and low variance 

W matrix for the other one with spatial filters. The 

property of W (which is a transformation matrix with the 

size of M*N, for the definition of M and N see below) is 

given by the following equations:  

𝑊(n) = 𝑎0 − 𝑎1 cos (
2𝜋𝑛

𝑁−1
) + 𝑎2 cos (

4𝜋𝑛

𝑁−1
)  (1) 

with 

𝑎0 =
1−𝛼

2
, 𝑎1 =

1

2
 and 𝑎2 =

𝛼

2
. (2) 

 ) =D1Cov (WX (3) 

and    

.      ) =I2) + Cov (WX1Cov (WX (4) 

where I is the identity matrix, the diagonal matrix with 

monotonically descending elements is called D and the 

covariance of X Matrix is shown by Cov(X) with a rank 

M (rank (Cov(X)) =M). The number of channels is given 

by N. The EEG data for one class (e.g. class I) is stored 

in the columns of matrix Xi and its observations are stored 

in the rows of Xi. 

The transformed data with a high variance for one 

class will have a low variance value for the other one. The 

value of this variance can be used for classifying the data. 

Equation (3) is equivalent to the CSP equations given 

below:  

𝑊𝐶𝑜𝑣(𝑊𝑋1)𝑊𝑇 = 𝐷 (5) 

𝑊𝐶𝑜𝑣(𝑊𝑋2)𝑊𝑇 = 𝐼 − 𝐷 (6) 

To transform the data to have an identity matrix we can 

basically use a principal component analysis (PCA) and 

normalize the variance to one. To do that we use singular 

value decomposition (SVD) to calculate a matrix P as 

follows: 

http://www.bbci.de/competition/iii/desc_IVa.html
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𝐶𝑜𝑣(𝑃𝑋) = 𝐼 →  𝐶𝑜𝑣(𝑋) = (𝑃𝑇𝑃)−1 = 𝑈𝜆𝑈𝑇 (7) 

𝑃 = √𝜆−1𝑈 (8) 

where λ is a diagonal matrix and U is an orthogonal 

matrix. When the rank of Cov(X) is less than M, then the 

significant eigenvectors and eigenvalues are enough to 

calculate P. 

 

2. 5. SVM      The SecondBrain uses support vector 

machine (SVM) package, as a tool in data mining 

projects and as a linear binary non-probabilistic 

classification tool. SVM can also be used in a setting of 

probabilistic classification, like Platt method. 
SVMs are a set of supervised learning methods for 

analyzing a data and recognizing the patterns. In machine 

learning, SVMs are used for classification and category 

prediction. Based on the provided examples, an SVM 

model will predict which class a subject belongs to [7, 8]. 

SVMs can perform linear and nonlinear classification 

efficiently. The nonlinear categorization is done using the 

kernel trick, which implicitly maps the inputs into high-

dimensional feature spaces. 

There are various number of kernel functions that 

different kernel-based learning algorithms use them. 

Among these kernel functions, the radial basis function 

(RBF), also called Gaussian kernel, is well-known. 

SVMs usually use RBF. If we consider two samples, they 

can be represented as two feature vectors, like x and x', in 

an input space. Then the RBF kernel on these two 

samples is defined as follows [9, 10]: 

𝐾(𝑥, 𝑥′) = exp(−𝛾||𝑥 − 𝑥′||2) (9) 

where the spread of the kernel is set by 𝛾. 

Another commonly used group of kernels used with 

SVMs is polynomial kernel. The similarity of training 

samples in a feature space can be represented by 

polynomials of the variable. This will allow non-linear 

models-based learning [11]. 
 

 

3. RESULTS 
 

With the implementation of our program as a part of the 

SecondBrain, we achieved significant results in terms of 

speed (computing time) and cost (resource allocation). 

The specification of the computer used is given in Table 

1. As can be seen in Table 2, using a support vector 

machine with linear kernel, we got a precision of 75% 

and a recall rate of 73%. But what matters is the real-time 

execution for the app's end user. By executing the code 

by a computer with the specification given below (Table 

1), the total time that the end user was waiting was around 

1.62 seconds (Table 3). 

Worth  noting  in  the  results  the  change occurred in 
 

 

 

TABLE 1. The specification of the computer 

Processor Intel Core-i5 processor (5257U) 2.7 GHz 

Memory 8 GB 1867 MHz DDR3 

OS Mac OSX 10.12.6 

Device macbook pro MF-840 

 

 
TABLE 2. Accuracy measure 

Class Precision Recall F1-score Support 

1 0.69 0.90 0.78 60 

2 0.82 0.54 0.65 52 

Average/Total 0.75 0.73 0.72 112 

 

 
TABLE 3. Running Time 

Real 1.62 s 

System 0.62 s 

User 1.0 s 

 

 

learning precision by changing the SVM’s kernel. As you 

can see, the learning curve with the linear kernel (Figure 

2a) gives a better response than the polynomial (Figure 

2b), RBF (Figure 2c) and sigmoid (Figure 2d). The 

reason for this is the separation of samples and the small 

number of classes that can be easily and more accurately 

classified linearly. Note that the fault tolerance of the 

iterations is given by color margins in the figures.  

Another point, which is very important in the speed 

of computing, is the normalization of data. If data is not 

normalized, its use will slow down the calculation 

significantly. One more thing to add is that linear SVM 

is less prone to overfitting than the non-linear SVM. The 

Average CPU time for 700 times in 1000 loops was 0.19 

ns. 

 

 

 
(a) 
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(b) 

 
(c) 

 
(d) 

Figure 2. Learning curve with (a) linear, (b) polynomial, (c) 

RBF, and (d) sigmoid kernel 

 

 

4. CONCLUSIONS 
 

The final goal of this work was to test the correctness and 

performance of our newly developed lightweight and 

simplified module, the SecondBrain. 

The SecondBrain is compared with other available 

modules for EEG processing in terms of programming 

language, data input/output, monitoring method, 

analyzing power, visualizing power, easy to learn, and 

the variety of the data sources accessible to public. 

 

TABLE 4. Comparing the SecondBrain with other available 

EEG processing toolboxes 

Name PyEEG 
MNE-

Python 
Second-

Brain 
EEGLab 

Language Python 2 
Python2-3, 

C++ 

Cython, 
Python2, 

Python3 

MATLA

B 

Data I/O EDF 

EDF, 
GDF, 

BDF, 

FIFF, etc. 

EDF, GDF, 

SET 

EDF, 
GDF, 

MAT, 

ASC, etc. 

Monitorin

g method 
EEG 

EEG/MEG

, ECoG, 

etc. 

EEG EEG 

Analysis* weak strong medium strong 

Visualizin

g 
No Yes Yes† Yes 

Easy to 

learn 

It is not 
well 

documente

d 

heavy 

module, 
hard to 
learn in 

true way 

easy to 
learn, well 

documente

d 

easy to 
use in 

GUI 

mode 

Access to 
public 

data set 
Yes♣ Yes Yes Yes 

*Analysis: it means how much this module is used on a daily 

basis. 

†The SecondBrain can visualize the output data but does not 

support topographical density map and heatmap. 

♣The PyEEG is weak in accessibility to public data, since its 

variety of data sources is low. 

 

 

The characteristics of the SecondBrain shows that it 

is suitable for everyday usage with medium analyzing 

power. It is easy to learn and accept many data formats. 

Its programming language is Python which is free and 

simple. We achieved a satisfactory result in terms of 

speed and performance. To improve the target 

functionality, we can use the generalization method and 

decreasing the space dimensions to achieve more 

accurate classification and results. 

Also, for commercial use with classifying and 

learning data in real-time, we are able to use this module 

for disabled people in the real world. In the next steps of 

this project, we will work on multilingual feature and 

GPU processing. 
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 چکیده 
 

 

تواند  ی شده است که م دیبالا در سراسر جهان تول تی فیبا ک شگاهیآزما نیتوسط چند EEG یاز داده ها یمجموعه ا رایاخ

اطلاعات  نیا ازمندیاز محققان علوم اعصاب ن یاریبس گر،ید ی. از سوردیدر جهان مورد استفاده قرار گ نیتوسط همه محقق

اطلاعات    ن یحال، قبل از استفاده از ا  نی درمان هستند. با ا  ی ابیبهتر و ارز  صیتشخ  یمختلف برا  ی مطالعه اختلالات عصب  یبرا

 کیرا به عنوان  SecondBrainمقاله،  نیاست. در ا ازیپردازش اطلاعات مورد ن شیو پ یهم سازگارساز یموجود، برخ

با  EEG یرا در داده ها یا دهمتنوع و عم یها ل یو تحل هیتواند تجز یم یکه به راحت میکن یم یماژول سبک و ساده معرف

استفاده روزمره با   یبرا یدهد که ماژول مناسب ینشان م SecondBrain یها یژگیانجام دهد. و جیرا جیرا یفرمت ها

با   SecondBrainآسان است. ماژول  رشیو پذ یریادگیداده  یاز فرمت ها یاریمتوسط است. بس لیو تحل هیقدرت تجز

Python    لیتبد  د،یاطلاعات سف  ل یتبد  ییتواناتوسعه داده شده و  ICAیمحاسبه الگوها  ،یعموم  ی، دانلود مجموعه داده ها 

  ی ( را براCSPمشترک ) ییفضا ی الگو کی زی ن SecondBrainاست.  دیمف یها لی تحل ری ( و ساCSPمشترک ) ییفضا

کند.   ی ( استفاده مSVM) یبان یشتدستگاه بردار پ ق یاز طر MI EEGبر  ی مبتن ی داده ها یها و طبقه بند ی ژگیاستخراج و

 . میافتیبخش در سرعت و عملکرد دست  تیرضا جهیما به نت

doi: 10.5829/ije.2019.32.09c.08 
 

 
 

 
 


