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A B S T R A C T  
 

 

The purpose of this paper is to consider the problem of scheduling a set of start time-dependent jobs in 

a two-machine flow shop, in which the actual processing times of jobs increase linearly according to 
their starting time. The objective of this problem is to minimize the makespan. The problem is known 

to be NP-hardness; therefore, there is no polynomial-time algorithm to solve it optimally in a 

reasonable time. So, a branch-and-bound algorithm is proposed to find the optimal solution by means 
of dominance rules, upper and lower bounds. Several easy heuristic procedures are also proposed to 

derive near-optimal solutions. To evaluate the performance of the proposed algorithms, the 

computational experiments are extracted based on the recent literature. Deteriorating jobs lead to an 
increase in the makespan of the problems; therefore, it is important to obtain the optimal or near-optimal 

solution. Considering the complexity of the problem, the branch-and-bound algorithm is capable of solving 

problems of up to 26 jobs. Additionally, the average error percentage of heuristic algorithms is less than 
1.37%; therefore, the best one is recommended to obtain a near-optimal solution for large-scale problems. 

doi: 10.5829/idosi.ije.2016.29.06c.07 
 

 

Parameters 

 1 2J ,J ,...,JnN 
 

Set of jobs to be processed that n is number of jobs  Sij Starting time of Ji on Mj,                         

M1, M2 two available machines S[k]j Starting time of the job located in the kth position on Mj                        

J[k] the job located in the kth position Cij(S)
 

Completion time of Ji on Mj under schedule S 

Pij Actual processing time of Ji on Mj,          C[k]j(S)
 

Completion time of the job located in the kth position on 

Mj, under schedule S 

'

1iP
 Unreal processing time of Ji on Mj,          CMax =C[n]2(S)

 
Makespan 

aij Normal processing time of Ji on Mj,        δ Partial sequence including scheduled jobs  

bi Deteriorating rate of Ji                            δ' 
Unscheduled jobs or complementary of δ 

 

 
 

 

1. INTRODUCTION1 
 

In the deterministic production and operations 

scheduling, most of the researchers assume that the 

operation or processing times are fixed once they are 

given [1]. In many real-life situations, the actual 

processing time of a job increase according to the start 

                                                           

1*Corresponding Author’s Email: hkhademiz@yazd.ac.ir (H. 
Khademi Zare) 

time of the job, so that a job processed later consumes 

more time than the same job when it is processed 

earlier. For example, a drop in the temperature of an 

ingot while waiting to be processed in steel rolling, a 

delay in fire fighting, or a medical procedure under any 

delay. This type of problem is known as scheduling 

problem with start time-dependent processing times, in 

which it has received increasing attention in recent 

years [1-13]. 
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Most models consider the problems in which the 

actual processing time of a job is defined as a linear or 

piecewise linear function of its starting time. The linear 

model is one of the most popular ones that are 

presented as , ,i i i i i i iP a b S P a bS P b S     , that is 

called general linear, linear and simple linear 

deteriorating jobs, respectively. We provide a critical 

review on the related literature for them. 

Browne and Yechiali [2] studied a single machine 

scheduling problem with a general linear deteriorating 

jobs to minimize the makespan and proved that the 

optimal sequence is based on a non-decreasing rate of 

i ia b . Bahalke at el. [4] proposed a tabu search and 

genetic algorithm for a scheduling problem of 

minimizing makespan on a single machine under 

general linear deteriorating jobs and sequence-dependent 

setup times. Hamta at el. [5] introduced a single 

machine scheduling problem with precedence 

constraints and general linear deterioration and 

developed a mathematical model based on binary integer 

programming. Lee at el. [6] addressed a general linear 

model in M machine flow shop and developed a B&B 

and two metaheuristic algorithms to minimize the total 

tardiness.   

Jafari and Moslehi [1] showed that the scheduling 

problem on a single machine with linear deteriorating 

jobs to minimize the number of tardy jobs is NP-hard; 

hence, a B&B procedure and a heuristic as an upper 

bound was proposed. Lee et al. [7] investigated this 

problem with release times to minimize makespan and 

presented a heuristic and B&B algorithm to solve it. 

Wang and Wang [8] provided a B&B algorithm and 

two heuristic algorithms for the problem of minimizing 

the makespan in three machine flow shop with linear 

deterioration. Lee et al. [9] developed a B&B algorithm 

and several heuristics to minimize the makespan in 

two-machine flow shop with linear deterioration. Ng et 

al. [10] continued this problem to minimize the total 

completion time and proposed a B&B algorithm to 

solve it.  

Wang et al. [14] used the B&B and heuristic 

algorithm to obtain the optimal solution in three 

machine flow shop with simple linear deterioration to 

minimize makespan. Wang et al. [15] showed that two 

machine flow shop scheduling problem under simple 

linear deteriorating jobs to minimize total completion 

time is NP-hard; they proposed a B&B algorithm able 

to handle 14 jobs. Yang and Wang [16] continued this 

problem to minimize total weighted completion time 

and developed a B&B and heuristic algorithm to solve 

the problem.  

Some authors supposed that setup time of each job 

is not constant and it is similar to processing time as a 

simple linear function of start time. Lee et al. [17] 

investigated a single machine to minimize the number 

of tardy jobs with simple linear function for processing 

and setup time of jobs. They proposed a B&B 

algorithm for the problem which could solve the 

instances up to 1000 jobs in the reasonable times. 

Cheng et al. [18] and Lee and Lu [19] presented a B&B 

algorithm for this problem to minimize maximum 

tardiness and weighted number of tardy jobs, 

respectively. 

There is a growing interest in the literature to study 

the Scheduling problems on flow shop environment. 

Researchers considered this problem with various 

assumptions, e.g., flow shop scheduling problem with 

modified learning effect [20], two-stage hybrid flow 

shop scheduling problem with serial batching [21], no-

wait reentrant flow shop scheduling problem [22], and 

deteriorating jobs [6-9,14-16]. 

Scheduling problems with linear deteriorating jobs 

have received a sufficient attention in the recent years 

especially in the flow shop environment; but, as seen, 

the existing researches addressed linear deteriorating 

jobs scheduling problem with special deterioration 

functions as ,i i i iP a bS P b S   . In many realistic 

situations however, jobs have the different 

deterioration rates e.g., i i iP a b S  ; so, it is necessary 

to investigate the problem in a more realistic manner. 

Based on the mentioned gaps in the literature, in this 

paper we consider general linear deteriorating jobs in a 

two machine flow shop to minimize the makespan 

where the deterioration rates is different and the actual 

processing time of each job is calculated based on 

i i iP a b S  . 

The rest of the paper is organized in the following 

manner: Section 2 is dedicated to describing the 

problem and its complexity. The exact algorithm and 

several heuristic procedures are established in Sections 

3 and 4, respectively. In Section 5, the computational 

experiments are provided to assess the efficiency of the 

proposed algorithms. Finally in Section 6, conclusions 

are mentioned.  

 

 
2. PROBLEM DESCRIPTION 

 
In this section, we establish general linear deteriorating 

jobs scheduling problem in a two machine flow shop 

environment. The set of N consisting n jobs is 

processed first on M1 and next on M2. Two machines 

are assumed to be available all the times and each one 

can handle one job at a moment and each job can only 

be processed on one machine at a time. All the jobs are 

available for processing at time T0≥0 and will be 

processed without interruption or preemption. Also, it 

is assumed that Pij is calculated according to a general 

linear function of start time Sij, as Equation (1). 
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ij ij i ijP a b S   (1) 

The objective is to find an optimal schedule S
*
 so that 

for any schedule S, we have:  

   * * *

12 22 2 12 22 2( ), ( ),..., ( ) ( ), ( ),..., ( )n nMax C S C S C S Max C S C S C S  or 

*

[ ]2 [ ]2( ) ( )n nC S C S . 

We analyze the problem complexity at first, 

because no other research is observed so far. Lee et al. 

[9] proved that the linear deteriorating jobs scheduling 

problem in a two machine flow shop where the 

deterioration rates are equal belongs to the group of 

NP-hard problems. Since in our research, the 

deterioration rate of jobs is different, therefore this 

problem is known to be NP-hard, as well. 

According to the complexity of the problem, a B&B 

algorithm will be presented to find the optimal 

solution. In the proposed B&B algorithm, appropriate 

lower bounds and dominance rules are adopted so that 

branches can be fathomed more rapidly and the optimal 

solution can be obtained in a reasonable time. In addition, 

several heuristic techniques are provided to find a near 

optimal solution as an upper bound for the B&B 

algorithm. In the coming sections, the B&B and heuristic 

algorithms are presented. 

 
 
3. B&B ALGORITHM 
 
In order to find the optimal solution for the described 

problem, a B&B algorithm using back tracking 

approach is proposed which requires very little 

memory. This algorithm assigns the jobs in a forward 

manner starting from the first position. Each time, a 

branch is chosen and systematically worked down the 

searching tree until either it is fathomed by dominance 

rules and/or lower bounds, or the final node is reached 

that is used as a substitute for the initial solution if the 

makespan is decreased. Therefore, an upper bound, 

some dominance rules and seven lower bounds are 

presented in Subsections 3.1, 3.2 and 3.3, respectively, 

to increase the efficiency of the B&B algorithm. 

 

3. 1. Upper Bound         In this paper, the best 

heuristic algorithm, described in the next section, is 

considered as the upper bound for the problem and its 

resulting sequence will be the base of generation of 

searching tree. 

  

3. 2. Dominance Rules             In order to facilitate 

the B&B algorithm, some properties of dominated 

sequences are required for node elimination. Suppose 

that schedule 1  has two adjacent jobs Ji and Jj with Ji 

immediately preceding Jj. Now, a pairwise interchange 

of Ji and Jj is performed to derive a new sequence δ2. 

That is, 
1  ( ,J ,J , ')i j    and 

2  ( ,J ,J , ')j i    where
 
and 

' are partial sequences. Let S1 and S2 denote the 

completion time of the last job in   on M1 and M2, 

respectively. It is obvious that S1 and S2 are equal in δ1 

and δ2.  

1 1 1 2 2

1 1 1 1 2 2 2

2 2

2 1 1 2 1

2 2

2

( ) : (1 )( )

(1 )( (1 )( )) (1 )(1 )

(2 ) ( 2 ) ( )(1 )

( ) :

(1 )(

j i i j i j i i j

j j j i i i i j i j

j i j j i j j i i i i j i j i j

j i i j

j j

A Either b a a b b a a b a

or b a b a S b S a b b S b a

or a a b b b a b b b a S b b b b b b

B Either b a b a

or a b

    

         

           



  2 1 2 1 1

2 1 1 1 2 2

2 2 1 1 1

1 1 1 2 2 2

1 )( (1 ) ) (1 )( (1 ) )

(1 )(1 )( )

( ) : (1 )( )

(1 )(1 )( ) (1 )(1 )

(1 )(1 )(

i i j i i i i j

j i j j i j j i

j j i i j i j j i

j i i i j i i j i j

j i

b S b S b a b a b a

or b b S a S b S b a b a

C Either a b a b a b a b a

or b b a S b S b a b b S b a

or b b

       

      

    

        

  1 1 2 1 1 2) (1 )(1 )( )i i j i i j j j i ja b S b a b b a b S b a      

If      2 1 1 21 1 2 2( ), ( ),kjk iM C Cax C Max C    is satisfy 

where Jk is the first job in ' , then the makespan in 

1  is less than that in 
2 . Based on this observation, δ1 

dominates δ2. Suppose Ji and Jj satisfy 
1 1i j j ia b a b  

and the following conditions. 

The relation 
1 1i j j ia b a b  along with exactly one 

equation from the cases A, B and C will make a 

dominance rule. Consequently, we will have 27 

dominance rules that now we only explain one of them 

as follows. 

Property 1: If 1 1 1 2 2(1 )( )j i i j i j i i jb a a b b a a b a     , 

2 2j i i jb a b a , 2 2 1 1 1(1 )( )j j i i j i j j ia b a b a b a b a      and 

1 1i j j ia b a b , then δ1 dominates δ2. 

Proof. The completion times of Ji and Jj on M2 in δ2 

and δ1 are, respectively, determined as follows: 









2 2 2 1 1

2 2 1 1 1

2 2 1 1 1

2 2 2

2 1 1 1

2

1

( ) (1 ) (1 )( (1 ) ),

(1 ) , (1 )( (1 ) )

(1 )( (1 )( )),

(1 )( (1 ) ),

(1 )( (1 )( ))

i i i j j j j

j j i i j j

i i j j j j

i i j j

i i i i j j

C a b Max a b a b S

a b S a b a b S

Max a b a b a S b S

a b a b S

a b a b a S b S

       

      

     

   

     

 
(2) 

and 








2 2 1 1 1

2 2 2 1 1

2 1 1 1 1

2 2 2

2 2 1 1

1

1

( ) (1 ) (1 )( (1 ) ),

(1 ) , (1 )( (1 ) )

(1 )( (1 )( )),

(1 )( (1 ) ),

(1 )( (1 )( ))

j j j j j i i

i i i i i i

j j j j i i

j j i i

j j i i i i

C a b Max a b a b S

a b S a b a b S

Max a b a b a S b S

a b a b S

a b a b a S b S

       

      

     

   

     

 (3) 

Because of the relation 1 1 1 2 2(1 )( )j i i j i j i i jb a a b b a a b a     , 

first term in (3)≤ first term in (2). 

Due to the relation 2 2j i i jb a b a , second term in (3)≤ 

second term in (2). 



781                                      A. A. Jafari et al. / IJE TRANSACTIONS C: Aspects  Vol. 29, No. 06, ( June 2016)   778-787 

 

 

Owing to the relation 
2 2 1 1 1(1 )( )j j i i j i j j ia b a b a b a b a     , 

third term in (3)≤ third term in (2). 

Since i
th

 term in (3)≤ i
th

 term in (2), Hence, 

12 2 2( ) ( )j iC C  . 

The completion times of Jk on M1 in δ1 and δ2 are, 

respectively, calculated as follows: 

1 1 1 1 11 1( ) (1 )( (1 )( ))k k k j j i iC a b a b a S b S         (4) 

1 1 1 1 12 1( ) (1 )( (1 )( ))k k k i i j jC a b a b a S b S       
 

(5) 

from 
1 1i j j ia b a b  it implies that 11 1 2( ) ( )k kC C  . 

Because of establishing the relations 11 1 2( ) ( )k kC C   

and 
12 2 2( ) ( )j iC C  , the relation 

     2 1 1 21 1 2 2( ), ( ),kjk iM C Cax C Max C    is satisfied; so, 

δ1 dominates δ2.   

Notably, the other properties and proofs of them are 

omitted since they are similar to that of property 1.  

 

3. 3. Lower Bounds              The efficiency of the 

branch and bound algorithm largely depends on the 

lower bounds. In this subsection, we establish five 

lower according to M1 and M2. Suppose that δ denotes 

a partial sequence including k scheduled jobs and δ’ is 

the set of r remaining unscheduled jobs so that k r n 

. In addition, S1 and S2 are the completion time of the 

last job in δ
 
on M1 and M2, respectively. In each node 

of searching tree, the objective function of partial 

sequence δ is max ( )C  and its lower bound is shown by 

LB
*
.  In order to calculate LB

*
, the following theorems 

are utilized. 

The well-known Johnson’s rule (JR) give the 

optimal solution for the classical two-machine 

makespan scheduling problem where deterioration is 

not taken into consideration. If we consider 

deterioration value at the time S1 on M1 and 

  '

2 1 1, iMax S S Min P on M2 for each job in the set δ', 

then the processing time of the jobs in the set δ' will be 

constant. Therefore, the following theorem can be 

incorporated.  

Theorem 1. In a partial sequence δ, the lower 

bound (LB1) is obtained by using JR algorithm if the 

processing time of Ji on Mj in the set δ' is calculated by: 

'

1 1 1i i iP a b S   (6) 

  ' '

2 2 2 1 1,i i i iP a b Max S S Min P  
 (7) 

Proof: 

It is obvious that the processing time of jobs with the 

assumption of deterioration at times S1 and 

  '

2 1 1, iMax S S Min P  on M1 and M2 is not more than 

the state of real deterioration. Since JR optimizes 

makespan in the classical two machine flow shop 

scheduling problem, so with relaxation of the real 

deterioration and utilization of deterioration value at 

times S1 and   '

2 1 1, iMax S S Min P for all the jobs in the 

set δ’ , the makespan of each complete sequence will 

not be less than LB1. 

Browne and Yechiali [2] demonstrated in their 

research that the scheduling problem under 

deteriorating jobs on single machine to minimize 

makespan can be optimized via the created sequence 

based on the non-decreasing order of i

i

a
b

 ratio. So, if 

jobs in the set δ’ are scheduled from the time S1 using 

this rule on M1 and its makespan as 1

max ( )i

i

a
bC  is added 

to the least processing time of jobs in the set δ’ on M2, 

then theorem 2 can be defined as follows.   

Theorem 2. In a partial sequence δ, the lower 

bound is calculated by the following relation. 

 1 1

2 max 2 max( ) ( )i i

i i

a a
b bi iLB C Min a b C    (8) 

where 1

max ( )i

i

a
bC  is the makespan of the resulting 

sequence based on increasing ratio of 1i

i

a
b

 

on M1. 

Proof: 

As previously discussed, 1

max ( )i

i

a
bC  is the least possible 

makespan on M1. Now if the least processing time of 

jobs in the set δ’ is calculated on M2 at time 1

max ( )i

i

a
bC , 

then by adding it to 1

max ( )i

i

a
bC  the lower bound will be 

derived.  

In Theorem 2, if jobs in the set δ’ are scheduled 

from the time 
    1 1 1 21 2

,i ik
S Max S Min a b S S


  

 
on M2 

according to non-decreasing of 2i

i

a
b

, and 2

max ( )i

i

a
bC

 
be 

its makespan, then the theorem can be defined as 

follows.  

Theorem 3. In a partial sequence δ, the lower 

bound of the problem is calculated by: 

2

3 max ( )i

i

a
bLB C  (9) 

where 2

max ( )i

i

a
bC  is obtained according to arrangement 

jobs in the set δ’ based on increasing ratio of 2i

i

a
b

 

and 

schedule them from the least start time of position k+1 

on M2 i.e.,   1 1 1 2,i iMax S Min a b S S  .    

Proof: 

The start time of position k+1 on M2 is as follows: 

   

    

[ 1]2 [ 1]1 [ ]2 [ 1]1 2

1 [ 1]1 [ 1] 1 2 1 i1 i 1 2

S , ,

, ,

k k k k

k k

Max C C Max C S

Max S a b S S Max S Min a b S S

  

 

  

    

  

If we schedule the resulting sequence of increasing 

ratio of 2i

i

a
b

 

on M2 from the start time 

  1 i1 i 1 2,Max S Min a b S S  , then will obtain 2

max ( )i

i

a
bC . 
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Because of optimally of the created sequence based on 

the non-decreasing order of i

i

a
b

 ratio on single 

machine and scheduling it from the least start time on 

M2, hence the amount of objective function of any 

complete sequence will not be less than LB3. 

If we calculate the processing time of jobs in the set 

δ' by considering the deterioration value at the time S1 

on M1, then T1 will be obtained as the makespan of M1. 

Therefore, the following theorem can be used.  

Theorem 4. In a partial sequence δ, the lower 

bound is calculated by: 

 14 2 1i iLB Min aT Tb    (10) 

where 

1 1 1

'

1 ( )i i

i

T S a b S


  
 

(11) 

and  2 1i iMin a b T  is the least processing time of the 

jobs of the set δ' at the time T on  M2.
 Proof: 

Based on Equation (1), the actual processing time of Ji 

on Mj is Sij ij i ijP a b  . With assumption of 

deterioration amount at the point S1 for each Ji from δ’, 

the following relation is valid: 

1 1 1Si i iP a b 
 

therefore, 
[ ]1 1 1 1 1 1

'

1

'

( S )n i i i

i i

C S P S a Tb
  

        

from  [ ]2 [ ]1 [ 1]2,n n nS Max C C  , we have 
 

 
 [ ]2 [ ]2 [ ] [ ]2 [ ]2 [ ] [ ]1 [ 1]2

[ ]2 [ ] [ ]1 [ 1]2 [ ]

,n n n n n n n n

n n n n n

P a b S a b Max C C

a b C a b T

   

   

 

According to the definition of makespan, we have: 

 

   

1max [ ]2 [ ]2 [ ]1 [ 1]2 [ ]2 [ ]1 [ ]2

[ ]2 2 41 1 1

,n n n n n n n

n i i

C C P Ma T

T T

x C C P C P

Min P M Tin a b LB

      

     
 

If we consider the processing time of jobs of the set 

δ' at the time   1 1 1 2,i iMax S Min a b S S  on M2, then the 

following theorem can be used.  

Theorem 5. In a partial sequence δ, the lower 

bound is calculated by following relation: 

5 2

'

2 2( )i i

i

LB a bT T


    
(12) 

Where 

  1 12 1 2,i iMax S Min a b S ST     (13) 

Proof: 

As in theorem 3 showed, the least start time of position 

k+1 on M2 is   1 i1 i 1 2,Max S Min a b S S  .  Similarly 

based on Equation (1), the actual processing time of 

each Ji from δ' on M2 is: 

  2 2 [ 1]2 2 1 i1 i 1 2

2 2

S ,i i i k i i

i i

P a b a b Max S Min a b S S

a b T

     

 

 

According to the definition of makespan, we have: 

  max [ ]2 [ 1]2 2

2 2

1 i1 i 1 2 2

' '

2 5

'

S ,

( )

n k i i

i i

i i

i

C C P Max S Mi

T

n a b S S P

a Tb LB

 





 



      

   

 



In order to make the lower bound tighter, we choose the 

maximum value of the lower bound that is, 

 *

1 2 3 4 5, , , ,LB Max LB LB LB LB LB  (14) 

 

 

4. HEURISTIC ALGORITHM 
 
An alternative approach to the NP-hard problem is to 

provide a heuristic algorithm although they do not 

necessarily present the optimal solution. Thus, several 

easy heuristic methods are proposed for finding a near-

optimal solution to the problem described above. 

JR gives the optimal solution for the classical two 

machine makespan scheduling problem where 

deterioration is not taken into consideration. Though 

JR fails to provide the optimal answer for the proposed 

problem, we use it as the first heuristic algorithm. 

Since the deterioration rates of jobs are unequal, the 

lowest deterioration rate rule (LDR) and the highest 

deterioration rate rule (HDR) may be considered as the 

second and third heuristic methods, respectively. Also, 

the sequences formed based on the non-decreasing 

rates of 1i

i

a

b

, 2i

i

a

b

 and 1 2i i

i

a a

b


 
are proposed as the 

fourth, fifth and sixth heuristic methods denoted as 

Ratio1, Ratio2 and Ratio1+2, respectively. 

The main idea in the seventh one is to lessen the 

idle times in M2; therefore, the jobs are arranged based 

on the shortest normal processing times on M1 

(SNPT1). The eighth method focuses on reducing the 

queuing time of jobs in the queue of M2 (SNPT2). By 

applying SNPT to sum of the normal processing times 

on M1 and M2, the ninth heuristic approach (SNPT1+2) 

is formed.  

Moreover, the efficiency of all the mentioned 

heuristic rules is increased using a pairwise interchange 

(PI) method. The procedures of the heuristic rules are 

demonstrated as follows: 

Algorithm JR  

Step 1. Set k=1, l=n, and 1 2{J ,J ,...,J }nN  . 

Step 2. Choose Ji with the shortest normal 

processing time from N and name it as amin . 

Step 3. If amin is on M1, then schedule Ji in the k
th

 

position. Omit Ji from N, set k=k+1, and go to Step 4. 

Otherwise, schedule Ji in the l
th

 position. Delete Ji from 

N, set l=l-1, and go to Step 4. 

Step 4. If N is not empty, go to Step 2. Otherwise, 

stop. 

Algorithm LDR  

Step 1. Set k=1 and 1 2{J ,J ,...,J }nN  . 
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Step 2. Choose Ji with the lowest bi from N and 

schedule it in the k
th

 position. Delete Ji from N. 

Step 3. If k<n, set k=k+1 and go to Step 2. 

Otherwise, stop. 

Algorithm HDR  

To creat algorithm HDR, we should replace lowest 

bi by highest bi in step 2 in algorithm LDR.  

Algorithm Ratio1 

Step 1. Set k=1 and 1 2{J ,J ,...,J }nN  . 

Step 2. Choose Ji with the highest 1i

i

a

b

 from N and 

schedule it in the k
th

 position. Delete Ji from N. 

Step 3. If k<n, set k=k+1 and go to Step 2. 

Otherwise, stop. 

Algorithm Ratio2 

To creat this algorithm, we should replace 1i

i

a

b

 by 

2i

i

a

b

 in step 2 in algorithm Ratio1. 

Algorithm Ratio1+2  

To creat this algorithm, we should replace 1i

i

a

b

 by 

1 2i i

i

a a

b

  in step 2 in algorithm Ratio1. 

Algorithm SNPT1  

Step 1. Set k=1 and 1 2{J ,J ,...,J }nN  . 

Step 2. Choose Ji with the smallest ai1 from N and 

schedule it in the k
th

 position. Delete Ji from N. 

Step 3. If k<n, set k=k+1 and go to Step 2. 

Otherwise, stop. 

Algorithm SNPT2  

To creat this algorithm, we should replace ai1 by ai2 

in step 2 in algorithm SNPT1. 

Algorithm SNPT1+2  

To creat this algorithm, we should replace ai1 by 

ai1+ai2 in step 2 in algorithm SNPT1. 

Algorithm PI 

Step 1. Implement one of the above algorithms to 

find an initial sequence S0. Set k=1 and l=1. 

Step 2. If l<n, set k=k+1, Otherwise, stop. 

Step 3. Create a new sequence S1 by interchanging 

jobs in the l
th

 and k
th

 positions in S0. Replace S0 by S1 if 

the makespan of S1 is smaller than that of S0. 

Step 4. If k<n, set k=k+1 and go to Step 3. 

Otherwise, l=l+1 and go to Step 2. 

 

 

5. COMPUTATIONAL EXPERIMENTS 
 

In this section, in order to assess the performance of 

the B&B algorithm and the heuristic algorithms, 

computational experiments are considered. All the 

algorithms are coded in C++ and run on a Pentium 4 

PC with 2.53 GHz CPU and a RAM size of 3G. The 

parameters are generated according to related studies 

[9, 11, 23] in the literature. The normal processing time 

of Ji on Mj is randomly generated [9] from a discrete 

uniform distribution with interval (0, 10]. 

The computational analyses consist of two 

experiments. The first experiment is designed in order to 

study the effect of deterioration rate on the performance of 

proposed algorithms; the results are summarized in Table 

1. The job size [9] was fixed at n=11 and the value of 

deterioration rate b was segmented to ten groups (small to 

large) and have been generated randomly from 

continuous uniform distributions over (0, 0.1], (0.1, 0.2], 

(0.2, 0.3], (0.3, 0.4], (0.4, 0.5], (0.5, 0.6], (0.6, 0.7], (0.7, 

0.8], (0.8, 0.9] and (0.9, 1).  

Evaluating the efficiency of the B&B algorithm and 

the performance of the best heuristic algorithm are as the 

goals of the second experiment; the results are given in 

Table 2. In this experiment, the algorithms are tested with 

nine different job sizes 8,10,12,14,16,18,20,22 24n and  
and the deterioration rates are generated [11] from a 

continuous uniform distribution from interval (0, 1).  

For any condition, 20 replications were randomly 

generated;  since, 10 experimental conditions were 

examined in the first experiment and 9 conditions in the 

second one; therefore, 380 problems (i.e., 19×20) are 

generated, totally. In the B&B method, we dedicated 

4000 seconds as time constraint to each problem and if 

a problem cannot get the optimal solution in this 

constraint, then the solution procedure will stop for 

that. 

From Table 1 and Figure 1, the number of nodes of 

B&B algorithm is increased when the deterioration rate 

is increased especially from small to medium group.  

This trend is also observed from the mean and 

maximum CPU time according to Figure 2. The main 

reason is that the lower bounds become very tight 

when the deterioration rate is low or high; though, the 

trend of increment becomes less obvious when the 

deterioration rate is higher. This is due to the easier 

increment of the completion time of jobs according to 

the lower bounds. 

The performance of the heuristic algorithms is 

presented in Table 1 by a number of the best solution 

and average error percentage that algorithm PI is 

utilized in all of them. The error percentage of the 

solution produced by a heuristic algorithm is calculated 

as follows: 

 

%Error = 
*

*

( )
100 %

Z Z

Z


  

where Z is the makespan of the solution generated by 

the heuristic method, and Z
*
 is the makespan of the 

optimal schedule. 

Noteworthily, some heuristic algorithms (e.g., 

Algorithm LDR and JR) are not shown in Table 1 due 

to a high error or lack of a better solution than the 

others. The results demonstrate that among the 
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heuristic algorithms, the performances of Ratio1+2 and 

Ratio1 with PI are the best in terms of the number of best 

solutions and the average error percentage. Although JR 

provides the optimal solution for the traditional two 

machine flow shop, it has the worst performance among 

the algorithms in Table 1. As shown also, the average 

error percentages are increased as the deterioration rates 

are increased. 

For the B&B algorithm, the average CPU time, the 

number of optimal solutions and the efficiency are 

reported in Table 2. The efficiency of B&B algorithm is 

calculated by comparing the number of nodes explored to 

the total number of nodes. As previously mentioned, if a 

problem could not get the optimal solution in 4000 

seconds, then B&B procedure will be stopped and its 

result will be removed. From Table 2, it is found that 

the B&B algorithm is able to solve most problems of 

job sizes less than or equal 26 in a reasonable amount 

of time. The average CPU time is dramatically increased 

as the job sizes are increased since it is an NP-hard 

problem; however, this increment is not related to job 

sizes 24 and 26, because the B&B algorithm cannot 

solve all the problems in these job sizes in 4000 

seconds. Number of problems solved by B&B in 4000 

seconds was shown as a number of optimum samples 

in Table 2, for example, the B&B algorithm can solve 

16 and 12 problems (from 20 problems) with job sizes 

24 and 26, respectively. 

The efficiency of the B&B algorithm increases as the 

job size is increased as presented in Table 2. This index 

is calculated according to following relation. 

   
1

( !)

number of considered nodes
efficiency

n
 

 
(15) 

In this index, the number of considered nodes is 

compared with the total number of nodes (n!). Based 

on Figure 3, the index increase as the job size increase 

and it even reaches 1.  

 

It means that the performance of the B&B algorithm 

increase. The same trend is also observed from the 

average percentage of entire fathomed nodes, in which 

it is calculated based on the sum of the average 

percentage of fathomed nodes by each of the 

dominance rules, lower bounds, lemmas, etc. These 

indexes prove a fantastic performance of the proposed 

B&B method. 
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Figure 1. Mean node number of the B&B algorithm for n=11 

in the first experiment 
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Figure 2. Mean CPU time of the B&B algorithm for n=11 in 

the first experiment. 
 

 

TABLE 1. Computational results for the B&B and heuristic algorithms for n=11 

Group of b 

Number of best solution 

(with PI) 

Average error percentage of 

heuristic (with PI) 
CPU time (s) Node number 

Ratio1 HDR Ratio1+2 Ratio1 HDR Ratio1+2 Mean Max Mean Max 

1 11 2 7 0.87 1.03 0.92 0.46 0.93 46728.88 75381 

2 13 0 7 0.67 0.92 0.88 0.78 1.38 51039.24 120840 

3 9 2 9 1.02 1.63 1.45 0.97 1.84 60422.60 202500 

4 8 4 8 0.95 2.77 0.98 2.05 4.66 97571.91 253290 

5 6 2 12 1.20 2.05 1.55 3.45 7.22 111480.01 295381 

6 10 3 7 1.43 1.35 1.01 4.12 6.71 123748.72 287810 

7 7 0 13 0.81 2.48 1.23 3.30 8.19 139058.63 300180 

8 14 2 4 1.36 1.81 1.69 3.78 9.06 118408.19 303471 

9 7 2 11 1.51 1.93 0.75 4.02 7.32 122730.87 293001 

10 9 0 11 0.97 1.94 1.44 3.94 8.14 119320.92 285583 
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TABLE 2. Computational results for the B&B and heuristic algorithms for various n values. 

n 
Number of best solution (with PI) Average error 

percentage of 

best heuristic 

number of 

optimum 

samples 

average CPU 

time of B&B 

(s) 

Efficiency of 

B&B 

Average 

percentage of 

entire fathomed 

nodes Ratio1 HDR Ratio1+2 B&B H 

8 8 3 9 0.33 20 5 0.02 9.93E-01 81.67 

10 12 1 8 0.49 20 7 0.13 9.96E-01 75.11 

12 6 3 11 1.09 20 7 3.42 9.99E-01 79.28 

14 9 3 8 0.70 20 4 22.88 9.99E-01 82.01 

16 8 0 12 1.37 20 5 155.76 1.00E+00 91.74 

18 11 4 5 0.82 20 2 638.64 1.00E+00 93.85 

20 9 1 10 0.96 20 4 1439.40 1.00E+00 87.15 

22 10 1 9 1.14 20 1 2181.32 1.00E+00 93.06 

24 11 1 8 1.06 16 2 1552.85 1.00E+00 86.44 

26 9 4 7 1.26 12 2 1686.19 1.00E+00 94.07 

 

 

In addition, for the heuristic algorithms, number of 

optimum solutions, number of the best solutions and 

the average error percentage of the best heuristic 

algorithm are noted in Table 2; algorithm PI is utilized 

for all of them. 

The number of optimum solutions indicates that the 

heuristic algorithms are able to optimally solve some 

problems showing the difficulty and complexity of the 

studied problem in this paper. The number of the best 

solutions shows that the heuristic algorithms Ratio1+2 

and Ratio1 with PI are as the best. Moreover, the average 

error percentage of the best heuristic algorithm (which 

is mostly Ratio1+2 and Ratio1 with PI) is less than 1.37% 

as illustrated in Figure 4. Thus, they are recommended 

to obtain a near-optimal solution for the described 

problem. As previously discussed, JR has the worst 

performance among the algorithms. 
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Figure 3. Average error percentage of the best heuristic 

algorithm for various n 
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Figure 4. Average error percentage of the best heuristic 

algorithm for various n 
 
 
6. CONCLUSION 
 
In this paper, a two-machine flow shop scheduling 

problem with start time-dependent jobs was considered 

that the actual processing time of each job was 

calculated based on a linear function of its start time. 

The objective was to minimize the makespan. A B&B 

algorithm was proposed to solve the problem 

optimally. Several easy heuristic methods were also 

presented to obtain the near optimal solutions. The 

experimental results showed a high performance of the 

proposed B&B algorithm as it could solve most of the 

problems in a reasonable time when the job sizes were 

less than or equal to 26. Furthermore, it was shown that 

the average error percentage of heuristic approaches 

was less than 1.37%. The future studies may be 
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focused on the cases with multiple machines or the 

other objective functions. Also, a deterioration function 

can be considered in various types and forms, such as 

piecewise linear and the exponential. Other interesting 

assumptions in this problem can be the addition of a 

release time or machine availability constraint, which 

are applicable in many real-word problems. 
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 هچكيد
 

 

ای از کبرَبی ياثستٍ ثٍ زمبن ضريع در یک محیط فلًضبح دي مبضیه  ثىدی مجمًعٍ َدف ایه مقبلٍ ثررسی مسئلٍ زمبن

یبثد. َدف ایه مسئلٍ  َب ثٍ صًرت خطی افسایص می ثبضد کٍ زمبن پردازش ياقعی کبرَب ثر اسبس زمبن ضريع آن می

ای ثرای حل آن  ثبضد ثىبثرایه َیچ الگًریتم ثب زمبن چىدجملٍ می NP-hardحداقل کردن دامىٍ عملیبت است. مسئلٍ از وًع 

کران ثب در وظر گرفته اصًل غلجٍ، حديد پبییه ي ثبلا جُت ثٍ دست آيردن  ي يجًد ودارد. در وتیجٍ یک الگًریتم ضبخٍ

یىٍ ارائٍ ضدٌ است. َبی وسدیک ثٍ ثُ جًاة ثُیىٍ ارائٍ ضدٌ است. َمچىیه چىدیه الگًریتم اثتکبری ثٍ مىظًر یبفته جًاة

َبی  َبی پیطىُبد ضدٌ، آزمبیطبت محبسجبتی ثر اسبس ادثیبت مًضًع ارائٍ ضدٌ است. فعبلیت جُت ارزیبثی الگًریتم

ضًد؛ ثىبثرایه ثٍ دست آيردن جًاة ثُیىٍ ي یب وسدیک ثٍ ثُیىٍ مُم  زيال مًجت افسایص در دامىٍ عملیبت مسبئل می ريثٍ

فعبلیت است. علايٌ ثر ایه،  20کران قبدر ثٍ حل مسبئل ثب اثعبد  ي پیچیدگی مسئلٍ، الگًریتم ضبخٍثبضد. ثب در وظر گرفته  می

است، ثىبثرایه ثُتریه الگًریتم ثرای ثٍ دست آيردن جًاة  76/1َبی اثتکبری کمتر از % متًسط درصد خطبی الگًریتم

 گردد. وسدیک ثٍ ثُیىٍ در مسبئل ثب اثعبد ثسرگ پیطىُبد می

doi: 10.5829/idosi.ije.2016.29.06c.07 
 

 

 


