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A B S T R A C T  
 

 

In this paper, we propose a novel framework for behaviors recognition and detection of certain types of 
abnormal behaviors, capable of achieving high detection rates on a variety of real-life scenes. The new 

proposed approach here is a combination of the location based methods and the object based ones. 

First, a novel approach is formulated to use optical flow and binary motion video as the location based 
feature. Next, the spectral clustering is implicated to categorize the similar behavioral features, and a 

new cluster fusion method which combines the obtained results of the clustering with the two lateral 

features is also proposed here. Then, in each cluster, the velocity and the trajectory are used as the 
object based features. In addition, the hidden Markov model is used as the behavior model. The most 

important outcome of this paper is that with the help of the mentioned object based features, we can 

detect the abnormal behaviors which cannot be identified using the previously reported location based 
features. Finally, a framework that performs abnormal behavior detection via statistical methods is 

presented. 

doi: 10.5829/idosi.ije.2015.28.11b.07 

 

 
1. INTRODUCTION1 
 

In many public places a large number of surveillance 

cameras have been installed. Installing a large number 

of cameras has produced a huge surveillance video data. 

Unfortunately, many behaviors are not discovered in 

such a manual system due to intrinsic constraint from 

utilizing solely human operators eyeballing CCTV 

screens. To fulfill such a need, video content analysis 

paradigm is shifting from a fully human operator model 

to a machine-assisted and automated model. Recently, 

there is an increasing interest in automatic analysis of a 

video data. The field of activity recognition has obtained 

an increasing level of demand driven by applications in 

health monitoring and assistance, manufacturing and 

entertainment. Detecting anomalous behaviors and 

recognizing the normal ones is one of the basic tasks of 

deploying an intelligent video surveillance system. 

Generally, an anomalous pattern is one that is rare and 
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dissimilar from the regular instances or behavior pattern 

which is not represented by sufficient samples in a 

training dataset but satisfies constraint of abnormal 

pattern.  

 

1. 1. Related Work        This section discusses and 

compares some existing approaches for behavior 

recognition and anomalous behavior detection. 

To the best of our knowledge, many of the works 

which have been published are only object based or 

only location based. Object based methods are 

according to the detection and tracking of viewed 

objects [1]. In these methods, moving objects are 

detected and detected objects are classified and tracked 

over a certain number of frames. After the object 

tracking, the resulting paths are used to identify normal 

and anomaly behaviors. Since the features of interest are 

generally related to specific objects, we call these 

methods as the object based. In [2] a system that uses 

multi-feature object trajectory clustering algorithm, 

estimates normal behavior and detects anomalous 

Application of  Combined Local Object Based Features and Cluster Fusion for the 
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behavior has been introduced. The proposed approach is 

based on clustering. The main problem of most methods 

is that they are not adapted to different environments. 

Predefining all normal and anomalous behaviors is not 

practical. Decomposition of the modeling task into a 

number of sub-tasks is one way to detect abnormal 

behavior in complex environments. The proposed 

algorithm in [3] uses behavior-based decomposition for 

modeling a complex behavior. A normal behavior 

pattern follows a typical order of atomic actions with 

certain duration. In [3] deviation from either one or both 

of these temporal characteristics is considered as an 

anomaly. This reference decomposes a complex 

behavior pattern according to its temporal 

characteristics and then the decomposed behavior is 

modeled using a cascade of dynamic Bayesian networks 

(CasDBNs). Instead of relying solely on trajectories, 

reference [4] proposes a hierarchical representation of 

video events. This reference defines video events at 

different semantic levels. The events deviating from 

rules are detected as anomalies. Analyzing human 

crowds is the purpose of [5]. In this paper, at first, 

optical flows are estimated using Lucas–Kanade (LK) 

algorithm [6] and then used for a clue to cluster human 

crowds into groups. Reference [7] proposes a method to 

model and learn the scene activities, observed by a static 

camera. This method uses a unified Markov chain 

Monte Carlo (MCMC)-based framework for generating 

the most likely paths in the scene and deciding whether 

a given trajectory represents an anomaly to the observed 

motion patterns. The proposed method in [8] by using 

only local motions as features, avoids tracking in the 

crowded scenes. This reference proposes three novel 

hierarchical Bayesian models. These models are more 

advanced than the existing topic models, such as LDA 

[9] and HDP [10]. 

However, the location based approaches utilize the 

features that describe the behavior patterns observed at a 

particular location. These methods, firstly, generate 

behavior models for each location and detect anomalies 

in the behavior patterns exhibited in different locations. 

Then, identify and track objects that generate the 

anomalous patterns. The proposed methods in [11-13] 

presents a new feature that is obtained from the activity 

observed in the video frame. This behavior feature has 

certain geometry independence properties. Using this 

simple feature, these references demonstrate the utility 

of geometry in multi-camera information processing by 

presenting its applications to two problems. This 

method is based on pixels of data, and so the 

computational complexity is high. Reference [14]  

presents an instant action recognition method, which is 

able to recognize an action in real-time from only two 

continuous video frames. This reference uses optical 

flow as feature. In [15] two measures to detect 

anomalous behaviors in an ensemble of classifiers are 

proposed by monitoring their decisions. This reference 

finds a model of classifier coherence from the training 

set and, then determines how much each classifier 

deviates from this model. Whenever this deviation 

exceeds a predefined threshold value, the classifier is 

considered as anomalous. 

 

1. 2. Our Contributions         The object based 

methods due to the tracking of all the objects in the 

scene, are impractical for environments that the number 

of objects are large. On the other hand, in some 

environments the behavioral features associated with the 

object such as velocity are the reason for the 

abnormality. In the location based methods and those 

kinds of the lateral environments due to the lack of the 

mentioned features, detection of the abnormal behaviors 

is impractical. 

The main contribution of this work is twofold; first, to 

tackle the problems mentioned above, we propose a 

novel algorithm to combine both object based and 

location based approaches. Second, a new cluster fusion 

algorithm is proposed to combine the results of the 

clustering. 

To do this, at the first step, using the background 

subtraction method, the foreground pixels are detected. 

Then, in order to decrease the calculations, the 

behavioral features will only be extracted through the 

motion regions. In this paper, the location based 

features being used as the suggested method by 

implicating the optical flow and the proposed attribute 

mentioned in [11]. Then, with the purpose of 

categorizing the similar behavioral features, the spectral 

clustering method is used. Here, a cluster fusion method 

is proposed which combines the obtained results of the 

clustering with the two lateral features. Using the 

Hidden Markov Model (HMM), a behavioral model is 

introduced for each obtained cluster. In the next section, 

as the main proposed method of this paper, for each 

obtained cluster from the previous part, the trajectory of 

the objects positioned in the cluster are extracted. The 

extracted trajectory together with the mean velocity is 

considered as the object based behavioral feature for 

that mentioned cluster. Finally, in the testing phase and 

in order to detect the abnormal behavior, considering 

the mentioned features (object and location based ones), 

abnormal behaviors will be accurately detected. The 

most important outcome of this paper is that with the 

help of the approach proposed here we can detect the 

abnormal behaviors which cannot be identified using 

the previously reported location based features [16, 17]. 

The remainder of this paper is organized as follows: 

section 2. 1 covers the detection of moving pixels for 

video frames. In section 2. 2 optical flow and binary 

motion video is described as the features and then 

section 2. 3 presents how behavior features are obtained. 

Section 2. 4 details the proposed approach in behavior 

clustering. The behavior modeling and the hidden 

Markov model are described in section 2. 5. A brief 
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introduction to the tracking based on particle filter is 

described in section 2. 6. Section 3 presents our 

approach in distinguishing anomalous behaviors. Tests 

and results are shown in section 4. Finally, conclusions 

are given in section 5. 

 

2. MATERIALS AND METHODS 
 

2. 1. Detection of Moving Pixels      The simplest 

method to extract the foreground pixels is to find the 

difference between the current frame and the 

background model. However, this method is more 

sensitive to changes in brightness for surveillance 

applications and causes noise and undesirable effects in 

behavior modeling [18]. To eliminate this problem, a 

robust background modeling method presented in [19] 

is used. The purpose of the model is to obtain very 

recent information about the scene, continuously up 

dating this information to obtain the fast changes in the 

scene background. Let 
1 2, ,..., Nx x x  be the N recent 

samples of the intensity value for a given pixel in N 

sequent frames. Using these samples, the probability 

density function of the intensity value xt at time t for 

this pixel, can be non-parametrically estimated using the 

Kernel estimator K as 

1

1
( ) ( )

N

t t i

i

pr x k x x
N 

   (1) 

Kernel estimator function, K, is chosen to be a Normal 

function (0, )N  , where   represents the Kernel 

function bandwidth. Using this Kernel estimator 

function, the density will be estimated as 
1

12

1
1 2 2

1 1
( ) ( ) ( )

(2 )

N
T

t t i t id
i

pr x e x x x x
N








   



  (2) 

If ( )tpr x th , where th is a threshold value, then pixel 

with value xt will be considered as a foreground pixel. 

 

2. 2. Feature Extraction      In this section, first, the 

binary motion video and the optical flow are described 

and then the method of obtaining behavior feature is 

presented. 

 

2. 2. 1. Binary Motion Video       Briefly, binary 

motion videos are the occupancy durations of the block 

of pixels by foreground objects. We utilize the 

background subtraction and extract the binary motion 

video in each frame. For binary motion video in each 

frame of the video, the blocks of pixels that observe 

moving objects are assigned a value of 1, and the blocks 

of pixels that observe the background are assigned a 

value of 0. Once the motion detection is performed, we 

obtain a binary motion video V (-, •), where V (i, r) 

denotes the binary value of block ‘i’ in frame number 

‘r’. Here, V (i, r) =1 if block ‘i’ undergoes a motion at 

time ‘r’ and V (i, r) = 0, otherwise. 

2. 2. 2. Optical Flow       Optical flow is a feature that 

has many applications in behavior recognition. The goal 

of optical flow estimation is to compute an 

approximation to the motion vector from time-varying 

image intensity. In this paper, we use optical flow as 

feature. We compute optical flow vectors using the 

method proposed in literature [6]. There is high 

computational complexity for estimation of the optical 

flow for the total pixels in the frame. Therefore, to 

reduce the computation complexity, we use background 

subtraction method for detection of the moving pixels 

and compute the optical flow only for these moving 

pixels. Optical flow for sample frame is shown in 

Figure 1. 

 

2. 3. Behavior Feature       We now propose behavior 

feature of each pixel using binary motion video and 

optical flow. 

 

2. 3. 1. Behavior Definition Using Binary Motion 
Video       Consider the proposed activity features for 

block‘i’, a sequence of ones and zeros: 

( ( ,1), ( ,2),..., ( , )iV V i V i V i T  (3) 

Let i

nB  (busy rate) denotes the length of thn  set of 

consecutive ones in iV  and 
i

nI  (idle rate) denotes the 

length of the thn  set of consecutive zeros in iV . For 

each block ‘i’, ( , )i i

n nB I  tuples are samples of a 2-

dimensional distribution. In this work, the fundamental 

distribution that produces the defined ( , )i i

n nB I  tuples is 

considered as the behavior observed at block ‘i’. 

 

 

  
(a) (b) 

 

 
(c) 

Figure 1. Optical flow for sample frame. (a) Sample frame (b) 

Binary motion video obtained using background subtraction 

(c) Optical flow estimated for sample frame 
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2. 3. 2.Behavior Definition Using Optical Flow       
Behavior feature of each pixel using optical flow is 

proposed. For several frames in training video, optical 

flow vectors are obtained and the average of all optical 

flow vectors in a pixel is considered as the behavior 

feature. The optical flow vectors are split into the 

horizontal channel (Fx) and the vertical channel (Fy). Fx 

is the average of all optical flow vectors in a pixel in the 

horizontal direction and Fy is the average of all optical 

flow vectors in a pixel in the vertical direction. 

Therefore, for each pixel there is a vector F= (Fx, Fy). 

The proposed behavior feature in this paper is a 

location-based feature. 

 

2. 4. Clustering         For anomalous behavior 

detection, first we need to learn behavior models. There 

are many blocks of pixels in a frame, so we need to 

learn a large number of behavior models. Learning these 

many models poses computational challenges. To 

reduce the number of models that need to be learned and 

thus reduce the computation complexity, we use 

behavior clustering in which the blocks of pixels that 

exhibit similar behavior models are clustered together. 

In this paper, two feature spaces are used for clustering. 

In optical flow feature space, the features F= (Fx, Fy) 

for each block of pixels is used for clustering. However, 

in the binary motion video feature space, first the 

coordinates of block of pixels i in the busy-idle space, 

( , )i iB I , is obtained.  

Let  
1

,
isi i

n n n
B I


 be the set of busy-idle samples for block 

of pixels i. Define 

1 1

1 1
,

i is s
i i i i

n n

n ni i

B B I I
s s 

    (4) 

as the mean busy and idle rates for block of pixels i. 

 

2. 4. 1. Affinity Matrix       In order to make spectral 

clustering, we must measure the affinity among block of 

pixels. Affinity matrix is defined as  

(1,1) (1,2) ... (1, )

(2,2) ... (2, )

( , )

A A A N

A A N
A

A N N

 
 


 
 
 

  

 
(5) 

In this matrix, ∗ shows symmetric values; N displays the 

full number of block of pixels. Any entry of this matrix 

is calculated as: 

2max{ ( , ), ( , )} 2( , )
i j j id FS FS d FS FSA i j e   (6) 

where, iFS  is F= (Fx, Fy) tuples in the optical flow 

space or 
( , )B I

 tuples in the busy-idle space for block 

of pixels ‘i’. We use Hausdorff distance to calculate the 

distance ( , )i jd FS FS , defined as:  

( , ) max min
ji

i j

b BIa BI

d BI BI a b


   (7) 

 
2. 4. 2. Spectral Clustering       After computing the 

affinity matrix, we use spectral clustering to obtain the 

behavior clusters [20, 21] in each feature space.  

 

2. 4. 3. Cluster Fusion          In this part, we present the 

novel method of cluster fusion. In proposed approach, 

the final segmentation of block of pixels is gained after 

analyzing the refined clustering results from any feature 

area. The mixture of the clusters includes three stages, 

namely, the estimation of the final number of clusters, 

the creation of the communication between clusters in 

different feature spaces, and the attribution of each 

block of pixels to a final cluster. 

Let
1

{ }
M

mm 


 be the set comprising the number 

of clusters for any feature space ,of bmv

m m  . The final 

number of clusters   is chosen as the minimum 

amount of the set  . 

In order to create the formation of each cluster, the 

procedure is started by a feature space 

 ,kd of bmv

k m m    such that
k  . The primary 

parameters of the ultimate clusters  ; 1,2,...,f

jC j   

are those described by kd

k . To improve the parameters 

pursuant to the outcomes of the other feature spaces, the 

correspondence between kd

k  and all other feature 

spaces is found. Let   be the index of the cluster in 

nd

n  that has the maximum correspondence (maximum 

number of overlapping elements) with the cluster i th  of 

kd

k  

arg max k n

i j
j

C C    (8) 

where, 1,...,i  and 1,..., nj  . Also, 
k

iC
and n

jC

illustrate the i th and j th clusters in kd

k  and nd

n , 

respectively. Then 
f

iC  is updated by taking the 

overlapping elements,  f f n

i iC C C  . This process 

continues for all feature spaces. These results in   

clusters consist of all the blocks of pixels that are 

consistent with all feature spaces and are, therefore, 

considered to represent a reliable structure for each 

cluster. After clustering, some of the blocks of pixels 

are not associated with any cluster. To this end, these 

blocks of pixels are associated with a cluster where 

distance from the cluster center is closer than other 

clusters. 

 

2. 5. Hidden Markov Model        Hidden Markov 

model (HMM) is a statistical Markov model. The 
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system being modeled is supposed to be a Markov 

process with unobserved (hidden) states [22, 23]. The 

purpose of this model is that hidden states are estimated 

using the observation Sequence.  

Here, the notation ( , , )A B   is used to display 

the parameter set of the model. In this notation, A is the 

transition probabilities; B is the observation symbol 

probability distribution and   is the initial state 

distribution 

In determining the hidden Markov model as a 

behavioral model for each cluster, the problem is to 

specify a method to formulate the model parameters 

( , , )A B   to maximize the probability of the 

observation sequence given the model [ ( )p O  ]. In 

addition, we also use the Baum-Welch algorithm to 

estimate the model parameters [24]. 

According to the above mentioned points, this 

paper trains an HMM model using the block of pixels as 

the training data after initializing the state transition and 

prior probability matrices with random variables. It 

should be noted that, here the hidden Markov model is a 

model with two states. In addition, behavior model of 

blocks of pixels i.e. ( , )i i

n nB I  tuples and (Fx, Fy) tuples 

are considered as observation sequences for using in 

hidden Markov model. Statistical distribution of each 

observation sequence is considered as normal 

distribution.  

 

2. 6. Tracking         Tracking is the problem of 

generating an inference about the motion of an object 

given a sequence of images. In this section, at the first 

step, the aforementioned proposed background 

subtraction algorithm is used to extract foreground 

regions corresponding to the moving objects. Then, a 

particle filter is used to track the objects. The particle 

filter predicts the states of “tracked objects” in the 

current frame according to the states of the “tracked 

objects” in previous frames (  t tP X Z ). This method 

models the object in such a way that has some internal 

states; the state of the object at the t’th frame is typically 

written as ( )tX . The measurements obtained in the t’th 

frame are written as ( )tZ . In particle filtering, the 

conditional state density  t tP X Z  at time t is 

represented by a set of samples  ( ) : 1,...,n

ts n N  

(particles) with weights 
( )n

t  (sampling probability). 

The weights define the importance of a sample, i.e., its 

observation frequency. To decrease computational 

complexity, for each tuple  ,n ns  , a cumulative weight 

nc is also stored, where 1Nc  . The new samples at 

time t are drawn from  1 1 1 1( , , ): 1,...,n n n

t t t tS s c n N      

at the previous time t-1 step based on different sampling 

schemes. The most common sampling scheme is 

importance sampling. Using the new samples
tS , one 

can estimate the new object position [25, 26]. The 

tracking result in sample frames by the used algorithm 

in this paper is shown in Figure 2. 

 

 

3. ANOMALY DETECTION 

 

In the previous parts and through the training phase, a 

location based behavioral feature was extracted for each 

location. Then, the locations with similar behavioral 

features have been putted in a cluster and for each 

cluster a behavioral model based on location has been 

obtained (
Location ). Afterward, in each cluster we have 

extracted the object trajectory and the velocity. And, by 

employing this features, an object based behavioral 

model for that cluster has also been introduced (

Object Location
 ). We develop a framework that learns the 

behavior model at various regions of the video frames, 

and performs abnormal behavior detection via statistical 

methods. It is assumed that during the training phase, 

model is trained using only normal class of instances or 

dataset dominated by normal behavior. Therefore, the 

behavior models are normal ones. In the testing phase, 

the objective is to detect abnormal behavior using the 

normal models, i.e. detection of behaviors that 

statistically deviate from the learnt normal profile. Now, 

in the testing phase to distinguish the abnormality of the 

behaviors, we simultaneously implicate the two models. 

This means that the probability of the behavior can be 

extracted according to the obtained models in the 

training phase. (  ip o  ). In case the multiplication of 

the probabilities,  

( ) ( ). ( )location location object object location
p O p o p o   ,  

is lower than a threshold value (this threshold value 

could be obtained from experiment), the mentioned 

behavior in that location should be considered as an 

anomaly. From a location based behavior point of view, 

some behaviors could be considered as an anomaly and 

the others might be regarded as the anomaly when an 

object based style is concerned. Using the method 

proposed in this paper, it is possible to examine the 

behaviors by considering both of features. 

Consequently, the abnormal behaviors can be detected 

when either locality or objectivity is concerned as a 

behavior.  



A. Feiziet al. / IJE TRANSACTIONS B: Applications  Vol. 28, No. 11, (November2015)  1597-1604                                        1602 
 

 
Figure 2. The tracking result in sample frames 

 
 
4. TESTs AND RESULTS 
 
The proposed algorithm has been tested using the 

dataset in [11]. In this dataset, the frame size and the 

frame rate are 240×320 pixels and 25 fps, respectively. 

Figure 3 shows the results for this dataset. In this 

dataset, a highway is monitored by a network of the 

cameras. In this highway vehicles are moving in the 

opposite directions and so, the optical flows are 

different. Figure 3(a) shows a sample frame. In Figure 

3(b), the result of detection using background 

subtraction method is indicated. Moving vehicles from 

the highway is considered as normal behavior in this 

dataset, three normal behaviors using clustering are 

obtained. Three normal behaviors are showed in Figure 

3(c)-(e). In these three clusters and through the training 

phase, the object trajectory is extracted (Figure 3(f)-(g)) 

and their velocity is also calculated. The obtained 

trajectory and velocity are considered as the object 

based features. In this dataset, it is possible to determine 

this abnormal behavior, the train pass (Figure 3(h)-(i)), 

according to considering only the location based 

features. And, there is no need to extract the trajectory 

and the object based detection. 

In order to clarify the feasible advantage of the 

proposed method in this paper, it is worthwhile to 

compare our method with ones presented in [16,17]. To 

this end, we have prepared a dataset from an outdoor 

environment using surveillance cameras. The frame size 

and the frame rate are 240×320 pixels and 25 fps, 

respectively. In this dataset, the pedestrians and vehicles 

are passing through the appropriate paths. From a 

location based features point of view, the mentioned 

dataset is cluster by three regions. These regions are 

described as following: The first region is the 

background in which there is no motion observed. The 

second one is the street, the path the vehicles are 

passing. And, the path the pedestrian are crossing is the 

third region. When a motorcycle passes through the 

sidewalk, this happening is an example of an abnormal 

behavior. The cause of the abnormality is the difference 

between the trajectory and the velocity of this abnormal 

behavior and those of the normal ones, which are 

obtained in the training phase in this region. This 

abnormal behavior cannot be recognized by the location 

based methods, while using the proposed method in this 

paper and extraction of both the trajectory and the 

estimated velocity, it is possible to concisely detect this 

abnormal behavior (Figure 4). As mentioned above, it 

should be emphasized that the difference between the 

trajectory and the velocity of the pedestrians and those 

of the motorcycle is the key factor in recognizing the 

anomaly. Using the aforementioned dataset and 

implicating the proposed method and ones presented in 

[16,17], the numerical results are presented in the Table 

1.  

 

 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

 
i 

Figure 3. Pets2006 dataset. (a) Sample frame (b) Moving 

pixels obtained using background subtraction (c–e) the results 

of spectral clustering (f–g). The trajectory obtained for each 

cluster result (h) Sample frame for anomalous behavior (i) The 

result of anomalous behavior detection 
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TABLE 1. Probability of the observation sequence obtained 

in testing phase given the normal behavior model 

behavior 3( )tp O   
2( )tp O   

1( )tp O   
Observation 

sequence
1O  

normal -33.6328 28.5685- 10.8212- 
Method in 

Ref. [16] 

normal -10.4639 26.8196- 25.8539- 
Method in 

Ref. [17] 

abnormal -29.7058 29.4213- 33.0944- Our method 

 
 

 

 

Figure 4.The abnormal behavior detection result in sample 

frames 
 
 
TABLE 2.The precise rate for abnormal behavior detection 

Method Total 

abnormal 

behaviors 

Detection as 

abnormal behaviors 

using method 

Precise 

rate 

Method in 

Ref. [27] 

50 31 0.62 

Our method 50 43 0.86 

 
 
 

In addition, for 50 abnormal behaviors in different 

videos, Table 2 shows the precise rate for abnormal 

behavior detection for the method used in [27] which 

recognizes the abnormal behaviors using a combination 

of size and speed features (almost an object based 

method). These abnormal behaviors are randomly 

sampled from the different testing videos to build the 

abnormal behavior datasets. It can be concluded that the 

results obtained by our proposed approach are more 

acceptable, as compared with ones achieved for the 

method in [27]. 

 
 
5. CONCLUSIONS 
 
We have proposed a location based approach which 

uses block of pixels for anomalous behavior detection. 

We have presented busy-idle rates and optical flow 

vectors as the behavior features to obtain a behavior 

model for a block of pixels. To reduce the 

computational cost, we have used a method of detection 

to separate motion regions and background before 

computing optical flow and busy-idle rates. In addition, 

spectral clustering has been used for classifying the 

behavior models and the pixels exhibited similar 

behavior have been clustered together. Furthermore, in 

cluster fusion phase, we have mixed clusters to obtain 

the final segmentation of the block of pixels. We have 

used the hidden Markov model as the behavior model 

for each cluster. Finally, we have introduced a 

framework which performs abnormal behavior detection 

via statistical methods. The experimental results show 

the robustness and less computational complexity of the 

proposed method. 
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چكيده
 

در این مقاله یک روش جدید برای شناسایی رفتارها و آشکارسازی انواع معینی از رفتارهای غیرمعمول با توانایی نرخ 

باشد.  های بر اساس هدف می های بر اساس محل و روش شود. رهیافت پیشنهادی ترکیبی از روش آشکارسازی بالا ارایه می

شود.  کند، پیشنهاد می را استفاده می binary motion videoهای شار نوری و  قاله ابتدا یک روش جدید که ویژگیدر این م

شود و یک روش ترکیب کلاستر جدید که نتایج  بندی رفتارهای مشابه ارایه می بندی طیفی برای دسته سپس روش دسته

شود. در مرحله بعدی سرعت و خط  کند، پیشنهاد می هم ترکیب میبندی با استفاده از دو ویژگی بالا را با  حاصل از دسته

شوند. در این مقاله مدل مارکوف مخفی به عنوان مدل رفتاری  های بر اساس هدف استخراج می سیر به عنوان ویژگی

غیرمعمولی  توان رفتارهای ترین نتیجه این مقاله این است که با کمک ویژگی هایی بر اساس هدف می شود. مهم استفاده می

ها نیستیم. در نهایت یک روش آماری برای  هایی بر اساس محل قادر به آشکارسازی آن را آشکارسازی کرد که با ویژگی

 شود. آشکارسازی رفتارهای غیر معمول ارایه می
doi:10.5829/idosi.ije.2015.28.11b.07 
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