
IJE TRANSACTIONS A: Basics   Vol. 27, No. 4, (April 2014)  561-572 

 
 

International Journal of Engineering 
 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 
Optimal Process Adjustment with Considering Variable Costs for Uni-variate and 
Multi-variate Production Process 
 
M. S. Fallahnezhad *, E. Ahmadi  
 
Department of Industrial Engineering, Yazd University, Yazd, Iran 

 
 

P A P E R  I N F O   
 

 

Paper history: 
Received 25  December 2013 
Received in revised form 07 August 2013 
Accepted 22 August 2013 

 
 

Keywords:   
Markov Chain 
Process Mean 
Normal Distribution  
 

 
A B S T R A C T  

   

This paper investigates a single-stage and two-stage production systems where specification limits are 
designed for inspection. When quality characteristics fall below a lower specification limit (LSL) or 
above an upper specification limit (USL), a decision is made to scrap or rework the item. The purpose 
is to determine the optimum mean for a process based on rework or scrap costs. In contrast to previous 
studies, costs are not assumed to be constant. In addition, this paper provides a Markovian model for 
multivariate Normal process. Numerical examples are performed to illustrate the application of the 
proposed method. 
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1. INTRODUCTION1 
 
Cost optimization of the quality models has been a topic 
of research for decades and many approaches have been 
proposed [1]. 

One of the most important problems in industry is to 
determine optimum process mean. Selection of the 
mean optimum for a process is significant since it can 
influence the scrapping cost and reworking cost in 
addition to inspection costs. 

Consider a production process. If the value of 
quality characteristic falls above upper specification 
limit (USL ); then, the item is reworked and a 
reworking cost is incurred and if it falls below a lower 
specification limit ( LSL ), the item is scrapped, and a 
scrapping cost is incurred. The proportion of scrapped 
items depends on the value of the process mean and 
specification limits. 

Many statistical tools have been developed to 
maximize the profit for an item based on the production 
settings. Rahim and Al-Sultan [2] analyzed the problem 
of simultaneously determining the optimal mean and 
optimal variance for a process.  
Tosirisuk [3] obtained the process adjustment intervals 
based on minimizing the total quality cost of 
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production. Bowling et al. [4] considered one quality 
characteristic in each production stage to obtain the 
optimal process adjustment. Khasawneh et al. [5] 
proposed a similar model with considering dual quality 
characteristics. 

In production environments, the item is considered 
as scrapped if the values of quality characteristics fall 
below a lower specification limit. In addition, the item 
needs to be reworked, if the value of quality 
characteristics falls above an upper specification limit. 
In such a system, if the process mean is set too low; 
then, the proportion of scrapped items increases and if 
the process mean is set too high; then, the proportion of 
reworked items increases. This justifies the 
determination of optimal process mean [6]. 
Fallahnezhad and Hosseini Nasab [7] presented Markov 
models of this problem with considering the fact that 
reworking action can be performed only one time on 
each item when dual quality characteristics existed. 
Abbasi et al. [8] proposed a method to determine the 
optimal process mean in a filling problem.  

One of the contributions of this paper is to consider 
variable cost. Mostly, in practical cases, the reworked 
items are different from each other and their reworking 
costs are not equal. Furthermore, scrapped items have 
different costs and we cannot surely say that all 
scrapped items have equal costs. This fact justifies 
assuming a model with variable costs. Thus, we have 
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modified the model of Bowling et al. [4] in order to 
develop a model with variables cost. The proposed 
models for determining an optimum process mean in the 
literature mostly consider constant costs for reworked 
and scrapped items. However, in the real-world 
industrial settings, costs of reworking or scrapping are a 
function of the value of quality characteristics, where 
the amount of raw material in item influences on the 
different costs of each item. Therefore, the amount of 
material that is above USL  and below LSL  effects on 
the cost of reworking and scrapping, respectively. The 
objective of this paper is to determine optimal process 
means by employing Markovian models in order to 
maximize the expected profit of a serial production 
system, in which lower and upper specification limits 
are given at each stage. In addition, it is assumed that 
the value of each quality characteristic follows a normal 
distribution, and screening (100%) inspection is 
employed. Therefore, the contributions of this model are 
to consider variable costs along with extension of the 
model to multivariate normal process. The quality loss 
functions have also been considered in the model. 

The remainder of this paper is as follows: The 
notations are summarized in Section 2. In Section 3, 
Markovian models for single-stage and two-stage 
production systems are designed. An extension of the 
models for the multi-variate normal comes in section 4. 
Numerical examples are done in Sections 5. Sensitivity 
analysis of the model comes in section 6. The 
conclusion is in the last section. 
 
 
2. PRELIMINARIES 
 
Notations are summarized below, 

( ) :E PR Expected profit per item 
( ) :E BF Expected benefit per item 
( ) :E PC Expected processing cost per item 
( ) :E SC Expected scrap cost per item 
( ) :E RC Expected rework cost per item 

:SP  Selling price per item 
:iPC Processing cost associated with stage i  
:iSC Scrapping cost associated with stage i  
:iRC Reworking cost associated with stage i  

:n Number of stages 
:d The number of quality characteristics 
:ix Quality characteristic associated with stage i  
:iμ Mean value of process in stage i  

2 :iσ Process variance in stage i  
:iL Lower specification limit associated with stage i  
:iU Upper specification limit associated with stage i  

Φ( ) :x Cumulative function of normal distribution 

:P Transition probability matrix 
:Q Square matrix containing transition probabilities of 

going from any non-absorbing state to any other non-
absorbing state 

:R  Matrix containing all probabilities of going from 
any non-absorbing state to an absorbing state (i.e., 
finished or scrapped product) 

:A Identity matrix  
:O  Always zero matrix  
:M Matrix containing the expected number of 

transitions from any non-absorbing state to any other 
non-absorbing state 

:F Matrix containing the long run probabilities of the 
transition from any non-absorbing state to any 
absorbing state 

:ijP The probability of going from state i  to state j  in 
a single step 

:ijm Expected number of transitions from any non-
absorbing state i to any other non-absorbing state .j  

:ijf Probability of going from any non-absorbing state 
i to any absorbing state .j  
 
 
3. SINGLE-STAGE SYSTEM 
 
Consider a multi-stage serial production system in 
which each stage is defined as a single machine and a 
single inspection station. The expected profit per item 
can be defined as follows [4]: 

( ) ( ) ( ) ( ) ( ).E PR E BF E PC E SC E RC     (1) 

In the current research, the production process is 
modeled into an absorbing Markov model. In other 
words, in this process, some items are scrapped and 
reworked. Hence, a Markov chain is adopted to show 
the flow of material. The data required for such a model 
are (i) the probability accepting the item in each stage 
and going to the next stage and (ii) the probability of 
reworking and scrapping items at various stages. In each 
stage, the item is screened; if it does not fall within the 
specifications limits, it is either scrapped or reworked. 
The reworked item will be inspected again. 
Consider a single-stage production system with the 
following states. 
State 1: An item is being processed or reworked.  
State 2: An item is accepted. 
State 3: An item is scrapped. 
 The transition probability matrix is determined as 
follows: 
 

11 12 13

0 1 0 ,
0 0 1

P P P
P

 
 
   
 
 
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Figure 1. A single-stage production system (Bowling et al. 
[4]). 
 
 

 
Figure 2. The probabilities of accepted, reworked, and 
scrapped items (Bowling et al. [4]). 
 
 
where, 11P is the probability of reworking or the 
probability of staying in state 1, 12P is the probability of 
accepting an item, and 13P  is the probability of 
scrapping an item. Assuming quality characteristics 
follow a normal distribution with mean 1μ  and standard 
deviation 1σ . 
Thus, these probabilities can be expressed as follows: 

 
2

1 1 1
2 1

11 1 1
1

1

1 1 .
2

x μ
σ

U
P e dx φ U

πσ

        
    (2) 

   
21 1 1

1 2 1
12 1 1 1

1
1

1 .
2

x μ
U σ

L
P e dx φ U φ L

πσ

       
    (3) 

 
2

1 1 1
1 2 1

13 1 1

1

1 .
2

x μ
L σP e dx φ L

πσ

       



   (4) 

The matrix P is an absorbing Markov chain where 
states 2 and 3 are absorbing and state 1 is transient. As a 
result, single-stage probability matrix should be 
rearranged in the following form: 

,
A O

P
Q R
 
    

 (5) 

where, A  is identity matrix (2×2), R  is a (1×1) matrix 
that is included the probability of reworking an item and 

Q  matrix (1×2) is probability of accepting an item and 
the probability of scrapping an item. Thus, by 
rearranging this matrixs, the following matrix is 
obtained: 

11 12 13

1 0 0
0 1 0 ,P

P P P

 
 
   
 
 

 (6) 

The fundamental matrix M  is obtained as follows [4]: 

 
1

11
11

1( ) ,
1

M I Q m
p

   


 (7) 

where, I  is the identity matrix. The long-run absorption 
probability matrix F  is determined as follows: 

   
1312

11 11

,
1 1

PPF M R
P P

 
        

 (8) 

The elements of the F  matrix, 12f  and 13f  are the 
probabilities of an item being accepted and scrapped, 
respectively. The expected profit per item can be 
determined using Equation (1), in which it consists of 
the benefit, processing costs, scrapping cost, and 
reworking cost per item. The expected benefit is a 
selling price per item ( )SP multiplied by the probability 
of accepting an item (i.e. 12f ). The expected processing 
cost per item is 1PC . The expected scrapping cost per 
item is the scrapping cost 1( )SC multiplied by the 
probability of scrapping an item (i.e. 13f ). When an item 
is reworked, the expected reworking cost for a single 
visit to the reworking state (i.e., state 1) is 1RC . Since 
the expected number of times which transient state 1 is 
occupied before absorption occurring is 11  -  1m thus the 
expected rework cost is given by 1 11(  -  1).RC m  
Therefore, the expected profit per item can be expressed 
as follows: 

   12 1 1 13 1 11 1 ,E PR SPf PC SC f RC m      (9) 

Thus, 

 
   

13 13 11
1 1 1

11 11 11

1 ,
1 1 1

P P P
E PR SP PC SC RC

P P P

                  
 (10) 

The equation can be rewritten as follows: 

 
 
 

 
 

 
 

1
1 1

1
1 1

11

1

Φ Φ. ( )1
Φ Φ( ) Φ

1 Φ. ( )
.

1 Φ( ) Φ

L

1

U

1

L Lx f x dxE PR SP PC B
U L U

Ux f x dx
A

U U





       
       

 (11) 

The terms  1Φ L  and  1Φ U  are functions of the decision 
variable 1μ , which is the process mean. 
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In this research, we have assumed that rework cost and 
scrap cost are not constant and they are function of 
mean value of quality characteristics. Thus, 1RC and 

1SC  can be expressed by an equation as follows:  

   
 

1 1 1

1 1

1 1

1

f

f ( )
( ) ( )
( )

,
1 Φ ( )

U

U

U

1

RC AE x x U A x x x U dx

x x U xf x dx
A dx A

f x U f x dx
xf x dx

A
U







   










 
 

(12) 

where, A  is a constant denoting the coefficient of cost 
of reworking an item and  E x x U is the expected 
mean of x  when x  is larger than U  (reworked item). 

   
 

1 1 1

1 1
1

1
1

f

xf ( ) ( ) ,
( ) ( ) Φ( )

L L

L
1

SC BE x x L B x x x L dx

x x L xf x dx xf x dxB dx B B
f x L f x dx L

  



   









 (13) 

where, B is a constant denoting the coefficient of cost 
of scrapping an item,  E x x L is expected mean of 
x  conditioned on being x  less than L  (scrapped 
item). 
Constants A  and B  are parameters of the model that 
can be obtained by historical data. If we obtain a 
regression formula between cost of reworking and value 
of quality characteristics then the constant A  can be 
evaluated. The same method can be applied for 
determining the constant B . 
Finally, the profit equation is expressed as follows: 

 
 
 

 
 
 

 
 

1
1

1

1

1 11

1 1 1 1

Φ
1

Φ

( )( ) Φ 1 Φ
,

Φ Φ 1 Φ(U ) Φ

L

U

L
E PR SP PC

U

xf x dxxf x dx L U
B A

L U U






      

        

 
(14) 

Thus, 

 
 
 

   

1
1

1

1

1

1 1

Φ
1

Φ

( )( )
.

Φ Φ

L

U

L
E PR SP PC

U

xf x dxxf x dx
B A

U U






      

 

 (15) 

The terms  1Φ L  and  1Φ U  are functions of the 
decision variable 1μ , which is the process mean. We 
want to find the value of 1μ  that maximizes the 
expected profit.  
 
3. 1. Two-stage System    Consider a two-stage serial 
production system with the following states, 
State 1: An item is being processed or reworked in the 
first stage. 

State 2: An item is being processed or reworked in the 
second stage. 
State 3: An item is accepted to be finished items 
State 4: An item is scrapped 
 The transition probability matrix is obtained as follows: 

11 12 14

22 23 24

0
0

,
0 0 1 0
0 0 0 1

P P P
P P P

P

 
 
 
   
 
   

 (16) 

where, iiP is reworking probability in stage  ( 1, 2),i i   

1iiP  is the probability of accepting an item at stage i, 
and 14P  and 24P  is the probability of scrapping an item 
at stages 1 and 2, respectively. Thus, the followings are 
obtained: 

    

 

       

   

12

11 11 22

22

12 23 14 12 24

11 22 11 11 22

23 24

22 22

1
1 1 1

,
10

1

1 1 1 1 1
.

1 1

P
P P P

M

P

P P P P P
P P P P P

F
P P

P P

 
 
      
 
   
 
 
        
 
    

 
(17) 

where, 1iim    is the expected number of times that the 
transient state i  is occupied before absorption 
occurring, and 14f  is the probability of having a 
scrapped item. The expected profit can be determined 
using Equation (1). We use the objective function 
proposed by Bowling et al. [4] and revise it to a correct 
one. The expected benefit is a selling price per item SP
multiplied by the proportion of accepted items at stage 1 
(i.e. 141 f ). The expected processing cost is the 
expected processing cost per item at stage 1 (i.e., 1PC ) 
plus 2PC  multiplied by the probability of accepting an 

item at stage 1(i.e. 
 

14

11

1
1

P
P

       
. Similarly, the expected 

scrapping cost per item is the scrapping cost 1( )SC
multiplied by the probability of having a scrapped item 
at stage 1 (i.e.,

 
14

111
P

P
) plus 2SC  multiplied by the 

probability of having a scrapped item at stage 2 (i.e. 
14

24
11

(1 )
1

P f
P




). The expected rework cost per item is the 

reworking cost 1( )RC multiplied by the expected 
number of reworking actions for each item at stage 1 
(i.e., 11 1m  ) plus 2RC  multiplied by the expected 
number of reworking actions for each item at stage 2 
(i.e. 22 1m  ) multiplied by the probability of accepting 

an item at stage 1 that is equal to 
 

14

11

1
1

P
P

       
.  
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Figure 3. A two-stage serial production system (Bowling et al. 
[4]). 
 
 
Therefore, the expected profit per item for a two-stage 
serial production system can be expressed as follows: 

   
 

 

14
14 1 2

11

14 14
1 1 2 2 24

11 11

14
1 1 11 2 2 22

11

1 1
1

( ) ( ) 1
1 1

( )(m 1) ( )(m 1)(1 ) ,
1

PE PR SP f PC PC
P

P PB E x x L B E x x L f
P P

PAE x x U A E x x U
P

              
                        
 
          

 
(18) 

where, 1A  , 2A  are constant numbers that are used for 
evaluating 1RC  and 2RC , respectively and 1 2,B B are 
constant numbers that are used for evaluating 1SC and

2SC , respectively. Thus, after simplification of the 
objective function, following is obtained (Appendix A):  

 
 1 1 21

1 1 2

1
1 2

1

1 2

1
1 2

1 2

Φ(U ) Φ( ) Φ( )Φ( )
1

Φ( ) Φ( )Φ( )

Φ( )
1

Φ(U )

. ( ) . ( ) Φ(
1

Φ( ) Φ( )

L L

L LLE PR SP
U U U

LPC PC

x f x dx x f x dx LB B
U U

 
 

                 
          

                       1

1 2 1
1 2

1 2 1

)
Φ( )

. ( ) . ( ) Φ( )
1 .

Φ( ) Φ( ) Φ( )
U U

U

x f x dx x f x dx LA A
U U U

 
 

           
                                  

 
(19) 

The terms 1Φ( )L  and 1Φ( )U  are the functions of the 
decision variable 1μ  and 2μ that are the process means 
for stages 1 and 2, respectively. 
 
 
4. EXTENSION TO MULTIVARIATE NORMAL 
PROCESS 
 
In this study, quality of items is considered as a model 
of multivariate data using the multivariate normal 
distribution. 

 
 

   1 1Σ
21f , ,Σ

Σ 2

x μ x μ

d
x μ e

π

  
  

where, ( ,  1,2,..., )ix x i d   is a vector of 
observations that denotes the value of quality 
characteristics and μ  is 1   by d  vector that denotes 
the mean value of quality characteristics and Σ  is a 
d by d  symmetric positive definite matrix denoting 
the covariance among quality characteristics. The 
multivariate normal distribution is parameterized with a 
mean vector, μ and a covariance matrixΣ . These are 
analogous to the mean μ  and variance 2σ  parameters 
of a uni-variate normal distribution. The diagonal 
elements of Σ  contain the variances for each variable, 
while the off-diagonal elements of Σ  contain the 
covariance between variables [8]. Assume 

( ),  1,  2,..., 2 1dS m m   denotes the thm  subset of set 
of the variables ,  1, 2,...,ix i d  (Empty subset is not 
considered). If 1 (m)SP denotes the probability of 
reworking quality characteristics within the subsets 

( ),  1,  2,..., 2 1dS m m     among d  available 
variables then these probabilities can be expressed as 
follows: 

 

   1 1Σ
2

(m )1 (m )

1 ,
Σ 2

x μ x μ
TS d

P e dx
π

  
 Ó  (20) 

where, 
, (m)

(m) .,
1,2,...,2 1, 1,2,...,

i i i

i i i

d

x U x S
T L x U otherwise

m i d

                

 

It is obvious that 2 1d   subsets for the set of quality 
characteristics , 1,2,...,ix i d  exist and we should 

evaluate above probability for 2 1d   subsets. In 
addition, the probability of accepting the items is 
obtained as follows: 

 

   1 1Σ
2

12

1 ,
Σ 2

x μ x μ
T

d
P e dx

π

  
 Ó  (21) 

where,  , 1,2,..., .i i iT L x U i d     
The probability of scrapping an item is also obtained as 
follows: 

2 1

13 12 1 ( )1
1 .

d

S mm
P P P




    (22) 

The probabilities of transition among different states of 
reworked items are also obtained as follows: 

 

   
1 1Σ
2

(m )(m) S(m )

1 ,
Σ 2

x μ x μ
TS d

P e dx
π

  
   Ó  

where, ( )S m   is a subset of set ( )S m . Now, we can 
evaluate the matix Q  as follows: 
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1 (1) 1 ( 2 1)

(2 1) S(1) (2 1) (2 1)

1
.

(2 1)

S dS

d
d d dS S S

P P

Q
S P P



  

 
 
   
 

  
 

L

M M O M
L

 (23) 

Furthermore, the probabilities of transition among 
different states of reworked items and accepted items 
are obtained as follows: 

 

   1 1Σ
2

( )(m)2

1 ,
Σ 2

x μ x μ
G mS d

P e dx
π

  
 Ó  (24) 

where, 

, (m)
G(m) .,

1, 2,..., 2 1, 1, 2,...,

i i i i

i

d

L x U x S
x otherwise

m i d

                 

 (25) 

And probability of scrapping an item is obtained as 
follows: 

2 1

( )3 ( )2 ( ) ( )1
1 .

d

S m S m S m S mm
P P P




    (26) 

Consequently, 

12 13

(2 1)2 (2 1)3

1
.

(2 1)d
d dS S

P P
R

S P P
 

 
 
   
 

  
 

M M M  (27) 

In this research, we have assumed that reworking costs 
are not constant and they are functions of mean value of 
quality characteristics. Thus, ( )S mRC can be expressed 
by a function as follows:  

( ) ( )

(m)( )

, ( )
,

, ( )
.

,

i i i
S m S m

i

i i i
TS m

i

x U x S m
RC A E x

x Otherwise

x U x S m
A xf x dx

x Otherwise


                
               

Ó

 (28) 

where, ( )S mA  is a constant denoting the coefficient of 
cost for reworking an item. 
Fundamental matrix M is determined as follows:      

  11 .M Q 
                                                                            

The elements of the F  matrix, 12f and 13f  are the 
probabilities of an item being accepted and scrapped 
that are obtained as follows. 

.F M R   (29) 

The objective function is also obtained as follows:   

 
12 13

2 1

( ) ( ) (m)1

( ) ( ) ( )

1 .
d

S m S m Sm

E PR SP f PC SC f

RC m



   


 (30) 

 

4. 1. Discussion about Quality Loss    In much 
conventional industrial engineering, the quality costs are 
simply represented by the number of items outside 
specification limits multiplied by the cost of reworking 
or scrapping. However, Taguchi proposed that 
manufacturers should consider cost to customers. Loss 
due to quality has usually only been thought of as 
additional costs in production to the producer up to the 
time sale of the product. It was believed that after sale 
of the item, the consumer was the one to bear quality 
loss either in repairs or the purchase of a new item. It 
has been proven in most cases that the manufacturer is 
the one to bear the costs of quality loss due to things 
like negative feedback from customers. Though the 
initial costs are those of non-conforming items, any item 
manufactured away from mean value would lead to 
some loss to the customer. These losses are major costs 
and are usually ignored by designers, which are more 
interested in their private costs than social costs. Such 
terms prevent suppliers from operating efficiently, 
according to social economics. Such losses would 
inevitably find their way back to the production 
environments and suppliers and it would reduce income 
[8]. Reworking and scrapping costs are samples of 
private costs for manufacturer.  Manufacturer is the one 
to bear these costs directly. However, cost of quality 
loss that is modeled by Taguchi loss functions is a 
sample of social cost. The manufacturer is the one to 
bear this cost indirectly. Even though both type of cost 
are a function of optimal process mean but they are 
actually different type of costs that have different source 
of variation. Cost of quality loss is usually ignored in 
such problems. This cost is usually evaluated based on 
Taguchi loss function [9]. Taguchi loss function for this 
problem is obtained as follows: 

Taguchi loss function= 

 

 

   

 

   

2

1

1 1Σ2 2
1

1 1Σ
2

( )

, 1, 2, ... ,

1( )
Σ 2

,
1 ,

Σ 2

d
i ii

i i i

x μ x μd
T i ii d

x μ x μ
T

d

R x μ
E

T L x U i d

R x μ e dx
π

e dx
π




  



  


             

Ó

Ó

 (31) 

where, R  is constant parameter that is determined by 
historical data. Now, the expected profit per item is 
obtained as follows: 

12 13

2 1

( ) ( ) ( )1

( ) ( ) ( )

(m 1) Taguchi Loss Function
d

S m S m S mm

E PR SP f PC SC f

RC



   

 
 (32) 

Above function should be maximized to obtain optimal 
mean value of quality characteristics. 
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4. 2. Applications to Bi-variate Normal Case   
Assume that two quality characteristics ,x y follow a 
bi-variate normal distribution as follows:  

( ) ( )
22

2
1 2

2 1

2

1,
2 1

y yx x

x y x y

y yx x

x y

f x y e

µ µµ µ
ρ

σ σ σ σρ

πσ σ ρ

    − −   − −    − + −        −        =
−

 (33) 

Assuming that quality characteristics are independent, 
following equations are obtained,  

( )

( )

2

2

1
2

1
2

1
,

2

1
.

2

x

x

y

y

x

x

y

y

f x e

f y e

µ
σ

µ
σ

σ π

σ π

  − −     

  −  −      

=

=

 

The notations ,   x xUSL LSL  are the upper and lower 
specification limits for the characteristic x  and the 
notations ,   y yU S L LSL are the upper and lower 
specification limits for characteristic y . In a process, if a 
quality characteristic was less than its lower specification 
limit then the item is considered as scrapped, and if it 
was more than the upper specification limit then the item 
needs to be reworked. Other notations are defined as: 

:xc The coefficient of cost of reworking characteristic 
x   

:yc The coefficient of cost of reworking characteristic 
y  

:xyc The coefficient of cost of reworking characteristic 
,x y  

:c Cost of a scrapped item 

:pc  Processing cost for each item 

:SP The profit per item   

  For a single-stage production system with the 
following states: 

State 1: An item is being processed by the production 
system 
State 2: The characteristic x  is being reworked. 
State 3: The characteristic y is being reworked. 
State 4: The characteristics ,x y are being reworked. 
State 5: An item is accepted to be finished item. 
State 6: An item is scrapped. 
The single-step transition probability matrix can be 
expressed as: 

1        2              3          4            5             6
1

12 13 14 15 16

2
22 25 26

3
33 35 36

4
42 43 44 45 46

5

6

0
0 0 0
0 0 0
0
0 0 0 0 1 0
0 0 0 0 0 1

P P P P P
P P P

P P P
P P P P P

P =

 
 
 
 
 
 
 
 
 

 (34) 

where,  
12P : The probability of reworking the characteristics x  

13P : The probability of reworking characteristics y   

14P : The probability of reworking both characteristics 
,x y  

15P : The probability of accepting an item 

16P : The probability of a scrapping an item  

Moreover, for the characteristicx , 25P  denotes the 

probability of accepting an item and 26P , denotes the 
probability of scrapping an item after reworking 
characteristicx . For characteristic y , those are 35P and

36P .  

Finally, 45P and 46P  denote the probabilities of accepting 
and scrapping an item after reworking characteristic x  
and y . 
Assuming that the quality characteristics of an item 
follow a bi-variate normal distribution, therefore the 
probabilities can be expressed as follows:  
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 (35) 
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To analyze the absorbing Markov chain, the transition 
matrix P  is rearranged to the following matrix: 

I
.P  

 
 

O
=

R Q
 (36) 

Therefore, 
5          6           1        2          3           4

5

6

1
15 16 12 13 14

2
25 26 22

3 35 36 33
4

45 46 42 43 44

1 0 0 0 0 0
0 1 0 0 0 0

0
0 0 0
0 0 0
0

P P P P P
P

P P P
P P P
P P P P P

=

 
 
 
 
 
 
 
 
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(37) 

Fundamental matrix M  is determined as follows:    

( )

( )
( ) ( )

( )
( ) ( ) ( )

( ) ( ) ( ) ( )

1
12 13 14

-1 22

33

42 43 44

12 44 14 43 12 44 42 14 14

22 44 33 44 44

22
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4342
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0 0 1 0
0 1

1 1
1

1 1 1 1 1
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.




 

(38) 

The absorption probability matrix F  is determined as 
follows (Bowling et al. [4]): 
F M R   
where,  15f  and 16f are the probabilities of accepting and 
scrapping one item respectively that are obtained as 
follows: 

  

    

12 44 14 43
15 15 25

22 44

12 44 42 14 14
35 45

33 44 44
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1 1

(1 )
,

1 1 1

P P P Pf P P
P P

P P P P PP P
P P P

 
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 

 
 

  

 (40) 

16 151 .f f   (41) 

Now, the expected profit per item can be defined as: 
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∞
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∫
∫

 

(42) 

with substituting,  15f  and 16f , the optimal values of xμ
and yμ that maximize the expected profit can be 
reached.  
 
 
5. NUMERICAL EXAMPLES 
 
5. 1. Single-stage System    The above model can be 
illustrated by a numerical example. Consider a single-
stage production system with parameters:  

1120, 25,SP PC  1 10,A  1 15,B 

1 1 11, 8 , 12σ L U   .  
Parameters are taken from Bowling et al. [4]. It is seen 
that the expected profit is maximized at 1 10.1μ   and 
the profit per item is 87.024. Figure 1 shows the 
expected profit as a function of the process mean. As it 
can be seen, the expected profit is concave over the 
interval 1 1[  8, 12].L U    
 
5. 2. Two-Stage System   Consider a two-stage 
production system with following parameters: 

 
1 2 1 2

1 2 1 2 1

2 1 2

120, 25, 20, 10, 17,
15,   12, 1, 8,
13, 12 , 17. 

SP PC PC A A
B B σ σ L
L U U

    
    

  

 

Parameters are taken from Bowling et al. [4]. It is seen 
that the expected profit is maximized at  1 10.1μ   and 

1 15.2μ   with an expected profit of 54.527. 
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Figure 2 shows the expected profit as a function of the 
process means ( 1 2,μ μ ). It is seen that the expected 
profit is concave in the specified intervals, 

1 1 2 2[ 8, 12],[ 13, 17].L U L U      
 
 
 

 
Figure 4. Expected profit versus process mean 

 
 

 
Figure 5. Effect of changing process means on the expected 
process. 

 
 

 
Figure 6. Effect of changing process means on the expected 
profit per item in bivariate process. 

Table 1 denotes the results for one stage and two- stage 
model. As can be seen the optimal adjustment is a little 
more than the half point of specification limits that is 
because of the less values of reworking cost in 
comparison with scrapping cost.  
 
5. 3. Bi-variate Normal Process    Consider a single-
stage production system with the following parameters: 

 
120, 45, 1, 0.5,  20, 1,

  0 ,  8.0, 13.0,
12.0, 17.0, 0.1. 

x y x y

x y

x y xy

SP pc c c c σ σ
ρ L L

U U c

      

  

  

  

 
According to Fallahnezhad and Hosseini nasab [7], a 
similar model is solved with assuming the condition that 
reworking action can be performed one time on each 
item when dual quality characteristics existed. It is seen 
that the expected profit is maximized at x 10.15 μ   
and y = 14.8μ , the profit per item is 64.795. Figure 6 
shows the expected profit as a concave function of the 
process means. Since the reworking cost of quality 
characteristics y  may be more than scrapping cost, it is 
seen that the mean of quality characteristics y is 
optimized below the half point of specification interval. 
 
 

TABLE 1. Expected profit and optimal mean values 
 One Stage Two  Stages Bi-variate 

1 x or μ μ  10.1 10.1 10.15 

2 y or μ μ  - 15.2 14.95 

( )E PR  87.024 54.438 64.795 

 
 
 
TABLE 2. Sensitivity analysis for a single and two-stage 
production system 
 1 2σ σ σ   

1μ  2μ  Expected profit 

Single-stage 

0.3 9.5 - 95 
0.5 10 - 94.989 
0.7 10.1 - 94.272 
1 10.1 - 87.024 

1.3 10.2 - 72.129 
1.5 10.2 - 59.93 
1.7 10.2 - 47.12 
2 10.1 - 28.248 

2.3 10 - 10.818 
2.5 9.9 - 0.33404 

Two-stage 

0.3 10.1 14.9 75 
0.5 10.1 15.1 74.97 
0.7 10.1 15.1 73.088 
1 10.1 15.2 54.438 

1.3 10.1 14.9 18.084 
 



M. S. Fallahnezhad and E. Ahmadi / IJE TRANSACTIONS A: Basics   Vol. 27, No. 4, (April 2014)  561-572                                570 
 

6. SENSITIVITY ANALYSIS 
 
Table 2 shows the variations of the optimum process 
mean and the optimum expected profit with changing 
the standard deviation parameter in single and two-stage 
production systems. As can be seen, with increasing 
parameter σ , first the optimal mean increases and then 
decreases. This shows that the optimal mean is a 
concave function of the parameterσ . In addition, it is 
seen that with increasing parameter σ , the expected 
profit decreases that is reasonable because with 
increasing the value of parameterσ , the probabilities of 
scrapping and reworking increases that leads to decrease 
the expected profit. It is also seen that when standard 
deviation sufficiently increases then the value of 
optimal process mean will be less than the half point of 
specification limits. With increasing standard deviation, 
the probability of reworking an item increases. Thus, the 
expected number of times that the reworking state is 
occupied increases too. Therefore, the total cost of 
reworking an item may be more than cost of scrapping 
an item (considering the number of reworking actions is 
performed on item). Moreover, the optimal process 
mean will be adjusted below the half point of 
specification limits. 

 
 

7. DISCUSSION AND CONCLUSIONS 
 
In this research, the objective was to determine the 
optimum process target levels for a serial production 
system. The main contribution of the paper is to 
consider the variable costs as a function of decision 
variable that its application is justified based on using a 
conditional mean equation.  The model can be applied 
in the cases that scrapping and reworking costs are not 
constant for different items and the value of quality 
characteristics can influence on these costs. It is shown 
that the objective function is concave. Therefore, the 
maximization of the profit is possible over the specified 
limits. Another contribution of this model is to extend 
proposed model to multivariate normal process. 
Numerical examples and sensitivity analysis show the 
application of the proposed method. As future research, 
we propose to consider the problem of Multi-stage 
production system when several quality characteristics 
existed in each stage. In addition, analyzing the effects 
of variation of covariance matrix in multi-variate 
normal distribution is suggested as future research. 
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APPENDIX  
 
 
Obtaining the expected profit per item for two-stage 
serial production system 
 
The expected profit per item for a two-stage serial 
production system can be expressed as follows: 
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where, A1 , A2 are constant numbers that are used for 
evaluating RC1 and RC2 , respectively and B1 , B2 are 

constant numbers and are used for evaluating SC1 and 
SC2 , respectively .Thus we have, 
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 Equivalently we have, 
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  چکیده

  
  

 مورد، محدودیت هاي تلرانسی براي بازرسی با در نظر گرفتنتک مرحله اي و دو مرحله اي  يتولید هايسیستم ،این مقالهدر 
 بالا حد مشخصه فنی پایین و یا بالاتر از حد مشخصه فنی از تر نییپاهنگامی که مقدار مشخصه کیفی . گرفته است قرار مطالعه
براي یک فرایند بر  نهیبه میانگین سطحهدف، تعیین . به ضایعات می شود و یا نیاز به دوباره کاري دارد تبدیل ایقطعه  ،باشد

. ندهزینه ها ثابت در نظر گرفته نمی شو بر خلاف مطالعات قبلی،. ضایعات استهزینه اساس هزینه هاي دوباره کاري و
عددي براي نشان  هايمثال. فرایندهاي نرمال چندمتغیره توسعه داده شده استیک مدل مارکوفی براي    ،این مقالههمچنین در 
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