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Abstract   This paper introduces the effects of job deterioration and sequence dependent set- up time in 
a single machine scheduling problem. The considered optimization criterion is the minimization of the 
makespan (Cmax). For this purpose, after formulating the mathematical model, genetic and tabu search 
algorithms were developed for the problem. Since population diversity is a very important issue in 
preventing from being trapped in a local optimum, two methods were used to overcome this problem. 
Because of the novelty of the considered problem, there was no standard benchmark available to test the 
developed algorithms, so the results were checked by a lower bound which was calculated by a 
procedure that emphasizes on job deterioration effects. The tests and evaluations illustrate the 
effectiveness of the presented algorithms. 
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 يل زمان بنديدر مسا يوابسته به توال يآماده ساز يزوال و زمان ها يبا ويژگ ير کارهاين مقاله تاثيا   چكيده
ن يبد. باشد ين کار مين منظور، زمان اتمام آخريده به اتابع هدف در نظر گرفته ش. شود يم ين معرفيتک ماش

مسئله توسعه داده شده  يز برايممنوع ن يک و جست و جويتم ژنتيمنظور بعد از مدل کردن مسئله، دو الگور
ر افتادن ياز گ يريمهم در جلوگ يمسئله ها يکيک يتم ژنتيت در الگوريجمع ياز آنجا که دامنه و گستردگ. اند

د بودن يل جديبه دل. ن مشکل مورد استفاده قرار گرفته انديغلبه بر ا يباشد، دو روش برا يم يوضعنه ميدر به
سه قرار يبکارفته مورد مقا يتم هايباشد تا الگور يموجود نم ياستاندارد يمسئله مورد مطالعه مسائل حل شده 

تست ها و . زوال کار ها دارند يژگيو بر يشتريد بيه شده اند که  تاکيته يين هاييل حد پاين دليرند، به هميگ
 .دهند يارائه شده را نشان م يتم هايانجام شده کارا بودن الگور يها يابيارز
 

 

1. INTRODUCTION 
 
Job deterioration and sequence-dependent set-up 
times are both very important elements in 
increasing makspan or Cmax. This issue (job 
deterioration) was first introduced by Browne and 
Yechiali [1]. They defined the processing time of 
these tasks as a function of their starting time 

(Pj=aj+bj×tj), where aj is the fixed part of the 
processing time, bj is a positive coefficient and tj is 
the starting time of the job j.  
There are two types of set-up times: sequence-
independent and sequence dependent. In the first 
one, the set-up time depends only on the task to be 
processed, regardless of its preceding task. While 
in the second type, the set-up time depends on 
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both the task and its preceding task. This paper 
considers the sequence dependent one. In the field 
of scheduling and set-up time, Jeng and Lin [2] 
studied a scheduling problem of minimizing the 
total completion time on a single machine where 
the processing time of a job is a function of its 
starting time and a due date that is common to all 
jobs. They showed that this problem is NP-hard 
and developed a lower bound and two elimination 
rules to design a branch-and-bound algorithm to 
derive optimal solutions from a practical aspect. 
Stecco et al. [3] developed a tabu search heuristic 
for sequence dependent and time-dependent 
scheduling problem on a single machine. Shin et 
al. [4] presented a heuristic and tabu search 
algorithm for the single machine scheduling 
problem with sequence-dependent set-up times, 
release times and due dates, with the objective 
function of minimizing the maximum lateness. Ji 
and Cheng [5] considered the parallel machine 
scheduling by deteriorating jobs with the 
objective function of minimization of the total 
completion time. Koulamas and Kyparisis [6] first 
introduced a scheduling problem with past-
sequence-dependent set-up time. By considering 
of the past sequence-dependent set-up time, the 
set-up times are proportional to the length of the 
already processed jobs and the processing time of 
the job is a function of its starting time. There are 
numerous papers in the field of scheduling with 
considering set-up times or deteriorating tasks 
separately. The paper of Tavakkoli-moghaddam 
and Mehdizade [7] could be mentioned. They 
proposed a new ILP model for the identical 
parallel machine scheduling problem with the 
family set-up times, the considered objective 
function is the total weighted flow time. Also, 
Tavakkoli-moghaddam et al [8] considered 
identical parallel machine scheduling problem 
under the sequence dependent set-up time and 
precedence relationships. Tavakkoli-moghaddam 
and Aroman-Bajestani [9] developed a new B and 
B algorithm for the above problem. In the case of 
meta-heuristic methods and scheduling problems 
Tavakkoli-Moghaddam et al. [10] applied genetic 
algorithms to parallel machine scheduling 
problems. Seraj and Tavakkoli-moghaddam [11] 
presents Tabu search algorithm for open shop 
scheduling problem by a fuzzy multi objective 
decision making approach.   

 So to the best of our knowledge the effect of 
deterioration and sequence dependent set-up time 
simultaneously has not been considered in 
scheduling problems. For this aim a 0-1 integer 
programming model is developed in section (2). 
The remainder of the paper is as follows. In 
section (3) proposed genetic algorithm is 
presented and section (4) includes the tabu search 
algorithm. At the end the test problems are solved 
in section (5). 
 
 
 

2. PROBLEM DESCRIPTION AND 
MATHEMATICAL FORMULATION 

 
The single machine scheduling problem with only 
considering the sequence dependent set-up times 
are classified in NP-hard problems [3] and the 
considered problem with additional deterioration 
parameter fall into NP-hard problems, too. So, the 
developed mathematical model will be effective 
for small and medium size problems. Thus, in this 
section mathematical model will be developed 
and in the next section meta-heuristic methods are 
applied to deal with the larger size problems.  
Problems can be described as follows: there are N 
independent jobs {J1, J2 … JN} available at time 
zero, which should be processed on a single 
machine. The preemption is not allowed and the 
processing time of jobs depends on their starting 
time and their sequence position, because of the 
job deterioration and set-up times, respectively. 
The additional conditions of this problem should 
be noted as follows: 

•Job processing time is described by 
functions of the starting time and fixed 
part of the processing time of the job 
(pj=aj+bj×tj).  

•The growth rate of the processing time (bi) 
is independent of machine. 

•The jobs are independent of each other. 
•No job preemption is allowed. 
•Set-up time is sequence-dependent. 
•Each job j should be processed on machine 

only for once. 
•The machine can handle one job at a time. 

 
2.1 Known parameters and variables: 
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N Total number of jobs to be scheduled 

i,j    i,j∈  I = {0,1,..., N +1} Designate the 
job, where job 0 and job N +1 are 
dummy  jobs, job 0 is always at the first 
sequence position and job N+1 is the last 
sequence. 

Sij Set-up time of switching from job  i to j, 
 i, j∈I, i ≠ j 

Stj    Starting time of job j 
pj Processing time of job j 

Cj Completion time of job j  
aj Fixed part of the processing time of job j 

bj The growth rate of the processing time 
of job j 

Xij 





otherwise
itaskafterpositionedjtaskif

0
1

 
M A large positive number  
 

 
2.2 Mathematical model 
 
Min     Z =CN +1                                                                                                           (1) 
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Equation (1) shows the objective function. 
Equation (2) ensures that always one job, job i, is 
assigned before job j. Equation (3) states that each 
job (except the last dummy job), immediately is 
followed by one job, job j. Number (4) ensures that 
a dummy (i=0), job is positioned in the first 
sequence position. Equation (5) declares that the 
starting time of job in a sequence position, job j, is 
equal to the sum of the completion time of 
preceding job. Equation (6) expresses that the 
processing time of job in a sequence position is 
described by functions of the starting time and 
fixed part of the processing time. Equation (7) 
correlates the processing time of a job to its 
starting time and completion time. Since 
mathematical models are computationally 
expensive for large scale problems; therefore some 
metaheuristic algorithms has been developed to 
solve the problems in a reasonable computational 
time. 
 
 
 

3. PROPOSED GA 
 
Genetic Algorithm is a robust algorithm in 
optimization problems. In recent researches, 
advanced methods have been presented in GA field 
for achieving better results through the algorithm. 
In a pure GA, first a population of the feasible 
solutions is produced through the random process, 
afterwards a fitness value is described for each of 
the solutions in the population, and solutions are 
ranked due to the fitness values. Next, on the basis 
of a selection mechanism, a set of chromosomes 
are chosen for exerting crossover and mutation 
operators, next the produced individuals are 
transferred to the next pool. This process is called 
Generation, the generation is iterated until the 
stopping conditions are met. 
 
 
3.1. Initial solution   By improving genetic 
algorithms some heuristic and metaheuristic rules 
are considered for the initial solution of the GA. 
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Generally, by using these methods, genetic 
algorithms could give good results in a shorter time 
and with better convergence speed. It should be 
noted that if the whole or most members of the 
population are generated by the heuristic or 
metaheuristic rules, diversity of the population will 
be low and this will result in being trapped in a 
local optimum. This paper considers two forms of 
initializations. The first one is to generate by a 
random process and the second one is to produce 
one of the population members by the solution that 
Browne and Yechiali [1] developed. They showed 
that in a single machine scheduling problem with 
job deterioration, sequencing the jobs in non-
decreasing order of (aj/bj) minimizes the makespan. 
Since by increasing the number of jobs in a single 
machine the effect of deterioration is really more 
than sequence-dependent set-up time on increasing 
makspan (Cmax), this method will be efficient. Two 
types of initial solutions are described below: 

1.Produce all members of the population 
randomly (R_GA). 

2.Produce one member of the population by 
sorting jobs in non decreasing        order of 
(aj/bj) and generate the rest of the pool 
randomly (H-GA). 

            
              
3.2. Selection Mechanism and Replacement 
In this paper the classic roulette wheel selection 
method [12] is implemented. After doing crossover 
and mutation, the best solution of former 
population can be missed, and this factor may lead 
to cycling or late convergence. In this paper a 
replacement method is used for preventing this 
problem. By using this application, detrimental 
effect of crossover and mutation is annihilated. The 
replacement mechanism is described as follow: 

1.Sort the individuals of the population in 
ascending order of fitness values. 

2.Transfer best 25% of the current population 
chromosomes to the next pool. 

Substantially, by doing this mechanism current 
best solutions would not be worse than former best 
solutions. 
 
3.3. Crossover    Crossover is the process of taking 
two parents and producing a child. After the 
reproduction process, the population is enriched 
with better chromosomes. Crossover operator is 

applied to the mating pool with the hope of 
creating a better child. In this paper, the considered 
operator is called “OX or Ordered Crossover” 
proposed by Davis [13]. 
 
3.4. Mutation   Mutation process guarantees the 
diversity in the population. In this paper, during the 
mutation process, the mutation probability 
increases as the diversity of the population 
decreases. For this purpose, a function, which is 
same as the function of Zhou et al [14], is 
described for the diversity as follows:  

Diversity = max min( ) /f f f−   

where maxf and minf are the largest and smallest 
fitness values (C max), among the chromosomes of 

the population, respectively, and f is the average 
fitness value. Nearchou [15] used an application 
for controlling the convergence in GA and 

proposed a formula as min D= min /f f , where the 
mutation probability decreases as the value of D 
exceeds a threshold 0.95. When this condition is 
hold, the chromosomes in entire population are 
almost the same, thus the population convergence 
is met. But in our proposed GA, the application of 
Nearchou is done exactly inverse for controlling 
the diversity in the population i.e. mutation 
probability (Pm) increases as the value of D 
exceeds a threshold 0.95. Because of being 
replacement method, without affecting in the case 
of convergence, it is possible to increase the Pm to 
reach a larger solution area (bigger diversity). The 
application is as follows:  

•If  D≥0.95 then Pm =1.5 Pm;  
Well-known Swap mutation is used for the 
proposed GA. 
 
3.5. Restart scheme   In GAs, it is common to 
achieve low diversity and trapping in a local 
optimum. To overcome this problem, a procedure 
which is called “Restart scheme” is used. Restart 
scheme is a really effective technique in 
controlling diversity and escaping from local 
optimality without negative effects of convergence 
problem. This method is used in Ruiz et al. [16 and 
17] for flow shop scheduling problems. The 
mechanism of restart is described as follow: 
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1.At each iteration i, store the minimum value of 
makespan, maki. 

2.If maki=maki-1, then count=count+1. Otherwise, 
count=0. 

3.If count>Gr, then apply the following method: 
•Sort the chromosomes of the population in 

ascending order of makespan. 
•Fill the first 20% of the next pool from the sorted 

list (the best chromosomes). 
•From the remaining 80% population, 50% are 

produced by doing mutation on the first best 
20%. 

•From the remaining 30% population, one 
chromosome is produced by applying the 
Browne and Yechiali’s sorting method. 

•The rest of population is produced randomly. 
•Count=0; 
GA’s searching process stops after doing 100×n (n 
is the number of all jobs) iterations. 
 
 

4. TABU SEARCH 
 
Tabu search is a meta-heuristic neighborhood 
search methodology, which is introduced and 
developed by Glover [18]. Tabu search starts from 
an initial solution and moves at each iterations 
from the current solutions to the best solution in its 
neighborhood N(s), even if this movement 
deteriorates the objective function value. To avoid 
the issue of local optimality, attributes of recently 
visited solutions are declared tabu for a certain 
number of iterations; however this tabu restriction 
can be ignored if a forbidden movement meets 
aspiration criteria. The structure of proposed TS is 
described in the next sections. 
 
4.1. Representation and initial solution   
Structure of TS representation is same as the used 
chromosomes in GA. Every permutation of jobs in 
a chromosome with the length of n (number of all 
jobs) shows a feasible solution for TS. Initial 
solution, starts from the Browne and Yechialie’s 
sorting method i.e. sequencing job in non-
decreasing order of (aj/bj). 
 
4.2. Neighborhood generation   A neighbor of a 
solution is obtained by exchanging each job with 
the immediately following job. In proposed TS, for 
each solution all neighbors are produced. 

4.3. Tabu status and tabu tenure   After 
exchanging jobi  in position j with the following 
job in position j+1, locating jobi in position j is 
considered to be tabu. In this study, fixed tabu 
tenure β is considered, which follows the 
considered formulation of Stecco et al [3] which is 
expressed in Equation (1). 
 

(2 )
2
n nβ +=

 
(8)                   

 
                                                      
4.4. Aspiration and stopping criteria    Tabu 
status will be over ruled if a tabu solution is better 
than the best solution so far. The tabu search stops 
when the value of objective function do not 
improve for k (k=1000) consecutive iterations. 
 
 
 

5. DIVERSITY 
 
Maintaining diversity is a very important element 
in increasing solution area and escaping from the 
local optimum. One method to overcome this 
problem is increasing population size, but simply 
increasing the population size may not be enough 
to avoid the problem, while any increase in 
population size will incur the twofold cost of both 
extra computation time and more generations to 
converge on an optimal solution.  
 

 
Figure 1. Diversity chart (using diversity maintaining 
schemes) 
 
Sivanandam and Deepa [19] have stated that the 
genetic algorithm faces a difficult problem, which 
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is “How can a population be encouraged to 
converge on a solution while still maintaining the 
diversity?” In this paper, two methods are applied 
simultaneously for maintaining diversity and 
escaping from the local optimum (Restart and 
mutation probability increasing schemes), for 
overcoming the negative effects of diversity 
maintaining method on convergence problem, 
replacement is considered. Figures (1) and (2) 
show the diversity of genetic search in situations 
using diversity maintaining schemes and without 
using them, respectively. Also, it is obviously seen 
that there are significant differences between the 
output results of these two manners in part 7. 
 
 

 
Figure 2. Diversity chart (non-executing diversity 
maintaining schemes) 
 
 
 

6. COMPUTATIONAL RESULTS 
 
At first, the results of proposed algorithms are 
compared with exact solution of mathematical 
model for the three small size problems, which all 
of the three algorithms could reach to optimal 
solution for these problems (Table 1).  
 

TABLE 1. Small-size results 
Instances R-GA TS GA Optimum Offset 

8 Jobs 61.44 61.44 61.44 61.44 0 

10 Jobs 71.50 71.50 71.50 71.50 0 

12 Jobs 117.23 117.23 117.23 117.23 0 

 
Afterwards presented algorithms are tested for 

some large size problems which are created by a 
procedure which is described in the following 
statements. Instances for the problem are created 
through a random process, which the fixed part of 
the processing times are chosen randomly from the 
set of {1, 2, 3, 4}, set-up times are a randomly 
produced matrix from a set of {0.1, 0.2, 0.3,0.4} 
and deterioration rates are created from the set of 
{0.2, 0.3, 0.4, 0.5}.  
 
 

TABLE 2. Larger Sized Results 

 
 
Table 2 shows the results of proposed algorithms 
for some sample examples, which are created by 
the described procedure, it contains the results of 
TS, H_GA and R_GA. In addition, it shows the 
results of pure-GA, which has no diversity 
maintaining scheme and hybrid initial solution. 
Results of examples are checked by the lower 
bound, which is calculated on the basis of the 
Browne and Yechiali’s (1990) sorting method, that 
achieves global optimum solution for the single 
machine problem with job deterioration, but it 
would not be efficient for the problems with 
sequence-dependent set-up times. For overcoming 
this problem, the set up times are considered the 
lowest value from the set of values of the set-up 
time (0.1) for every job-switching, thus by means 
of this procedure the Lower Bound is calculated 
for all of instances. Results are shown on the basis 
of following expression (Equation 2). The best 
result of each instance is bolded. Where, as seen in 
results, worst results are relevant to pure-GA and 
the best results are related to H-GA. 
 

lg 100.solA orithm LBoffset
LB

−
= ×

 
           

(9) 
                                          

Instances 
TS 

offset(%) 

R_GA 

offset(%) 

pure_GA 

offset(%) 

HGA 

offset(%) 

20 5.90 3.38 3.60 3.36 

30 2.39 2.46 3.87 2.00 

40 5.19 3.59 12.88 2.67 

50 2.11 1.44 19.19 1.43 

60 2.90 1.96 14.63 1.59 
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where Algorithmsol is the result of proposed 
algorithms and LB exhibits the lower bound.  
     Figure.3 shows the comparisons of convergence 
speed between R-GA and pure-GA and it can be 
seen that the proposed R-GA is significantly better 
than the pure genetic algorithm as its result and 
convergence speed are lower than pure-GA, 
respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Convergence speed of R-GA and pure-GA 
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