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Abstract This paper presents a new adaptive Sliding-Mode flux observer for speed sensorless and
rotor flux control of three-phase induction motor (IM) drives. The motor drive is supplied by a three-
level space vector modulation (SVM) inverter. Considering the three-phase IM Equations in a stator
stationary two axis reference frame, using the partial feedback linearization control and Sliding-Mode
(SM) control, the rotor speed and rotor flux controllers are derived first. These controllers are capable
of making the drive system states follow the system nominal trajectories in spite of the motor
parameter uncertainties and external load torque disturbance. Then, based on the Lyapunov theory, a
SM observer is developed in order to estimate the rotor flux, rotor speed and rotor resistance
simultaneously. In addition, in order to satisfy the persistent excitation (P.E) condition, a low
frequency low amplitude ac signal is superimposed to the rotor flux reference command. Finally, the
validity and effectiveness of proposed control approach is verified by computer simulation.

Key Words Induction Machine, Sliding Mode Control, Adaptive, Output Feedback, Sliding Mode
Observer, Speed Sensorless
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1. INTRODUCTION

SM theory is one of the prospective control
methodologies for IM flux and speed control
because of its order reduction, disturbance
rejection, strong robustness and particularly its
simplicity of implementation by power converters
[1,2]. SM observers have also robust features as
SM controllers. So far, a few research reports
have been reported for the speed and rotor flux
estimation of the IM using an SM observer [3,4].
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In [3], a PD type SM controller has been proposed
to regulate the speed and the square of rotor flux
magnitude of an IM. In addition, a SM observer is
also derived to estimate the rotor flux vector
components in a two—phase stationary reference
frame. Tursini et al. in reference [4], have
presented an SM observer for a three-phase
0.225kW rotor-flux field oriented IM to estimate
the rotor speed. In fact, the SM observers
developed in [3] and [4] are basically equal
except that in [4], a criterion has also been
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proposed for choosing the gains of the adaptive
flux observer.

A closed loop current model SM flux observer
has been proposed in [5] and used to estimate the
rotor speed, rotor position and rotor flux vector
components of a SkW cage rotor IM in a fixed
stator o-p: axis reference frame. The rotor flux

observer of [5] has two main drawbacks: First is
that with constant rotor flux amplitude, it is not
possible to detect the correct values of rotor time
constant and rotor speed simultaneously [6,7].This
is due to the fact that we can not separate the speed
and rotor time constant estimated errors from the
stator variables in a steady state. Second is that,
according to the equivalent control concept
described in [5], the estimation of error of the
speed and rotor time constant will only converge to
zero if the stator currents and the rotor flux
estimated errors also tend to zero. Therefore in
transient conditions especially in the reaching
phase condition of SM flux observer, the indirect-
field orientation (IFO) control of the IM drive
system may lost.

To overcome the above problems, this paper
presents the following research:
1. Considering the IM Equations in a o —f3 : axis

stationary reference frame, using the partial
feedback linearization control, two input-output
state variables are introduced and used to decouple
the dynamics of IM torque and rotor flux
magnitude.

2. By combining the SM control and Linear
Quadratic (LQ) feedback control method, the
composite rotor speed and rotor flux controllers are
derived and create the merits for easy design,
simplicity of implementation by power electronic
devices, strong robustness with minimum
chattering and no reaching phase.

3. A closed loop current model SM rotor flux
observer is derived in order to provide the
simultaneous estimation of rotor speed, rotor time
constant and rotor flux vector components in a
stator fixed two axis reference frame. The stability
of the SM observer is proved by the Lyapanuv
theory. In addition, in order to satisfying the P.E
condition and convergent behavior of the SM
observer, a low frequency low amplitude ac signal
is superimposed to the rotor flux reference
command [8].

4. A three-level SV-based PWM inverter is
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employed to feed the induction drive system. A so-
called vector classification algorithm based on
Artificial Neural Network (ANN), is applied to
obtain the PWM inverter switching patterns and
on-duration of power electronic devices [11]. This
method reduces software and  hardware
complexity, decreases the computation time and
increases the accuracy of the positioning switching
instants.

2. SYSTEM DYNAMIC EQUATIONS

The fifth order model of the three-phase induction
machines in a stationary o-f: axis reference frame

with stator currents, rotor speed and rotor flux as
variables are defined by:

i{is - A A {is}r{Bl}v (1)
dt (I)r A21 A22 ¢r 0 S
d By T T
—o =——o_ 4+ pi_ Jo-— 2)
m m S
dt Jm Jm
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. S
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s = i ’¢r_ S VsT v
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where
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R, and R, : stator and rotor resistance
L, and L, : stator and rotor inductance

L,, : mutual inductance

o : leakage coefficient
o : reverse of the rotor time constant

o, : rotor mechanical angular speed

o : rotor electrical angular speed

J, : moment of inertia

Bg: friction coefficient

Using Equations 1 and 2, based on partial feedback

linearization control, the following control inputs
are introduced.

U i
¢ |_p| ds 3
{UT} [‘qJ ©

with

T:L Odr ¢qr
U _cbrd)qr D bgr

Linking Equations 1-3, yields

d Kt T
Lo =—20 +—Lu ——L o)
T
dt m J m g Jm
d 1 Lo
E‘Dr =_.C_CDI'+-C_UCD (5)
T T

pL )
where KT :%L_m and P is number of stator

poles.
From Equations 4 and 5, the feedback-state
variables U;and U, can be used to control the

rotor speed and rotor flux independently. However,
in the perturbed condition, while the parameter
uncertainties and the disturbance load torque
occur, it is necessary to decouple the rotor flux
dynamic from the rotor speed dynamic completely.
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The way of doing that is explained in the
subsequent section.

3. SLIDING-MODE CONTROLLER

A. Purpose of Design In this section, based on
state-space Equations of the linear system and the
introduced performance index, the general control
concepts of the LQ feed back control is used to
design a linear control to satisfy the IM dynamic
system requirements. The pole placement method
is an adequate way to meet this objection, if an
optimal performance index is also considered.

The LQ feed back control method is easily able
to determine the desired feed back gains to satisfy
the requirements, however the method will not be
able to conserve the responses as the nominal
condition once parameter uncertainty and external
load torque disturbance are present. in order to
conserve the responses and reject the effects of the
external disturbance and parameters uncertainties, the
system controllers are designed by combining the
classical LQ feed back control and SM control.
Using these composite controllers, it will be shown
that the rotor speed and rotor flux controllers are
insensitive to uncertainties and external unknown
load torque.

B. Nominal System Control The state
Equations 4 and 5 in matrix form become

X = Ax + bU (1) +d. T, (6)
where

A=l © , b= ,u=| T

0 —ag, 0 bq) UCD
and
K 1

a(D:E’ b(o:_T’ d=-———

a —i by = Lm

¢ Tr’ ® Tr

For a desired rotor speed ® o and a rotor flux

magnitude, D of the deviation form of Equation 6
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can be derived as:
¢=Ae+bU(t) +£(t) (7)

where

_ T _ _
e—[ew e(l)} s € = O ~ Ppef

€= DO — Dref

and

HO_—amﬂwm%d+dﬂ_{%ﬁ1
bpp+ay@pep fp®

In view of the LQ optimal control for a double
input system described by Equation 7, a performance
index J is defined as:

J:%jBOeTQe+RTUR (8)

where Q and R positive diagonal weighting
matrices so that Q = diag(q,,.q <P) , R =diag(r,1).

Via LQ method, to find the optimal control law
in an infinite period, the Riccati Equation:

ATP+PA+Q-Pbr-IpTP=0 )

must be solved. Thus, the control law to yield a
minimum performance index is obtained as:

U

*
U=—(R"1bTPe=-Ke=| | (10)
Uo

In Equation 9 since 4, b and R are the diagonal
matrices, hence P must also be a diagonal matrix.
As aresult K has to be a diagonal matrix too.

K:diag[Kw, K(P] (1)
C. Perturbed System Control Consider
Equation 7 with uncertainties so that

é¢=Ae+bU+r(t) (12)

where
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r(t):{rm]:[ferAameerAb(o UT (13)

r(P f(D+Aa¢e¢+Ab¢ U¢

In fact AA and Ab are denoted as the

uncertainties introduced by system parameters,
J, B and K .r(t) called, “lumped uncertainty”.

Let the system be under linear state feed back
control (U ) described by (10), the closed loop
dynamic, in the nominal condition, is verified by

¢=(A-bK)e=A ‘(14)

ce
At this stage, the LQ feed back control and SM
control are combined in order to design the system
control laws capable of reserving an equivalent
system dynamic as well as the closed loop dynamic
for the perturb system same as the nominal
condition.

The SM control objective consists of designing

First equilibrium surfaces S(e,t)e R2 , such that the

state trajectories of the plant restricted to the
equilibrium surfaces have a desired behavior in
terms of tracking, relation and stability. Secondly,
according to the SM reaching condition, the
switching control effort U (e1) is determined so

as to be able to curb the state trajectories to the
equilibrium surfaces and maintain them on the
surfaces so that e ~and e b (the rotor speed and

rotor flux amplitude errors) converge to zero as
well as reserve the system trajectories as the
nominal condition.

In the classical SM control, the chattering is a
bothering problem. To reduce this effect, the SM
speed and rotor flux controllers are derived based
on using the switching surfaces with integral
components, which posses the exponential stability
[17].

S ¢
s:{ w}z[CTe(t)—e(O)]—CTA [e(rtdr  (15)
S <

where A = A - bK T and cT are (2*2) positive
diagonal matrix and e(0) is the initial state of
vector e(t) .

Note that the scalar functions S, and S, are
decoupled. That is because A and b are the
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diagonal matrices.

Consider Equation 13, under the nominal
condition. It is due to the state feedback given by
Equation 10, that the system control posses the
sliding surfaces S(e,t)=0 on which the states

slide. In addition, since S(0)=0 at t=0, there is no

reaching phase as in the conventional SM control.

Under the influence of uncertainty and
disturbance, the perturbed and uncertain system
cannot still preserve the system response as the
nominal condition; and the system performance
under the control of Equation 10, which is designed
for the nominal system, is surely degraded.
Moreover the minimum performance index cannot
be achieved and the sliding condition cannot be
maintained either.

To maintain the sliding condition and preserve
the nominal system response and performance
subjected to the uncertainty and/or external
disturbance, additional control effort is required in
order to ensure the SM reaching conditions that are
described by

FF<0 (16)
where F= diag (S Sep)-

To control the states on the sliding surfaces
under the system perturbed condition, an extra
control effort must be chosen as:

U, =-psgn(S) (17)
Then the total system control is:

T U
U=Ur+Up =-K e—psgn(S) = (18)

U

S ® = ¥

where p = diag[p .pg]-
The added term, —psgn(S) , is the variable

structure control for the system and S is the sliding
switching functions described by Equation 15.

Linking Equations 12, 15, 16 and 18, it can be
shown that

S0(®):-8(®) =[ 1~bgy gy 520( Sy ) 1. S <0

S (-84 (1) = [1,-bppg 58 (Sp) 1:8¢=0
fort>0 (19)

Combining Equations 13 with 19 yields
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P> —(fw + Aawew + Abo) kpew)
(b, —Ab )

max

(fq) + Aa(De(D + Ab(Dkq) ed)
max
(20)
Therefore from Equation 20, the lower bands of
P, and pg can be obtained as

1
Pp ~
b —Ab
((D (P)

1

pwzﬁ(ew‘em‘Jrfm)

() | (O] (21)
Po :m(%‘e@‘*f@)
Where
Abm<B(0, ‘Aa + Ab km <e,
Abd)<B(D"Aa®+Ab<Dk<D <gg

and e .eq, are positive constants. A consequence

the curbing condition F(t)F(t) <0 is assured. In

addition the closed loop system dynamics for the
nominal condition can be obtained, i.e. the system
will have its activity like ¢ =A_e regardless of

the existence of disturbance and uncertainty. In
view of Equation 15, it is evident that S(t)=0 att

= 0 and also later than that. Thus, a system
controlled by the proposed rotor speed and rotor
flux-controllers is in the sliding-mode at the
beginning, i.e. the system can have robust
properties from the beginning of the control
process.

4. SLIDING-MODE OBSERVER

A. Nonlinear Robust Observer with
Discontinuous  Parameters and stator currents
and voltages as input variables, is proposed so that
the rotor speed and rotor time constant can be
estimated simultaneously.

From Equation 1, the following rotor flux
observer is assumed:
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where a, is the nominal value of o

Combining Equations 1 and 18, gives

dlis| |0 Al |An Ap {ls}

dt | o, 0 Ay ¢, Asyy Ay | [P

B {ngn (Ts)l (23)
0

Azl—MEI,A22 =-oal+o_J

Candidating the following positive definite

Lyapunov function

v:l—[af@r+1—af+l—azj (24)
2 o Cq

Derivating V with respect to time t, yields

. - T~ - 1 - . ~
V:—a(p;r(pr+com[—c o)r—(J(pr)T(prJ
®

+&(1_§—((f)r—M§S)T$rJ 25)

To conserve the observer convergence, it is
required to have V <0. Therefore from Equation
24
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6. =c, (16 )T, (26)

G=c (b, -Mi )G, 27)

Equations 22 and 23 provide two adaptive laws
in order to estimate the rotor speed and rotor time
constant simultaneously.

From the IM fifth order model shown in Equation
1, one can show that

o, :l[d’—S—isJ (28)

Once the estimated error of the stator flux 7§, is
known, then ¢, can be obtained from Equation 27
Using the stator voltage Equation as

¢s=—RSiS+ Vg (29)
The stator flux vector can be estimated as:
¢ =-R i + v~ Ksgn (i) (30)

From Equations 26 and 29, the stator flux
estimated error is obtained as:

¢, = - Ksgn (iy) (31)
Using a first order low pass filter as [5]

(. S 62

where (:l— ) the filter low pass cut-off frequency is

sufficiently small enough to allow slow component
of the motion but is large enough to eliminate the
high frequency component. Combining Equations 27
and 31, the rotor flux estimated error is obtained as

REEAS
b= g 5 s (33)

To guarantee the convergent behavior of the
estimation laws corresponding to rotor speed and
rotor time constant, it is necessary to show that
these estimation laws satisfy the persistency of the
excitation (PE) condition.
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B. Parameter Convergence The PE condition

implies that if the estimation error dynamic, 0, is
described as [10]

B = —TWx (34)

and j(t)+ Twx) wl(t)dr is positive definite for

some T > 0 and every t > 0, then, the estimation
errors will converge exponentially to zero.
From Equations 25 and 26

§=|:wén:|’ X =$r, I =diag(c.c )
~ (T
wo| o) ) (35)
(6, —Miy)
and then
ww T 367 bo, b.-r_i] (o)
(b, - il
Lnis

" V)
(¢dr mds) @ _Lmlqs) qr(d)dr “Lidad™ ¢d1( mqs
¢ (¢dr mds) ¢d1£ mqs ¢dr +q’qr

To satisfy the mentioned condition, it is necessary
to have Det(WW') > 0.

Det(WWT) = [(T)dr (&)dr ~Lpigg)t &)qr (&)qr - Lmiqs )]2

_ 2 _ 2 2
[(D -L (¢dr ds T ¢qr qs "> [q3 -L U¢
(37)
Equating 37 to zero, it yields
=L, U, (38)

On the other hand, from Equation 5, it can be
concluded: Det(WWT)=0. Therefore, in steady
state conditions under the assumption of a constant
rotor flux amplitude Det(WW')=0 and as a result
the PE condition is not satisfactory.

Now consider Equation 23 in a steady state

condition and with the assumption of ( $r = $r =0)
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a(Mi -¢.)=-a () (39)

Equation 39 shows that the steady state error exists
in the rotor speed and rotor time constant
estimations, even if the stator current and rotor flux
estimation errors exponentially converge to zero.

To solve this problem, the rotor flux reference
command has to be contained enough in distinct
frequencies in order to satisfy PE conditions.
Therefore a low frequency low amplitude ac signal
is superimposed to the rotor flux reference signal.
In our case, the frequency of this signal is 3Hz and
its amplitude is about 4% of the rated rotor flux.

One may note that if the aim is only to estimate
the rotor speed with tuned rotor resistance (a =0),
in this case the P.E. is always satisfactory and
hence no need to use a low frequency, low
amplitude ac signal.

In our proposed control method, it is assumed
that the rotor resistance and rotor speed are
unknown constant parameters; such an assumption
is reasonable because the dynamics of rotor speed
and rotor resistance are slow enough compared to
stator voltages and currents dynamics.

5.SVM INVERTER

The Space-vector PWM has recently grown in to a
very popular PWM method for voltage-fed
converter ac drives because it offers the advantages
of improved PWM quality and extended voltage
range in the under-modulation region. This inverter
has a better utilization of dc link voltage, 33%
reduction in switching losses, reduced harmonic
distortion and lower devices ratings compared to a
conventional two level SPWM inverter [11].

A three-level SV-based PWM inverter is
employed to feed the induction drive system. The
three-level neutral-point inverter has been shown
to provide significant advantages over the
conventional two-level VSI for high-power
applications [11]. The main advantages are as
follows: 1. The voltage across the switches is only
half the dc bus voltage, and 2. the first group of
voltage harmonics is centered around twice the
switching frequency thus enabling further
reduction in size, weight and cost of passive
components. On the other hand this topology also
has its disadvantage: (1) this inverter requires a
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Figure 1. Three-level voltage source inverter.

W OMP

Figure 2. Switching states of Three-level inverter.

high number of devices, (2) the complexity of the
controller increases and (3) the balance of the
neutral point must be assured.

A. Three-Level Space Vector Modulation
and Switching Instants As shown in Figure 1,
a 3-level voltage source inverter has 27 allowed
switching states. The Park transformation of these
vectors, project them to a two-layer hexagon center
at the origin of the af plane and zero voltage
vector at the origin of the plane as depicted in
Figure 2.
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Based on the SVM technique, the reference output
voltage is generated by the nearest permitted
switching vectors. The active time duration of each
switching state is given by the SVM strategy. For
example if the tip of reference voltage lie in
triangle # 3, we have,

XrefTs = Xltl + X3t3 +X4t4

jo
lrcf = Ve !
V =E/2, V3=E3/20"6
Vy=E/2e0m/3 (40)
t Ts 0 —ZmTS 1
ty|= —TS \/ngs mTS cos0
ty] | T, —BmT, mT, |[sin0

where m is modulation index and described as

2 v

N

m

(41)

and T, is the cycle period, V .¢ is the reference

voltage vector, t;,t, and t;are the active time
duration of the adjacent switching vectors V{,V,

and Vs, respectively.

It must be noted that in the Artificial Neural
Network implementation of the SVM, nonlinear
cosine and sin functions are obtained from a
competitive neural network.

B. Region and sector Detection Classification
algorithm is used to find the number triangle in
which the tip of the reference voltage vector lies.
This algorithm employs a Classifier Network to
distinguish between 4 separate decision areas in
one sector (Figure 3).

The proposed structure of Figure 4 consists of
four different paths; each one is a Classifier Neural
Network (CNN) and represents the region of one
triangular area. When the tip of the reference
voltage vector lies on area, the corresponding path
will have a “1” in its output, while all other paths
have “0” in their outputs.

In each path the coefficients of the neural
network input layer are easily obtained. For
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Figure 3. First switching sector.

CNN of 1st
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B TNNof 7ad g
—M . of 7
Vis_ref Park ™ Mappmg_’ Region —»
|
vcs_rej — Block ™ CNN .()t 3 —p
—p Trans. Region N
CNN of 4#
Region

Figure 4. Sector and region detector based on CNN.

example the detailed structure of the third path is
shown in Figure 5. The mapping block in Figure 4,
maps all other five sectors to sector # 1, by
subtracting appropriate multiples of =/3 to the
phase of V ..

C. Neutral point voltage balancing  All
available voltage space vectors for 3-level VSIs are
shown in Figure 2. Each phase a, b and c can be
connected to either positive (P), negative (N), or
neutral (O) points of the DC link. Not all the
vectors affect the NP balance. The ones that do are
summarized in Table 1 [12]. Large vectors do not
affect the NP balance because they connect the
phase currents to either the positive or negative DC
rail, and the NP remains unaffected. Medium
vectors connect one of the phase currents to the

1JE Transactions A: Basics

Figure 5. CNN for region # 3.

TABLE 1. Neutral Point Current.

Positive | Negative ) Medium | -
Small Iyp Small INe | \ectors = NP
Vectors Vectors

ONN i, POO  —-i, PON i,
PPO i, OON —i  OPN i
NON i, OPO  —i, NPO i
OPP i, NOO —i, NOP i
NNO i,  OOP  —i, ONP i

POP i, ONO -i, PNO i

NP, making the NP potential dependent, in part, on
the loading conditions. They are the most
important sources of the NP potential unbalance.
Small vectors come in pairs. Each vector in a pair
generates the same line-to-line voltages.

A small vector that connects a phase current to
the NP point, without changing the sign of the
current, will be referred to as a positive small
vector. The other one, connecting the phase current
with the negative sign, will be called a negative
small vector. The majority of the NP wvoltage
balancing schemes used in SVM relies on some
form of manipulation of small vectors in a pair,
where the relative duration of positive and negative
small vectors in a pair is usually adjusted in order
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Figure 6. Drive system block diagram.

to compensate for the error in the NP.

In [12], a good review on neutral point dc
control is done and active, passive and hysteresis
control methods are compared. Passive control,
where the positive and negative small vectors are
selected alternatively in each new switching cycle,
is suggested for perfectly balanced loads. The
hysteresis type control is the simplest method for
NP control and requires the knowledge of current
direction and then a suitable small vector is
selected to compensate NP voltage. At last, the
active control is a complicate method and requires
measurements of NP voltage and phase currents to
control current modulation indexes of small
vectors. This method increases the switching losses
due to additional switching states.

In our case, we use passive control to neutral
point balancing, by a symmetric pattern in each
switching period.

The voltage of dc link center tap point is given
by [12]:

v Ve i e (42)
center —tap c’'0'NP

6. SYSTEM SIMULATION
The block diagram of Figure 6 is proposed for

closed loop speed sensorless control of the IM
drive system.

30 - Vol. 19, No. 1, November 2006

A C++ computer program was developed to
model the machine drive system. A static Runge-
Kutta fourth order method was used to solve the
system Equations. The effectiveness of the
proposed control approach is verified by computer
simulation and is tested with parameters shown in
Table 2 for a (11kW, 380V, 50Hz), cage rotor IM
by computer simulation. For this motor, the
coefficients of SM controllers, SM observer and
conventional PI regulators are obtained by trial and
error method.

Computer simulation results shown in Figure 7

obtained for an operating condition of o =

100rad/sec. (applied at zero second and stepped up
to 150rad/sec at 6sec.), T, = 73N.m at lsec.

(R, =1.5R ,att=4sec)and (R, = 2Rm,att=6

sec.); where cof is the rotor speed reference, T, is
the motor load torque and (R.,R ) are

respectively the rotor actual and rated resistances.

TABLE 2. Motor Parameters.

Power 11 kW f 50 Hz
R, 3710 L, 84.2 mH
R, 4150 L, 87.5 mH

Pole 4 Ly 86.9 mH
B, .00004 I 15 kgm?
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Figure 8. Drive system performance in low speed region
(a) rotor speed (b) rotor flux (c) rotor time constant.
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From these results, one can see that the proposed
system control scheme is robust and stable, subject
to the motor parameter uncertainties and motor
load torque disturbance. In addition, the rotor
speed, rotor time constant, stator currents and
estimated rotor flux magnitude track their objective
reference values.

Some slow oscillations seen on the motor
estimated quantities are due to the low-frequency
ac signal component that superimposed on the

rotor flux reference command (¢,) in order to

satisfy the P.E conditions. Moreover, from
computer results obtained, the decoupling between
the torque dynamic and dynamic of the rotor flux
magnitude is quite obvious. That is because of the

torque and rotor flux control states (Uy,U,),

which perfectly track their respected reference
signals (U’},U:) ). Moreover, the drive system
performance in the low speed region can be seen in
Figure 8. These results are obtained for (o, =

10rad/sec, applied to zero sec, stepped down to
zero at 8sec and stepped up to 100rad/sec at
10sec.) for (R, =15R,,att=4ec), (R = 2R,

att=6sec.)and (B=3B_,J=3J_,at 10sec.)

Figure 9 shows that for constant rotor flux
amplitude, the PE conditions a are not satisfied. As
a result the steady-state error is expected in the
rotor speed and rotor time constant estimations.

Furthermore the stator resistance variation
affects the performance in the IM low speed
operating region is as shown especially in Figure
10.

Finally, simulation results obtained corresponding
to three-level SV-based PWM inverter are given in
Figure 11.

7. CONCLUSIONS

Based on partial feedback linearization control,
using the induction machine Equations in a stator
o —pB: fixed axis reference frame, the dynamics of

the IM torque and rotor flux modulus have been
decoupled first.

Combining SM control and LQ feedback
control methods, the composite speed and rotor

1JE Transactions A: Basics

flux controllers have been derived to make the IM
states follow their nominal trajectory as obtained
by the LQ controllers. An SM rotor flux observer
has been developed in order to provide the
estimation of rotor speed, rotor time constant and
the oa-p: axis rotor flux components

simultaneously. The stability of this observer is
proved by Lyapunov stability theory. A three-level
SV-based PWM inverter has been employed that
feeds the IM drive system. This inverter compared
to conventional two-level PWM inverter, has a
better utilization of the dc link voltage with less
torque pulsation assuming the same switching
frequency.

A low frequency, low amplitude ac signal is
superimposed to rotor flux reference command, in
order to satisfy the persistency of excitation
condition.

Computer simulation results obtained have
shown the validation of the proposed control
approach. However these results have shown that
for further improvement of the IM drive system
robustness, especially in low speed operating
regions, it is also required to estimate the stator
resistance parameter. This needs more research
which is out of the scope of the present paper.
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