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ABSTRACT   This paper reports on the minimization of the average waiting time of the customers 
in the M/G/1 queue with vacation. Explicit formula for the unknown service parameter of a particular 
customer has been obtained by considering the exhaustive service discipline in the case of multi-user 
with unlimited service system. Moreover, results in case of partially gated and gated service 
disciplines under limited/unlimited service systems have been provided. Some particular cases such 
as M/M/1 and M/D/1 models with and without vacation have also been discussed. 
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فرمول .  مي پردازد  M/G/l   اين مقاله به حداقل كردن متوسط زمان انتظار مشتريان در صف تعطيلات                  چكيده

روشني براي پارامتر ناشناخته خدمت به يك مشتري خاص از طريق در نظر گرفتن روش خدمتگزاري براي                     
شهاي دروازه اي جزئي و     همچنين نتايج مربوط به رو    . چند كاربر با سيستم خدمت نا محدود بدست آمده است         

با و بدون تعطيل بحث شده       M/D/l  و M/M/lحالتهاي خاصي همچون مدل     . خدمت دروازه اي ارائه شده است     
 .است

 
 

1. INTRODUCTION 
 
Vacation models having multi queues attended by a 
single sever have been extensively studied for the last 
two decades due to its several applications in the 
performance evaluation of computers, communication 
and production systems. A rich literature exists on 
vacation in different disciplines (e.g. exhaustive, 
gated, limited etc.). 
     In the exhaustive vacation model, the server 
serves customers in a queue until the queue is 
empty while in gated vacation model only those 
customers in a queue who arrived before the 
server’s visit are served continuously. Under limited 

service discipline, a maximum number of customers 
(say L) are served in a visit of the server. Doshi [1,2] 
surveyed excellently vacation systems under different 
service disciplines. Takagi [3-6] discussed several 
applications of polling models and reposted an 
extensive set of results for the M/G/1 queue with 
vacation. 
     DeMorases [7] studied message delay analysis 
of polling schemes with limited transmission times. 
Takine et al. [8,9] proposed the exact analysis of 
asymmetric polling system with a single buffer and 
round robin scheduling of services. DeMorasas and 
Furmann [10] established approximations for the 
mean delay in polling systems with batch Poisson 
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input. Takine and Hasegawa [11] considered time 
dependent behavior of the M/G/1 queue with 
multiple vacations and gated service discipline. 
Levy and Kleinrock [12] analyzed the polling 
system with zero switchover periods (ZSOP) and 
used a general method for analyzing the expected 
delay. 
     Shimogawa and Takahashi [13] obtained the 
inter-departure time-distributions of an M/G/1 
queuing model with server vacations. Leung and 
Lucantoni [14] discussed the vacation models for 
token ring networks where timers control the 
service. The optimal choice of service parameter 
for different types of customers in a queuing 
system is of great importance. Rousseau and 
Laporte [15] gave a practical optimization technique 
for the M/M/1 queuing system. 
     Belu and Shama [16] investigated the problems 
of scheduling the total time of a service facility 
between different types of customers on priority 
basis for the M/D/1 model. Jain et al. [17] 
employed the optimization technique for a more 
general queuing system with pareto service time 
distribution and obtained a formula for the service 
time parameter of arbitrary customers explicitly by 
taking particular cases for the M/M/1 and M/D/1 
model. 
     Sharma et al. [18] presented a non-linear 
programming approach for the single server bulk 
arrival queuing model and obtained the unknown 
service parameters for different types of customers 
in order to minimize the total time of the service 
facility. Leung [19] developed the scheduling 
policy for serving an additional job in priority 
queue under the vacation queuing model. 
     It is worth noting that despite the fact that there 
exists a considerable literature for vacation models, 
the effort for the scheduling of available time of 
service facility in case of such models according to 
different types of demands for service is rare. The 
present investigation is an attempt in this direction. 
     The M/G/1 model with vacation under the 
exhaustive partially gated and gated disciplines for 
unlimited/limited service systems are considered. 
The total time T of a single server is distributed 
among m users in such way that the average 
queuing time of an individual customer is 
minimized. Using a non-linear programming 
approach has derived the results for unknown 
service parameters. 

2. MATHEMATICAL MODEL AND 
ANALYSIS 

 
Consider the M/G/1 queuing model with vacation 
by assuming that m types of customers arrive in Poisson 
fashion with the mean arrival rate of λi (i = 1, 2, …, m) 
to the service facility having a single server. The 
server can provide service according to the need of 
the customers. 
     Let for the customers of class i (i = 1, 2, ..., m), 
µi and cs

2 be the mean service rate and square 
coefficient of variation of service time respectively. 
We denote iv  and 2

iv  respectively, the first two 
moments of the vacation (or reservation) intervals of 
customers of class i. The average queuing time for 
ith class of customers for exhaustive unlimited 
service discipline is given by (see Bertsekas and 
Gallanger [20]). 
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     Let µi - λi = Xi so that substituting the value 
µi = λi + Xi Equation 1, we get 
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     Our main aim is to minimize the average 
queuing time between different types of customers 
so that we have the following optimization 
problem:  

Min ∑ λ
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     E being the excess time, ei and σi are the 
weights reflecting the relative priority and service 
time of the customers of ith class respectively. 
Now putting the value of wi from Equation 3 in 
Equation 4 and applying Kuhn-Tucker condition 
[21], we have 
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where z is an unknown real number. 
     We note that denominator of Equation 6 can be 
approximated as  
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which determines the unknown service parameter 
µi, (i = 1, 2,...,m) for different classes of customers. 
     The expected queuing time, for other types of 
vacation models, are given by Bertsekas and 
Gallanger [20]. Defining )v1(1 ii λ−=β  and 
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The unknown parameter xi (i = l, 2, ..., m) for these 
models can be obtained in a manner similar to the 
one discussed earlier for unlimited exhaustive 
cases. Thus  
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3. PARTICULAR CASES 

Case 1 - M/M/1 Model with Vacation   In this 
case c0

2 = 1 so that the unknown parameter xi for 
several service disciplines reduces to 
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Case 2 - M/D/1 Model with Vacation   For 
this model cs

2 = 0, so that Equation 14 reduces to 
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Case 3 - M/M/1 and M/D/1 Model without 
Server Vacations   Substituting v  = 0 and cv

2 = 
0 in Case 1 and Case 2. We get 
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which agrees with results obtained by Rousseau 
and Laporte [15] and Belu and Shrama [16] for 
M/M/1 models respectively. 

 
 

4. DISCUSSION 
 
In this investigation, we have suggested a non-linear 
programming technique in order to minimize total 
queuing time of a service facility with vacation. The 
explicit formulae obtained for the optimal service 
parameter for multi-class users of the service systems 
may be helpful in scheduling the total time of an 
organization. Since vacation models have widespread 
applicability in local area network (LAN), computer 
communication systems, manufacturing system etc, the 
results obtained would have useful applications in real life 
situations. 
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