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Abstract   A novel intelligent neural optimizer with two objective functions is designed for 
electrical distribution systems. The presented method is faster than alternative optimization methods 
and is comparable with the most powerful and precise ones. This optimizer is much smaller than 
similar neural systems. In this work, two intelligent estimators are designed, a load flow program is 
coded, and a special modified heuristic optimization algorithm is developed and used too. The load 
pattern concept is used for training ANNs. Finally, the designed optimizer is tested on an example 
distribution system; simulation results are presented, and compared with similar systems. 
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.    يك بهينه ساز هوشمند جديد با دو تابع هدف براي سيستم توزيع انرژي الكتريكي طراحي شده است       چكيدهچكيدهچكيدهچكيده

ــت     ــي رقاب ــت، تواناي ــث دق ــريعتر اســت و از حي ــازي س ــنه س ــهاي بهي ــاير روش ــده از س ــه ش ــاروش ارائ   ب
در . ترين روشهاي بهينه سازي هيوريستيك بهبود يافته توسعه داده شده و مورد استفاده قرار گرفته است  قدرتمند

پايـان، بهيـنه سـاز طراحـي شده روي يك سيستم توزيع آزمون نمونه آزمايش شده، نتايج شبيه سازي ارائه و با                
 .هاي مشابه مقايسه شده است سيستم

 
 
 

1. INTRODUCTION 

After a century since the dawn of electricity era, 
distribution systems optimization has been 
considered more often. This consideration occurs 
after fairly good optimization of the generation 
and transmission systems. Distribution system is a 
link between the transmission system and the end 
consumer, and is the nearest part of power system 
to the end consumer. Since the distribution system 
current is higher than the transmission system 

current, its line loss is higher; almost 10% of 
generated energy is wasted in the distribution 
systems. Two practical methods can be used for 
minimizing line losses: optimum capacitor 
placement and feeder reconfiguration. In this paper 
the feeder reconfiguration method is presented and 
used. 
     Feeder reconfiguration problem belongs to a 
category of optimization and graph theory 
problems known as “Spanning Tree”. It means 
having nodes of a graph; branches of that graph are 
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determined so that a well-defined objective 
function is optimized. Also its constraints must be 
satisfied. This is a nonlinear mixed-integer 
optimization problem and various methods have 
been suggested for solving it. Some of t his 
methods are: Mathematical Gradient, Numerical, 
Heuristic, Intelligent and Stochastic methods. 
Most of these methods are based on greedy search, 
which in most cases reaches to a local minimum 
rather than the global minimum. Extending the 
distribution network dimensions irritates this 
situation. In this paper, it will be more complicated 
because of having two objective functions. 
Another disadvantage of most of the optimization 
methods is time-consuming calculations. It hardens 
their on-line applications. Feeder reconfiguration 
is used in both design (determining optimal lines) 
and operation calculations.  
     In recent years various projects are conducted 
on Distribution Management Systems (DMS) and 
Distribution Automation and Control (DAC) 
including seasonal, daily, hourly and on-line 
feeder reconfiguration. Networks with many 
meshes, difference of load profiles of various 
buses in the network and non-simultaneous 
variations of commercial, residential and industrial 
load profiles (load patterns) have made this project 
feasible. 
     In 1975, Merlin and Back [1] introduced the 
feeder reconfiguration problem, and presented a 
method for solving it. This method was improved 
and modified by Shirmohammadi and Hong [2,3] 
and was called: Sequential Switch Opening 
Method (SSOM). Also Civanlar, et al. [4] 
introduced a method known as Switch Exchange 
Method (SEM) presenting an approximate formula 
for loss changes. Most of the heuristic feeder 
reconfiguration methods are based on these two 
methods (SSOM, SEM). Then, Baran and Wu 
added load balancing to the objective function [5].  
     Recent improvements in mathematics and 
control theories have led to a new generation of 
computing and control systems. These new 
systems benefit the advantages of acting under 
variable, uncertain and complex conditions. The 
need for their precise and fast operation, and the 
complexity of real systems mathematical model, 
has placed them in a high ranking in hot research 
topics. 

     These systems must have specific characteristics 
such as: adaptivity, learning ability, robustness 
against external noise, tolerable internal error, 
uncertainty, and non-linearity. Also, such a 
systems do not require the precise mathematical 
model of the plant system. These properties have 
made intelligent systems such as Artificial Neural 
Networks (ANNs), Fuzzy Systems, Heuristic and 
rule based methods, Genetic Algorithms and 
Simulated Annealing, powerful methods for 
solving engineering and scientific applications. 
     Many researchers have applied the above 
mentioned intelligent and heuristic optimization 
methods to distribution system optimization 
problem, such as: Simulated Annealing by Chiang 
and Jumeau [6], Jiang and Baldick [7] and Nara 
and Kitagava [8]. Also Nara, et al. [9] applied 
Genetic Algorithms to this problem and concluded 
that Genetic Algorithm is faster, and Simulated 
Annealing is stronger. Santoso and Tan [10] used 
ANNs for ohmic line loss' reduction by optimum 
capacitor placement. Jung, et al. [11] used a 
method based on expert systems including 
heuristic rule base and inference engine and Kim 
et al. [12] used ANNs for line loss' optimization 
by feeder reconfiguration. Bouchard, et al. [13] 
had an unsuccessful try in using Hopfield Neural 
Networks for Feeder Reconfiguration like 
travelling salesman Problem (TSP) solution and 
Wang et al. [14] applied Fuzzy Logic to this 
problem. Also Zhou, et al.[15] and Lin, and Chin 
[16] presented some methods for multi-objective 
feeder reconfiguration problems. McDermott et. al. 
[17] used a heuristic method for solving feeder 
reconfiguration problem, by a normalized 
objective function, and Popvic et. al. [18] used a 
multi-objective algorithm for distribution system 
service restoration. 
     The method proposed in this paper, uses ANNs 
for solving the feeder reconfiguration problem 
with two goals: loss reduction and load balancing. 
ANNs gain parallel processing in a large number 
of simple processing elements called “Neurons”. 
Information fed to ANN as numerous examples, 
are distributed and saved in weights between 
processing elements associatively. In this paper, a 
kind of neural network called: Multi Layer 
Perceptron is used. It will be described more, in 
Section 4 [19, 20]. 
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     Here, a modular, powerful, and fast optimizer 
system is designed which can reach to the 
previously learnt global minimum. Its dimension is 
much smaller than similar systems based on ANNs 
[10,12]. It reduces the dimensions of signal 
communication system, because of determining 
critical switches. The presented optimizer 
determines the optimum topology in one iteration. 
Hence, it is faster than other optimization methods 
based on iterative calculations and it can be used 
in real-time on-line applications. The load pattern 
idea with constant P-Q load models is used for 
training ANNs. The method has good performance 
for distribution systems with large dimensions and 
its generalization abilities are significant. The 
presented optimizer benefits the intelligence 
property of neural networks, which leads to its 
high performance under faulted and contingency 
conditions. In this work, also two neural intelligent 
state estimators are designed [21], a load flow 
program [3] and a modified heuristic optimization 
algorithm are developed and used [22]. 
 

2. FEEDER RECONFIGURATION 
PROBLEM DESCRIPTION AND SOLVING 

A. Problem Description   Distribution systems 
are designed as a ring (or network) configuration, 
and operated as a radial system. Generally, two 
types of switches exist in distribution systems: 
Normally Closed (NC) - which connect line 
sections - and Normally Open (NO) on the tie lines 
- that connect two feeders, two substations or two 
ring branches -. 
     Topological change in the configuration of 
distribution system by opening and closing network 
switches is known as RECONFIGURATION. The 
final distribution system must be radial again after 
every reconfiguration (switching operations) and 
other network constraints must be satisfied. One of 
the advantages of the distribution systems radiality 
is simplicity of protection co-ordination.  
     Two major objects are noted in distribution 
system feeder reconfiguration: (1) ohmic loss 
reduction in lines and (2) protection against over 
loads in lines and network devices and apparatus 
(transformers, switches, etc.) which is known as 

Load Balancing. Hence, we have an optimization 
problem with two objective functions. Current 
ampacity, voltage profile, and load flow equations 
are considered as constraints. In this method, there 
is no need to a constraint on the number of 
permitted switching, because the critical switches 
are recognized in this method. 
 
B. Problem Formulation   First part of the 
objective function is loss formula that is written 
as: 
 

P L = 2
i

2
i

2
i

L

1i
i V

QP.r +∑
=

 (1) 

 
and the second part is load balance. The load-
balancing index for each branch of network is: 
 

dl i = S i   S i max  (2) 

 
where, S i  is apparent power of branch (i) at 
sending end, and S i max  is maximum apparent 
power of branch (i) sending end 
     Load balancing index for the whole network 
must include all the branches and is written as an l-
p norm of the indices vector [21,22]: 
 

L p = p
N
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p
if∑

=
 (3) 

 
 
Figure 1. Block diagram of distribution system optimizer. 
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About the order of the l-p norm, we note the 
following statement: 
     Effect of the largest element of a vector on the 
higher order norms of the vector is greater than its 
effect on the lower order norms. In other words, 
sensitivity of l-p norm with respect to the largest 
element of the vector increases by increasing the 
order of the norm (i.e., p) [22]. 
     Accordingly, to have an optimum control on the 
worst load balancing index, p approaches to 
infinity; hence, the load balancing objective 
function is taken as a Chebyshev form: 
 
L B = L ∞ = H ∞ = Max fi ,        i = 1, 2,.    ,N (4) 
 
     For solving two optimization problems 
simultaneously, the objective functions can be 
merged by the familiar method of using penalty 
factors as: 
 
F= C L  . P L + C B  . L B  (5) 
 
C L and C B  are penalty factors that are selected by 
the designer under the following constraints: 
 
C L > C B  (6) 
 
C L + C B = 1 (7) 
 
C L have been taken greater than C B , because the 
loss reduction goal is more important than the load 
balancing. Also, constraint (7) has been taken for 
normalizing the objective function. Finally, the 
optimization problem is formulated as: 
 

Min gi  [C L . r
P Q

Vi
i

L
i i

i=
∑ +

1

2 2

2.  + C B . Max 

( S i S i max  , i=1,2,...,L)] (8) 

 
Subject to: 
 

V j
min ≤ Vj ≤V j

max  (9) 

I jk
min ≤ I jk ≤I jk

max  (10) 

f(x,g i )=0 (11) 

C. Load Flow   Equation 11, stands for load flow 
equations. According to specific characteristics of 
the distribution systems, here conventional load 
flow algorithms do not work. Hence a specific 
method for distribution systems known as 
“Compensated Backward Forward Sweep” or in 
abbreviated form CBFS is coded and used [3]. 
 
D. Extended Switch Exchange Method 
(ESEM)   There is a detailed comparison between 
Sequential Switch Opening Method (SSOM)[2] 
and Switch Exchange Method (SEM) [4] in 
references [22,23]. It has been concluded that the 
SSOM solution is independent of the primary 
topology of the distribution network, while the 
SEM is faster. In this work, the SSOM cannot be 
used, because it is based on optimum current flow 
pattern. So, load balancing objective function 
cannot be optimized by SSOM. In order to take 
into account both objective functions, a method 

 
 
 

 
 
Figure 2. Flow chart of ESEM method. 



IJE International: Applications Vol. 15, No. 2, July 2002 - 139 

(which is similar to the SEM) is used with some 
modifications. Hence, it is called Extended Switch 
Exchange Method (ESEM). Figure 2 shows the 
flow chart of SEM that is briefly explained as 
follows: 
     First, the distribution network data such as real 
and imaginary power, resistance, inductance and 
primary configuration are entered. Then a load 
flow study is done and total power loss and load 
balancing indices are calculated. The change in the 
objective function (Equation 8) caused by all 
allowable switching options is determined. Next, a 
list containing all of allowable switching options 
and sorted increasingly from the smallest change 
in the objective function (the most negative) to the 
largest one is generated. The first row of the list -
which introduces the largest change in the 
objective function - is selected as the best 
switching option and is applied if it satisfies the 
optimization constraints. Otherwise, the first row 
is set aside and the option with the largest priority 
is replaced. This procedure continues until all of 
the changes in the objective function are positive, 
in other words, no reduction in the objective 
function happens. 
 

3. FEEDER RECONFIGURATION USING 
ARTIFICIAL NEURAL NETWORKS 

A. Solution Methodology   Optimization by 
ANNs using pattern recognition method is derived 
from a new approach to the problem. This method is 
based on finding a deep, but simple, philosophical 
interpretation: “Optimization is searching, 
recognizing and determining the optimum pattern”. 
So that, for performing optimization by ANNs, it 
is enough to design ANNs, that can find optimum 
topology of the network, on the basis of 
knowledge derived from information, heuristics 
and expertise earned in the learning mode of the 
ANN. This property is ideal for a real-time control 
system, because of its on-line, feed-forward 
computation. Figure 1 shows the block diagram of 
such a system. In fact, this system acts as an 
intelligent expert system with optimal decision-
making operation. This task cannot be done in 
one stage. Thus, the optimizer system is partitioned 

as shown in Figure 3, and explained in the 
following sections. 

B. Zone Load Calculation (Block 1)   In block 
No. 1, the distribution system is divided to Z 
zones, then real and imaginary power consumption 
of every zone is calculated by the following 
equations:  

ZP i  = P i  + pij
j

N

=
∑

1

 (12) 

ZQ i  = Q i  + Qij
j

N

=
∑

1

 (13) 

where: 
 
i = 1,2,...,Z 
Zpi, Zqi = Loads of zones 
Pi, Qi = Sending end power flow of zone i   
Pij, Qij = power flow of line j supplied by zone i 
N = Number of line sections supplied by zone i. 
 
C. Zone Load Level Estimation (Block 2) 
The output of block 1 is fed to an intelligent state 
estimator (block No. 2). The state estimator is  as 
ANNs whose inputs are Zpi and ZQi and its 
outputs are load levels (states) of the distribution 
system zones. According to a sensitivity analysis 
of optimum topology with respect to change in Zpi 
and ZQi it is seen that the sensitivity near peak 
values of Zpi and ZQi is much greater than lower 
values. Thus four load levels with 40%, 25%, 20% 
and 15% sizes from zero to peak values of Zpi and 

 
 
Figure3. Tree stage optimizer system block diagram. 
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ZQi are assumed [21]. 
     A training set including desired inputs and 
outputs of estimator is generated and is taught to 
the load level estimator neural network. The 
estimator neural network must measure the 
similarity of the new input pattern to the 
previously learned patterns, and show the most 
similar load level to the load level of the new 
input. A well-trained estimator can generalize the 
learned data as knowledge, and express correct and 
wise output for the new input. In other words, this 
estimator neural network is a “maximum 
likelihood estimator” or a “minimum distance 
estimator” [19,20]. The Zone Load Level 
Estimator System is presented separately in an 
individual paper in[21]. 
 
D. Distribution System Optimum Topology 
Determinator (Block 3)   The block No. 3 (in 
Figure 3) determines the optimum topology of the 
distribution system using zones' loads (states of the 
system) which is given by the load level estimator 
block. Single-output neural networks can be 
designed for every switch of the distribution 
system, in which zero or one state of the output 
stands for open or close state of the switches. This 
design makes the control system very large. Also 
there is not any control on the constraints: radiality 
of distribution system and connectivity of all 
nodes to the graph of the system. 
     A better way is using a merged neural network 
having a number of outputs just equal to the 
number of optimum topologies. In this network, the 
output having greater value indicates corresponding 
optimum topology. The output of this neural network 
must be given to a decoder system for recognizing 
and displaying the greatest output as a number 
indicating the number of optimum topology. The 
overall system can be merged and implemented as 
a unique neural network that has one linear output, 
which indicates the number of optimum topology. 
     The number of inner layers and the number of 
neurons in each of them are determined by a 
combination of pruning and cascade correlation 
methods. Reducing the dimensions of the neural 
network by deleting neurons, which have the least 
effect on the output, is called “pruning”. Also 
cascade correlation method is based on network 
growth. Finally, running an entire trial and error 

procedure is necessary for optimizing the number 
of inner layer neurons. [19, 20] 

The training set of this neural network is an 
input/output set, in which the inputs are various 
zones load levels (states) and the outputs are 
optimum topologies corresponding to each series 
of load levels (each state). ESEM method (Section 
2-D) has been used for generating this set. 
 

4. NUMERICAL EXAMPLE 

The three feeder distribution system of Figure 4 
containing 16 switches and 13 zones has been used 
in this study as an illustrative numerical example.[4]. 
     Various topologies and methods have been used 
for designing the neural network such as: Radial 
Basis Functions (RBFs), Kohonen self-organizing 
neural networks and Multi Layer Perceptrons 
(MLPs). In this work, it has been concluded that 
MLP is the best for this application in terms of 
learning and generalizing capabilities.. 

In a Multi Layer Perceptron (MLP), neurons are 
suited in layers. Each neuron link to its back and 
front layer neurons through the weights. Output of 
each neuron is a weighted summation of its inputs, 
which is passed through a non-linear transfer 
function. The transfer function that is selected in 
this work is sigmoid function. Figure 5 shows a 
three-layer MLP neural network, having “m” input 
nodes, “n” middle layer nodes, and “p” output 
layer nodes. 
     In order to learn the ANNs, Error Back 

 
 
Figure 4. Example distribution system. 
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Propagation learning algorithm with momentum is 
used. Error Back Propagation algorithm, includes 
these three functions: Feed Forward, Compute 
Gradients and Update Weights. [19,20]. 
     In addition to back-propagated error, a momentum 
term is added to weights and biases, in the iterative 
learning process. This momentum term is for 
giving some kind of inertia to the optimization 
process movement in the hyper-surface of weights 
and biases.  
     Also, a noise term (output of a random number 
generator) is fed to the neural network input. This 
input noise prevents the learning process from 
being entrapped in local minimums and also over-
fitting to the training set data. 
     The state estimator neural network (classifier) 
proposed in this paper is a three-layer perceptron 
having two nodes in the input layer, three nodes 
(neurons) in the middle layer, and four nodes 
(neurons) in the output layer. This ANN contains 
seven sigmoid neurons, 18 weights and seven 
biases.[21]. 
     For training the optimum topology determinator 

(Block 3 in Figure 3), a training set is generated 
using the ESEM method (described in Section 2-
D. and Figure 2 flowchart). This training set is 
taught to the optimum topology determinator, 
which is a MLP neural network. In fact, several 
methods could be used for generating the ANN 
training set. Stronger and more precise methods 
generate better results for the training set, and 
make the optimizer neural network stronger and 
better. 
     Teaching all of feasible combinations of the 
load levels (feasible system states) is extremely 
time consuming and impractical. Therefore, the 
load pattern concept is used, so that each of the 
distribution system zones has one of the residential, 
commercial or industrial load patterns by constant 
P-Q load models. It is enough to teach the set of 
various combinations of the load levels to the 
estimator neural network.  
     Studying example distribution system shows 
that there are eight optimum topologies totally. 
Appendix 1 shows the state of network switches in 
each optimum topology. Also it is seen that only 
nine of the network switches change state, these 
switches are called “critical switches”. In a 
distribution system automation project, the control 
signals are applied to this switch only. This is one 
of the advantages of the presented method. 
     The final designed neural network for the 
optimum topology determinator (block 3 in Figure 
3) is a four-layer perceptron. In the above-
mentioned neural network, the input layer has 13 
nodes, layer two has 11 nodes (sigmoid neurons), 
layer three has 8 nodes (sigmoid neurons) and 
layer four (output) has one node (linear neuron). 
The output number of the output neuron indicates 
the number of optimum topology (topology 1, 2, 
…, 8). The given neural network has totally 20 
(=11+8+1) neurons.  
     In [12] a line loss optimizer system by 
reconfiguration has been proposed having 276 
process elements (neurons). Also in [10] a line loss 
optimizer system has been presented by capacitor 
control, having 472 process elements. In our work, 
line loss and load balance optimization (two 
objective functions) is performed by 111 process 
elements only. As such, the optimizer system, 
which is proposed in this paper, is much smaller 
than similar systems. 

 
 
Figure 5. A three-layer MLP neural network. 
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     In order to test the designed system performance 
considers the measured data in two different times 
during the day: series one at 16 O’clock and series 
two at 23 O’clock. All of zone loads are calculated 
in zone load calculation stage (Block 1 in Figure 
3), and then, are given to the load level estimator 
(Block 2 in Figure 3), whose outputs are load 
levels of various zones. 
     Input and output values of the estimator are 
shown as time series in Figure 6. As you see, the 
desired and estimated values are the same and the 

classification precision is 100%. 
     Then the estimated load levels are given to the 
optimum topology determinator neural network 
(Block 3 in Figure 3). Figure 7 shows the desired 
optimum topologies and suggested optimum 
topologies of the optimizer system, for both times 
of the day in one coordinate. It can be seen, that 
the points are the same, i.e., the suggested topology 
for both times are exactly optimum.  
 

5. SUMMARY 

The final results of optimization in two different 
times of the day are shown in Table 1. According 
to this table in 16 O’clock, topology number 5 with 
2.50% loss reduction and 23 O’clock, topology 
number 3 with 3.44% loss reduction has been the 
best topology of the system that are global optimum 
and ESEM method gives the same answers. 
     In addition to the high precision of the 
optimization and low dimensions of the optimizer 
system with respect to similar systems, its short 
optimization time is important too. Almost all of 
the optimization methods presented in the literature 
are based on iterative calculations, but the proposed 
method performs calculations in only a feed-
forward iteration. Some of the calculation times 
found in the literature are: Genetic Algorithms: 61 
minutes (3660 seconds) and simulated annealing: 
227 minutes (13620 seconds) [8, 9].  
     The calculation time of the optimizer system 
presented in this paper for a sample system 
simulated on a IBM compatible Personal Computer 
with Pentium 233 MHz CPU and 32 MB RAM is a 
fraction of a second (less than 0.5 second). Using a 
real system implementing neural network hardware 
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Figure 6. Time series of inputs (above: (+: P and o: Q)) and 
outputs (below (*: Desired and o: Suggested)) of the 
estimator. 
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Figure 7. Outputs of the optimizer system for two hours of a 
day. 
 

TABLE 1. Final Results of the Optimization. 
 

TIME Optimum 
Topology 

Loss 
Reduction 

16 
O’CLOCK 

No. 5 2.5% 

23 
O’CLOCK 

No. 3 3.44% 
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(or exactly saying firmware), the calculation time 
will reduce to propagation delay time of their 
building block Integrated Circuits (ICs). This time is 
about a few microseconds for LSI and VLSI 
implemented ICs. 
     Besides, this system can operate under crises 
and fault conditions of the distribution system and 
estimate faulted distribution system state and 
suggest its optimum topology. This property is 
gained from the extrapolation capability of the 
neural networks that is discussed in another paper. 
[21] 
 

6. CONCLUSIONS 

Taking two objective functions (1) loss reduction 
and (2) load balance, an optimization problem is 
formulated and solved by using the corresponding 
constraints by a novel approach in this paper. The 
proposed method has established a relation between 
two applications of neural networks: Optimization 
and Pattern Recognition. The advantages of the 
presented method are as follows: 
1. Having two objective functions instead of one  
2. Calculation speed is higher than other methods 
because optimization is performed in one iteration. 
Thus suitability for real-time applications. 
3. Very high precision  
4. Recognizing distribution network critical 
switches and reducing signal communication system 
dimensions  
5. Small dimensions of calculation and control 
system  
6. Simplicity of calculation and control hardware 
implementation in ICs 
7. Reaching to the global optimum learned to it  

8. Capability of solving distribution system 
contingency conditions through neural networks' 
generalization property  
9. Independence from primary state of 
distribution system  
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