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Abstract This paper is primarily concerned with theoretical evaluation of the performance of multi-
processors system. A markovian waiting line model has been developed for various different multi-processors
configurations, with shared memory. The system is analysed at the request level rather than job level.
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Modelling and Performance Evaluation of
Multi-Processors Organisation.

“Thirty years ago the designer designed his
systems out of circuit level components such
as resistors, diodes and transistors. Later,
switching circuit level components which are
represented by gates and flip-flops, became
available as SSI components. With the intro-
duction of medium scale integration (MSI)
register transfer level components appeared
as well as arithmetic and logic units, registers,
etc. The advent of large scale integration
(LSI) has made memories and, even processors,
primitive components from which systems
are designed.

VLSI as microprocessors have had a dramatic
impact on applications that require minor
adjustments. They have been used for instru-
ments, industrial confrollers, intelligent ter-
minals, and communication systems as special
function processors in large computers and

multi-micro-networks.
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The question naturally arises as to whether
the microprocessor, which has proved so
successful in these diverse applications, can be
used as a building block for large general
purpose computer networks. In other words,
can a suitably interconnected set of micro-
processors be used for tasks that currently
require large uniprocessor capable of executing
millions of instruction per second?

At present there is no definitive answer to
this question, but there are several reasons to
believe that multiple-microprocessor systems
might indeed be viable. Following this belief
one can think about how one can connect
several of these processofs and memories
together and what is the effectiveness of the
organisations. Finally, how can one measure
or evaluate the performance parameters of
such an organisation.

Throughout this paper an attempt is made
to provide resonable answers to some of the
above questions through a mathematical
waiting line model approach. A method of
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investigation is proposed to evaluate the per-

formance of a large scale multi-processors as a

sophisticated tool for decreasing the financial

risk involved in developing a network of
large organisation. '

The objectives of this investigation are:

1: The ability to model existing and proposed
multiprocessors.

2: The ability to compare different multi-
processor organisations, through system per-
formance.

3: To provide a facility (tool) with which one
can easily create and try out new multi-
processor systems, tailored to a particular
application

4: To enable one to measure the performance
parameters of available multi-processor

organisations.

Performance Evaluation of Multi-Processors
Organisation.

"The following statistical problem arises in the

study of many computer organisations. A
memory unit is required to attend to a number
of processors and I/O units which request
memory from time to time. Each time a
unit (processor or 1/O) makes a request, the
memory unit organisation has to do a certain
amount of decision-making and testing before
it can be restarted to give a service to that
unit. I a unit makes a request while the
memory is on communication mode with
another unit, the second unit must wait until
the memory finishes with the first one. A
waiting line or queue occurs in any multi-
computer organisation. When, at a given
time, the number of requests desiring service
(f:cm memory or any resources) exceeds the
capacity of the service facility.

The problem is to estimate the effect of
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Figure 1.

interference on throughput and efficiency,

the time taken to give service to a request
and the number of waiting units for a shared
mefnory in multi-processor organisations. We
are interested in applying a waiting line model
in such organisations which is shown in
figure 1. In such an organisation each micro-
processor or I/O unit apply a request for a
shared memory unit.
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Multi-processors organization.

All such situations may be described by
mathematical models which we term Finite
Request Source Waiting Line Modles and
define as waiting line models in which the
request for use of memory emanates from N
units (processors and I/O, s). In figure 2 it
shows how several units made a request for
a memory unit and how the memory unit
gave service to them, one by one, in the order
of first come, first served (FCFS).

If a processor or I/O unit makes a request
it will be immediatley attended to by the
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memory if the memory unit is free, but if
the unit makes a request while the memory
is busy with another unit it has to wait until
the memory becomes free. This results in a
loss of efficiency which is said to arise due to
interference. Obviously, if the number units
assigned to the one memory system becomes
large, the loss of efficiency due to the inter-
On the other hand, if
fewer processor and I/O units are assigned

ference increases.

to the one shared memory (or any resources)
the price per performance increases. Hence,
the problem is to determine the number of
units to be assigned to a memory in order to
minimize output costs by balancing the cost
of the memory system against the loss of
efficiency due to multi-processor organisations.
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 Figure 2. ‘Time diagram for multi-processors
organization.

‘Markovian Waiting Line Model Organisation
for Multi-Processors System

‘We now consider a subsystem (figure-3) of
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multi-processor organisations with N2 pro-

cessors and N1 1/O, S. Each processor has
a local or private memory which communicates
with it. As far as it can satisfy all requirements,
if no desirable instruction or data at local
memory can be found, the processor makes
a request to communicate with the main
memory unit. The effect of I/O units activity
will not be modelled explicitly, the I/O
is an I/O processor. Thus, from the main
memory point of view, the 1/O channel is
logically equivalent to the other processors.

Since all units function independently,
it follows that the probability of occurrence
of a request is proportional to the total
number of units i.e., N= N1 + N2, functioning
at a given instant. The mean frequency of
arrival requents in the system is a function
of the number of waiting units in the queue
under the service, i.e., n. In order to simplify
the calculations, it is assumed that R is the
mean arrival request frequency per unit of
time so that when all N units are running
independently of the main memory or in
case of 1/O units being idle.

In the most common stochastic queuing
models it is assumed that inter-arrival request
times and service or communcation times
obey the exponential distribution or, equi-
valently, that the arrival rate of request (R)
and service rate (S) follow a poisson distribu-
tion.

In subsystem organisations under these
conditions and assumptions, the probability
that a request can occur between time (t) and
time (t + dt) is equal to: (N—n) Rdt + O(dt)
The probability of service completion in(dt)

is:

- Sdt+O (dt)
and the probability of more than one request
(R) more than one service completion (s) in(dt)

is infinitesimal and will be O(dt)
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We have, then, a process with requests and
services occurring randomly over time, with
the probability mechanism just described.
Request arrivals can be considered as “BIRTHS”
to the system. Since, if the queue system is
in state n (we consider system state as the
number of waiting units in the system) and a
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‘new request occurs, the state is changed to

(n+1).

On the other hand, a services completion
occurring while the system is in state (n)
sends the system down one to a state of
(n—1) and can be looked upon as a “DEATH”.
This type of process is often referred to as a
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“BIRTH-DEATH?” process, or markov pro-
cesses with stationary transition and coun-
table state space.

The possible states transition of Markovian
chainor birth and death processes is shown in
figure 4.

SERVICE

Figure 4. State Transition of markovian feeqss

According to the Chapman-Kolmogrov eua-
tion, the probability that there are (n) units
in the system at some selected moment is the
sum of probabilities associated with the state
changes leading to state n.

P (t+dt) = ; P_(t). Ppyn(dt) (1)

‘where

7Pm(t) =prob. system in state m at time t

P, n(dt) = prob. | transition from state mto

state n in dt/system in state m at time t] .

In the markov process we shall permit
direct transitions from any state (m) to any
state (n). The transition probabilities are
permitted to vary in time. But in our case,
we have already seen the direct transition
from a state n is possible only to the neigh-
bouring states (n+1) or (n—1); (the poisson
process property).

Thus in such a case, we have:

‘n+l

P(t+d) = D

m=n—1

P(t) . Pn(dt) (2)

‘since Prn(dt) =0 for m<n—1and m > ntl.

VJournaI of Engineering, Islamic Republic of Iran

P, (t+dt) = Po(t) [1-NRdt] +Py(t) [Sde]

an with arrival request (R) and service rate

(S) both independent of each other, there-
fore we can write:

Py(t +dt) = P (t). prob'. no request in dt
prob.  no service completions in dt  +P(t).
prob. one request indt . prob. one service
indt + P, ,q(t). prob. one service completed
in dt

. prob. no request in dt +P__4(t).

prob. one request in dt . prob. no service
completion in dt + o(dt)

forn>1 (3)
The transition probabilities from state (m) to
(m+1) will be:
prob. no request in dt =[1—(N—m) Rdt —
o(dt)] |

prob.  no service completions in dt =[1-
Sdt — o(dt)] '
prob.  one request in dt =(N-m) Rdt +
o(dt) :
prob. one service in dt =Sdt + o(dt)

for m=n—1, n, n+1 (4)

We substitute the above transition probabilities
to the differential equation (3) and combining
all O(dt) terms and realising terms with (dt)2
are also O(dt), we get,:

P (t+dt)=P(t) [1—(N—n) Rdt — Sdt] +

Ppyq(t) [Sde) + Py 4(t) (5)

[N—(n—1))Rdt] foro> n> N.

7While, for the limiting states, n=o and n=N

. n=o

7PN(t+dt) = PN((t) [1-8dt] + P 4(t) [Rdt]

n=N

(6)

We can rewrite the three above equations

(5, 6) slightly differently to yield differential-
difference equations;

P (t+dt)— P (dt) ¢4

= P
dt dt n(t)
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'_dd__ P,(t) =—NRP_(t) +SPy(t)  (n=o)
- |

—d_P (t) = —[(N-n) R+S] P(t) +

(n — n+1) R Pn_l(t) +8S Pn+1(t)

(o>n>N)
_:_ P,(t) = —SP_(t) +RP__4(t)
t (n=N)
(7)

"To get the steady-state solution for P, the

probability of n units waiting in the system
at an arbitrary point of time after steady
state is reached, we take the limit as t »o of
equations (7), when P_(t) is independent of
time, d P, (t)/d¢ is zero, and we have:

—NRP +SP;=0 (n=0)

—[(N-n)R +S] P_ + (N-n+1)R. Po_1+

SP,41=0 (0> n> N)
—SP, +RP _1=0 (n=N)
(8)

From these equations (8) we can find the

recursion formula
P =N(R/S) P,

Py =(N-1) (R/S) Py o)
P =(N-2) (R/S) P,

Ppyq = (N-n) (R/S) P

‘Now we have to solve a set of difference
equations, to find the probability distribution
of the random variable (n)

N!

Py = ——— (R/S)". By (10)
Since the boundary condition
N —
RIS (1)

n=o
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‘We can evaluate P as:

P, = - (12)
N NI
R/S)™.
nz=o (RIS (N—n)!

‘The steady state probability distribution for

the subsystem and whole multi-processors
organization will be computed and will be
graphically represented for various N and
(R/S). (see Fig. 5 in the results of simulation).
The expected number of processors or 1/O
units in the system is:

N .
L= > nPn=N—%(1—P0)

n=o

‘and the mean number of waiting units in the

queue will be

N
(n—1)P = > nP —(1-P,)
n=1 n=1

R+S

(1-P,)

Now, we can proceed to derive the average

waiting time in the queue Wy and system (W)
in the base of the FIFS (first in, first served)
queue discipline.

- - ) 1 - +
W= W+ — =Wy + T

‘The other important parameter in such multi-

processors organization is a stretching factor,
which is the ratio of the time needed to
execute a program with conflict to access to
memory (TC),to the necessary time to execute
that piece of program without the presence
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of contention (Ts) i.e.,

] T
S.F.= <
TS
T =Wq +T, |
wW_+T \\Y i
S F.=—9 8 =14+ 1 (16)
T

s S

‘To derive the unit availability or processor
and memory efficiency in the multi-processors
organisation which all units are shared memory
units, let N represent the number of units and
represent the number of those units waiting
in the system. We can also define the pro-
cessor and memory efficiency as the propor-
tion of the processor’s or memory’s time for
which they are engaged in useful tasks. So we
have:
P.E.= N-L :

N (17)

‘memory efficiency = 1 — P

'Results of Waiting Line Model Simulation:
The following discussion is essential for an
understanding of how the waiting line model
works.

Our objective is to develop a model that is
flexible to study several possible system
configurations. Using this model, it should
be possible to analyse different systems, of
different sizes, using the same formulas already
derived. The simulation program written
to implement the model are general so that a
system of any size can be studied over any
range of the parameter involved. However,
the results reported here are limited to systems
with not more than 20 unit requestors and 20
memory units for different values of (R/S).

In a subsystem of multi-processors the

Journal of Enginearing, Isiamic Republic of Iran

A(t)=1-e Rt

main memory is shared by all the processors

and I/O, S, is also used as the “mail box”
to pass messages between the processors. In
addition to the shared memory, each pro-
cessor has a “private” or “Local memory”;
each of which can be accessed by only one
processor. Local memories are used to store
codes, tables of frequently used subroutines,
tables for allocation of some private resources,
etc, since the local memories do not com-
municate with each other. In a multi-micro-
processor organization each processor can
independently execute its own instructions.
The interval of time until it becomes neces-
sary to access a system data base is described
by a negative exponential distribution func-
tion with parameter R and could be expressed
by:

(continuous dist.,

e Rt (discrete dist.)

R n
'Pn(t) = (—n'i)__..

R Nn=0,1, ceorrercnnns (18)

The expected execution interval for such a

unit times.

processor has a value Tg=

The effect of I/O activity will not be
modelled explicity. However, corresponding
to tI/O and the ovetlapping, a fraction ry of
the memory system time can be apportioned
to 1/O, S. The following figures show some
representation of samples of several para-
meters. These parameters are:

The number or waiting units in the queue,
the mean idle time for memory processors
availability, memory efficiency, and finally
the stretching factor in the system for several
values of R/S.

Figure 5 shows a graphical representation
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Figure 5.  The Results of Waiting Line Model
Simulation
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Figure 6. Processor Availability (Efficiency)

of the distribution of P _(probabilities of n
units waiting in the system) for various values
of (R/S) in order of n=0, 1, 2, ..., N. ‘
Figure 6 and 7 show processor and memory
availability versus (N) for several values of
(R/S). Figure 8 shows the stretching factor
plotted against N for several different values
of R/S. However, in general performance of
the system can be improved (increased) by

adding more memory units to a system with
fixed R/S.
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Figure 7. Memory Availability (Efficiency)
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Figure 8. Stretching Factor in the System for Var-

ious Memory Units

'CONCLUSIONS

“This paper is concerned with the theoretical

evaluation of the performance of multi-
processors organisation, multi-microcomputers
network.

A series of markovian waiting line models
have been developed for multi-systems con-
figurations with shared menories. The model
is used to obtain quantitative results for system
performance in terms of various parameters,
such as:

Waiting and idle times, processor and
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memory efficiency, stretching factor for pro-
gram execution, and rate of instruction ex-
ecution.

The objectives of this investigation are:
1— The ability to model existing and proposed
multi-systems organisation.

2— To provide a facility to compare differnet
multi-systems organisations, through system
performance. \

3— To enable one to measure the performance
of available multi-processors-crganisations.

4— To enable one to create and tailored a new
multi-computers organisation to a particular
application.

From the point of view of practical design
in a multiprocessors and multi-microsnetwork
organisations, the main memories are shared
by all units such as processors and input-
loutput units. A single copy of the operating
system in this shared memory controls the
entire system, since this shared memory
should be accessible by all the units.

In addition to the shared memories each
processor unit can have a private or local

read/write memory and read only memory

(ROM).
Three classes of system have been
distinguished:

1— System without local and Rom memories.
2— System with local memory.

3— System with local memory and ROM.
(Computer).

During system activity each memory unit
is required to attend to a number of processors
and 1/O’s which request access to that memory.
The memory conflict occurs whenever two
or more units attempt to access the same
The -overal
offect of these conflicts is referred to as

memory unit simultaneously.
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memory interfevence.

The result is a loss
of the system efficiency which is said to arise
due to interference. Obviously, if the number
of processors assigned to the one memory
unit becomes large, the loss of efficiency due
to interference increases. On the other hand,
if fewer processors are assigned to the memory,
the price per performance increases. Hence,
the problem is to determine the number of
processors to be assigned to a memory unit so
as to minimise output costs by balancing the
cost of the memory units in the system against
the loss of efficiency due to units interference.
It is clear that the lower values of servicing
factors (RIS) create the greater idle time for
memory units, fewer waiting units, smaller
stretching factors and faster response time
for a system. However, this may be an une-
conomical design. .
The economical constraints require that
agood choice of relative memory and processor
speed and efficiencies be made by choosing a
certain value of R/S or N x I;

during the

design of a multi-processors organisation.
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