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A B S T R A C T  
 

 

This paper addresses the need for an efficient and adaptable approach to solve linear acoustic wave 

equations in the lattice Boltzmann method (LBM). A novel lattice-adaptive model is introduced, derived 

through a Chapman–Enskog analysis, which utilizes a single relationship for the equilibrium distribution 

function across all lattice structures. The intended derivation begins by considering a standard 

equilibrium distribution function with unknown coefficients. By selecting the displacement of the 
acoustic wave as the zero-order microscopic moment, accurate recovery of the macroscopic wave 

equation is ensured. Unlike existing methods, the model simplifies the complexity associated with 

equilibrium distribution functions and offers greater versatility. The model is validated through extensive 
benchmark testing on one and two-dimensional wave propagation problems. Results demonstrate 

excellent agreement with analytical solutions, with maximum root mean square errors of 10-3 (<0.1% 

error) and minimum errors of 10-6 (<0.0001% error), indicating high predictive accuracy (>99.9%). 
Additionally, the model exhibits second-order spatial accuracy, with the relative error norm E_2 

displaying slopes close to 2, signifying a spatial accuracy of second order. The numerical simulations 
show a decrease in errors as the mesh size becomes more refined. 
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1. INTRODUCTION 

 

The wave propagation phenomenon is a transient 

problem that attracts considerable attention in many 

disciplines of science and engineering. The precise and 

effective solution of wave propagation is an important 

issue in numerous fields such as fluid dynamics, ocean 

physics, acoustics, natural phenomena, electromagnetics, 

wireless communication networks, etc. (1-6). Moreover, 

the ability to accurately model wave propagation 

phenomena has significant implications for practical 

applications such as the design of efficient 

communication networks, the prediction of natural 

disasters, and the development of advanced sensing 

technologies (4, 7). 

The investigation of wave propagation in fluid media 

by studying wave problems has been pursued by two 

different methods. The first method involves the direct 

solution of the fluid conservation equations, namely the 

Navier-Stokes equations (7-11). The second method 

involves the solution of the simplified and combined 

fluid conservation equations, commonly referred to as 

wave equation-based models (12-16). The wave 

equation, a hyperbolic partial differential equation, is 

essential for describing wave propagation in a variety of 

systems. In recent decades, researchers have employed 

various analytical methods to derive solutions for the 

wave equations (17-21). Simultaneously, numerical 

methods in this area have garnered significant interest 

from scientists (22-26). 

Additionally, advancements in computational 

capabilities have enabled researchers to delve deeper into 

the complexities of wave dynamics, leading to a surge in 

interdisciplinary collaborations and the emergence of 

novel methodologies for wave analysis. 

The numerical methods can be categorized into three 

distinct groups: macroscopic, microscopic, and 

mesoscopic. The latter, the mesoscopic methods, refer to 

a class of numerical techniques in the field of statistical 

mechanics that describe systems characterized by a large 

number of particles through probability strategies. 

Among these methods, the lattice Boltzmann method 

(LBM), known for its simplicity and efficiency (27), 

stands out as a strong tool that relies on the development 

of discrete particle distribution function at a mesoscopic 

level, on a lattice structure.  

To date, numerous researchers have developed LBM 

to simulate various types of waves, including acoustic 

waves, surface acoustic waves, aeroacoustics waves, 

elastic waves, shock waves, electromagnetic waves, 

gravitational waves and, seismic waves (28-36). It can be 

said that the development of LBM for the simulation of 

wave propagation has been mainly done in two distinct 

approaches. The first is the direct solution of the Navier-

Stokes equation based on instantaneous variables using 

the conventional LBM. Buick et al. (37) used the direct 

LBM to perform simulations of wave propagation in 

which the density fluctuation was relatively minor in 

comparison to the average density in the absence of the 

wave. Tan and Yeo (38) utilized a body force at the 

boundaries instead of implementing a density 

perturbation, to simulate wave propagation with the 

direct LBM. It is well known that this direct approach 

requires the creation of fine meshes and small time steps, 

which inevitably leads to higher computational costs and 

time. The second is solving the wave equations extracted 

from the Navier-Stokes equations based on acoustic 

variables, using LBM, which is a suitable alternative to 

overcome the limitations of the first approach. Chopard 

and Luthi (39) developed a new D2Q5 LB model with 

two relationships for the equilibrium distribution 

function to simulate wave propagation in complex 

geometries. Guangwu (40) performed simulations of 1D 

wave problems using a D1Q3 LB model and chose 

𝜕𝑢(𝒙‚𝑡)/𝜕𝑡 as the zero-order macroscopic moment. This 

model has two relationships for the equilibrium 

distribution function and a truncation error of order 2. 

Zhang et al. (41, 42) presented a higher-order accuracy 

LB model for both D1Q5 and D2Q9 lattices to solve the 

wave equation. They used a Chapman–Enskog expansion 

for the distribution function up to the seventh order and 

obtained two new sets of five and nine independent 

relationships for the equilibrium distribution function. 

Lai and Ma (43) scrutinized LBM for generalized 

nonlinear 1D wave equations in a D1Q3 lattice, based on 

Guangwu's model (40). They obtained a new set of two 

independent relationships for the equilibrium distribution 

function. An and Bergada (44) numerically predicted the 

solution of mathematical–physical equations using a 

D2Q9 LB model. They adopted a third-degree 

polynomial for the equilibrium distribution function. By 

selecting some artificial complementary conditions, they 

presented an alternative collection of three independent 

relationships for the equilibrium distribution function to 

solve the 2D wave equation. Li et al. (45) proposed an 

LBGK model for simulating the damping wave equation, 

including the source term in (2+1)-dimensional wave 

with a D2Q9 scheme. They employed conservation 

conditions similar to those of Guangwu's model (40) and 

validated the algorithm with some exact solutions. 

The reviewed papers in this section showed that many 

lattice Boltzmann (LB) models have been used to 

simulate wave propagation phenomena in various 

conditions. Among them, Table 1 displays various 

studies of the second approach in which lattice 

Boltzmann models have been used for the solution of 

different wave equations without damping terms. The 

table shows that two distinct choices of 𝑢(𝒙‚𝑡) or 

𝜕𝑢(𝒙‚𝑡)/𝜕𝑡 are used for the zero-order macroscopic 

moment, resulting in 2 to 9 relationships for calculating 

the equilibrium distribution function. These relationships 

can only be used for one or two specific schemes of the 
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lattice Boltzmann method. It often poses a challenge in 

the application of these models for other lattice 

structures/schemes, since there is no single relationship 

for the equilibrium distribution function that can be used 

for different lattice structures. 

So, it is valuable to seek a single relationship for the 

equilibrium distribution function (that is similar to the 

standard equilibrium distribution function). This study 

aims to obtain such a relationship by employing a 

generalized derivation method, which, to the best of the 

author's knowledge, has not yet been published in the 

LBM literature. Therefore, this paper focuses on this 

important issue by presenting a novel lattice-adaptive 

model that can simulate wave propagation with different 

initial and boundary conditions. The validity of the 

proposed model has been investigated using several test 

cases in 1D and 2D problems. 

 

 

2. PROPOSED DERIVATION APPROACH 
 
The governing equation of the LBM, which utilizes the 

Bhatnagar-Gross-Krook (BGK) approximation, is 

frequently denoted by the LBGK, where the particle 

distribution function, 𝑓𝑖(𝒙‚ 𝑡), is used to simulate 

macroscopic fields. The distribution function's evolution 

equation in a standard LBGK method can be formulated 

through spatial and temporal discretization of the 

Boltzmann equation as: 

𝑓𝑖(𝒙 + 𝒄𝑖∆𝑡‚ 𝑡 + ∆𝑡) = 𝑓𝑖(𝒙‚ 𝑡) − 
1

𝜏
[𝑓𝑖(𝒙‚ 𝑡) −

𝑓𝑖
𝑒𝑞(𝒙‚ 𝑡)]  

(1) 

where the lattice speed vector along a specific direction, 

𝑖, is denoted by 𝒄𝑖 and 𝜏 represents a single relaxation 

time parameter. It is worth mentioning that following the 

conservation laws, zero and first moments of the 

distribution function need to be equal to their 

corresponding equilibrium state, i.e., ∑ 𝑓𝑖 = ∑ 𝑓𝑖
𝑒𝑞

𝑖𝑖 , 

 

 
TABLE 1. Comparison of the models used for solving wave 

equations using LB 

Different 

models 

Lattice 

structure 

Zero-order 

macroscopic 

moment* 

# of 

Eqs. 

for 𝒇𝒊
𝒆𝒒

 

Ability 

to 

expand 

[39], 1999 D2Q5  𝑢(𝒙‚𝑡) = ∑ 𝑓𝑖𝑖  2 No 

[40], 2000 
D1Q3, 

D2Q5 
 
𝜕𝑢(𝒙‚𝑡)

𝜕𝑡
= ∑ 𝑓𝑖𝑖  2 No 

[41], 2009 D1Q5  𝑢(𝒙‚𝑡) = ∑ 𝑓𝑖𝑖  5 No 

[42], 2009 D2Q9  𝑢(𝒙‚𝑡) = ∑ 𝑓𝑖𝑖  9 No 

[43], 2011 D1Q3  
𝜕𝑢(𝒙‚𝑡)

𝜕𝑡
= ∑ 𝑓𝑖𝑖  2 No 

[44], 2016 D2Q9  
𝜕𝑢(𝒙‚𝑡)

𝜕𝑡
= ∑ 𝑓𝑖𝑖  3 No 

* 𝑢(𝒙‚𝑡) is the displacement of the wave. 

∑ 𝒄𝑖𝑓𝑖 = ∑ 𝒄𝑖𝑓𝑖
𝑒𝑞

𝑖𝑖  (46). 

Within the proposed derivation approach, the 

equilibrium distribution function 𝑓𝑖
𝑒𝑞(𝒙‚ 𝑡) of Equation 1 

can be generally expressed as follows:: 

𝑓𝑖
𝑒𝑞
= 𝜔𝑖𝜙1 

[𝐴 + 𝐵
𝒄𝑖⋅𝝓𝟐

𝑐𝑠
2 + 𝐷

(𝒄𝑖⋅𝝓𝟐)
2

𝑐𝑠
4 + 𝐸

𝝓𝟐⋅𝝓𝟐

𝑐𝑠
2 ]  

(2) 

where coefficients 𝐴‚ 𝐵‚ 𝐷 and 𝐸 , as well as macroscopic 

variables 𝜙1 and 𝝓𝟐, are unknowns that need to be 

determined according to the problem at hand. 𝜔𝑖 are 

weighting factors in direction i, whose values will be 

given later. Assuming unknown coefficients and then 

determining them is one of the features of this article. 

With such an approach, the equilibrium distribution 

function corresponding to the macroscopic equations of 

various problems can be independently determined with 

the help of Chapman-Enskog analysis. 

It is worth mentioning that Equation 2 originates from 

Maxwell's distribution law, employing a second-order 

approximation through Taylor's expansion. The item 𝑐𝑠 
refers to the speed of sound in the lattice. 

The discrete lattice speed vectors, 𝒄𝑖, along the 𝑥‚ 𝑦 

directions and associated standard weighting factor 𝜔𝑖 
for lattice structures D1Q3 (with 𝑖=0-2) and D2Q9 (with 

𝑖=0-8), are defined by Equations 3a and 3b, respectively. 

(𝑐𝑖𝑥
𝜔𝑖
) = (

0         c         −c 
2

3
        

1

6
             

1

6
 
)  (3a) 

(
𝑐𝑖𝑥
𝑐𝑖𝑦
𝜔𝑖
) = (

0     c      0   −c          0        c      −c     −c          c 
0     0      c        0     −c         c           c     −c    −c 
4

9
     

1

9
     

1

9
       

1

9
          

1

9
      

1

36
       

1

36
      

1

36
     

1

36

)  (3b) 

where  𝑐 = 𝛥𝑥/𝛥𝑡 = 𝛥𝑦/𝛥𝑡 stands for lattice speed, 𝛥𝑥 

and 𝛥𝑦 are space steps and also 𝛥𝑡 is the time step. The 

schematic representation of lattice structures D1Q3 and 

D2Q9 can be seen in Figure 1. 

The weighting factor 𝜔𝑖 also satisfies the 

requirements listed in Equation 4 (46). 

{

∑ 𝜔𝑖 = 1𝑖 ‚                       ∑ 𝒄𝑖𝜔𝑖 = 0𝑖                

∑ 𝒄𝑖𝒄𝑖𝜔𝑖 = 𝑐𝑠
2 

𝑖 𝑰‚            ∑ 𝒄𝑖𝒄𝑖𝒄𝑖𝜔𝑖 = 0      𝑖   

∑ 𝒄𝑖𝒄𝑖𝒄𝑖𝒄𝑖𝜔𝑖 = 3𝑐𝑠
4𝑰𝑰‚   ∑ 𝒄𝑖𝒄𝑖𝒄𝑖𝒄𝑖𝒄𝑖𝜔𝑖 = 0 𝑖  𝑖

  (4) 

To succeed in recovering the desired macroscopic 

equation from the lattice Boltzmann equation, 𝑓𝑖
𝑒𝑞

 must 

 
 

 

 
(a) D1Q3 (b) D2Q9 

Figure 1. Schematic representation of the lattice structures 

D1Q3 and D2Q9 (D: Dimension, Q: Velocities on the 

discrete lattice) 
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satisfy the equilibrium moments as follows (46). It is 

important to note that the unknown coefficients in 

Equation 2, namely, 𝐴‚ 𝐵‚ 𝐷 and 𝐸, and also 𝜙1 and 𝝓𝟐 

are depend on the physical problem.  

For example, employing Taylor expansion and 

Chapman-Enskog analysis, one can show that for an 

incompressible fluid flow problem, Equation 2 will 

reduce to a familiar form as follows (47-49): 

𝑓𝑖
𝑒𝑞
= 𝜔𝑖𝜌 [1 +

𝒄𝑖⋅𝒗

𝑐𝑠
2
+
1

2
(
𝒄𝑖⋅𝒗

𝑐𝑠
2
)
2
−
1

2

𝒗⋅𝒗

𝑐𝑠
2
]  (5) 

while the macroscopic variables need to be chosen as 

follows: 

𝜌 = ∑ 𝑓𝑖𝑖 ‚  𝜌𝒗 = ∑ 𝒄𝑖𝑓𝑖𝑖 ‚  𝜌𝑐𝑠
2𝑰 + 𝜌𝒗𝒗 = ∑ 𝒄𝑖𝒄𝑖𝑓𝑖

𝑒𝑞
   𝑖   (6) 

where 𝜌 and 𝒗 are the macroscopic density and velocity 

vector of the flow problem. It is worth mentioning that 

Equation 5 is called the standard equilibrium distribution 

function, and 𝜔𝑖 is its standard weighting factor for 

different lattice structures in LBM. 

 
2. 1. Exerting the Proposed Approach for the Wave 
Equation            The approach introduced in this paper, 

based on Equation 2, is carried out to find the equilibrium 

distribution function so that the wave equation can be 

recovered. The traditional way is to apply Taylor 

expansion and Chapman-Enskog analysis to determine 

the equilibrium distribution function and its moments for 

a physical problem so that the LBGK equation (Equation 

1) can correspond to it. The linear wave equation in 

operator form is given as follows: 

𝜕2𝑢

𝜕𝑡2
= 𝑐𝑠

2𝛻2𝑢  (7) 

where 𝑢 = 𝑢(𝒙‚𝑡) is the displacement of the wave and 𝛻2 

is the Laplacian operator. In this paper, u as a general 

variable, represents the displacement of the acoustic 

pressure (𝑝′) or acoustic density (𝜌′) in Equation 7 as the 

“linear acoustic wave equation”.  

The Chapman-Enskog analysis is utilized for 

expanding the distribution function, temporal 

derivatives, and spatial derivatives around their 

equilibrium values, as follows (44): 

{
 

 𝑓𝑖 = 𝑓𝑖
(0)
+ 𝜀𝑓𝑖

(1)
+ 𝜀2𝑓𝑖

(2)
                            

𝜕

𝜕𝑡
= 𝜀

𝜕

𝜕𝑡1
+ 𝜀2

𝜕

𝜕𝑡2
                                        

𝜵 = 𝜀𝜵𝟏                                                              

 

 

  (8) 

where the dimensionless variable 𝜀 is viewed as a small 

parameter. Moreover, 𝑓𝑖
(1)

 and 𝑓𝑖
(2)

 in Equation 8, satisfy 

the conservation laws as follows (46): 

{
∑ 𝑓𝑖

(1)
𝑖    = ∑ 𝑓𝑖

(2)
   = 0𝑖        

∑ 𝒄𝑖𝑓𝑖
(1)

𝑖 = ∑ 𝒄𝑖𝑓𝑖
(2)
=𝑖 0       

  (9) 

Moreover, for simplicity, one can use the following 

definition for the macroscopic variables. 

𝛱0
𝑒𝑞
= ∑ 𝑓𝑖

𝑒𝑞
𝑖 ‚ 𝜫𝟏

𝒆𝒒
= ∑ 𝒄𝑖𝑓𝑖

𝑒𝑞
𝑖 ‚ 𝜫𝟐

𝒆𝒒
= ∑ 𝒄𝑖𝒄𝑖𝑓𝑖

𝑒𝑞
𝑖   (10) 

where, 𝑓𝑖
𝑒𝑞

, must be determined based on the problem at 

hand, say wave problem. Employing the two-variable 

Taylor expansion of 𝑓𝑖 at a given point (𝒙‚ 𝑡), one can 

derive the result as follows: 

𝑓𝑖(𝒙 + 𝒄𝑖∆𝑡‚ 𝑡 + ∆𝑡) = 𝑓𝑖(𝒙‚ 𝑡) + ∆𝑡 (
𝜕

𝜕𝑡
+ 𝒄𝑖 ⋅ 𝜵) 𝑓𝑖   

+
∆𝑡2

2
(
𝜕

𝜕𝑡
+ 𝒄𝑖 ⋅ 𝜵)

2
𝑓𝑖   

(11) 

Introducing Equations 11 and 8 into Equation 1 results 

in: 

(𝜀
𝜕

𝜕𝑡1
+ 𝜀2

𝜕

𝜕𝑡2
+ 𝜀 𝒄𝑖 ⋅ 𝜵1) (𝑓𝑖

(0)
+ 𝜀𝑓𝑖

(1)
+ 𝜀2𝑓𝑖

(2))  

+
∆𝑡

2
(𝜀

𝜕

𝜕𝑡1
+ 𝜀2

𝜕

𝜕𝑡2
+ 𝜀 𝒄𝑖 ⋅ 𝜵1)

2
(𝑓𝑖

(0)
+ 𝜀𝑓𝑖

(1)
+ 𝜀2𝑓𝑖

(2))  

  =
−1

𝜏∆𝑡
[𝑓𝑖
(0)
+ 𝜀𝑓𝑖

(1)
+ 𝜀2𝑓𝑖

(2)
− 𝑓𝑖

𝑒𝑞
]  

(12) 

By equating order by order and keeping terms only up to 

𝒪(𝜀2)‚ one can obtain the following set of equations: 

𝜀0:      𝑓𝑖
(0)
= 𝑓𝑖

𝑒𝑞
  (13a) 

𝜀1 :      (
𝜕

𝜕𝑡1
+ 𝒄𝑖 ⋅ 𝜵1) 𝑓𝑖

(0)
= −

1

𝜏∆𝑡
𝑓𝑖
(1)

  (13b) 

𝜀2 :  (
𝜕

𝜕𝑡1
+ 𝒄𝑖 ⋅ 𝜵1) 𝑓𝑖

(1)
+
∆𝑡

2
(
𝜕

𝜕𝑡1
+ 𝒄𝑖 ⋅ 𝜵1)

2
𝑓𝑖
(0)

  

+
𝜕𝑓𝑖

(0)

𝜕𝑡2
= −

1

𝜏∆𝑡
𝑓𝑖
(2)
        

(13c) 

Substituting Equation 13b into Equation 13c and 

rearranging gives: 

∆𝑡(
1

2
− 𝜏) (

𝜕

𝜕𝑡1
+ 𝒄𝑖 ⋅ 𝜵1)

2
𝑓𝑖
(0)
+
𝜕𝑓𝑖

(0)

𝜕𝑡2
= −

1

𝜏∆𝑡
𝑓𝑖
(2)

  (14) 

Summing Equation 13b over the whole set of discrete 

directions i, and with the help of Equations 9 and 10, it is 

obtained as: 

𝜕

𝜕𝑡1
𝛱0
𝑒𝑞
+ 𝜵1 ⋅ 𝜫𝟏

𝒆𝒒
= 0  (15) 

Multiplying Equation 14 by 𝒄𝑖 before summing over 𝑖, 
and then calculating the divergence of the resulting 

equation gives: 

𝜕

𝜕𝑡1
(𝜵1 ⋅ 𝜫𝟏

𝒆𝒒
) + 𝜵1 ⋅ (𝜵1 ⋅ 𝜫𝟐

𝒆𝒒
) = 0  (16) 

Summing Equation 13c over the whole set of discrete 

directions 𝑖, and with the help of Equations 9 and 10, it is 

obtained as: 

𝜕

𝜕𝑡2
𝛱0
𝑒𝑞
= −

∆𝑡

2

𝜕2

𝜕𝑡1
2𝛱0

𝑒𝑞
− ∆𝑡

𝜕

𝜕𝑡1
(𝜵1 ⋅ 𝜫𝟏

𝒆𝒒
)  

−
∆𝑡

2
𝜵1 ⋅ (𝜵1 ⋅ 𝜫𝟐

𝒆𝒒
)  

(17) 

By taking the temporal derivative (𝜕/𝜕𝑡1) of Equation 

15, substituting it into the right-hand side of Equation 17, 

and with the help of Equation 16, one can obtain as: 
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𝜕

𝜕𝑡2
𝛱0
𝑒𝑞
= 0 (18) 

Constructing the subsequent operation 𝜀×Equation (15) 

+ 𝜀2 × Equation 18, it is acquired as: 

𝜕

𝜕𝑡
𝛱0
𝑒𝑞
+ 𝜵 ⋅ 𝜫𝟏

𝒆𝒒
= 0  (19) 

Constructing the subsequent operation (𝜀𝒄𝑖)․( Equation 

(13b)) +(𝜀2𝒄𝑖)․( Equation 14 + Equation 18), and then 

summing over 𝑖, it is obtained as: 

𝜀
𝜕

𝜕𝑡1
∑ 𝒄𝑖𝑓𝑖

(0)
𝑖 + 𝜀2

𝜕

𝜕𝑡2
∑ 𝒄𝑖𝑓𝑖

(0)
𝑖 + 𝜀𝜵1 ⋅ ∑ 𝒄𝑖𝒄𝑖𝑓𝑖

(0)
𝑖   

 +𝜀2∆𝑡 (
1

2
− 𝜏)∑ 𝒄𝑖 (

𝜕

𝜕𝑡1
+ 𝒄𝑖 ⋅ 𝜵1)

2
𝑓𝑖
(0)

𝑖   

 = −
1

𝜏∆𝑡
∑ (𝜀𝒄𝑖𝑓𝑖

(1)
+ 𝜀2𝒄𝑖𝑓𝑖

(2))𝑖   

(20) 

It is obvious that by using Equation 9, the right-hand side 

of Equation 20 equates to zero. In addition, using 

Equations 9 and 10, the simplified form for the 

summation of the first two terms on the left-hand side of 

Equation 20 is obtained as: 

𝜀
𝜕

𝜕𝑡1
∑ 𝒄𝑖𝑓𝑖

(0)
𝑖 + 𝜀2

𝜕

𝜕𝑡2
∑ 𝒄𝑖𝑓𝑖

(0)
𝑖 =

𝜕

𝜕𝑡
𝜫𝟏
𝒆𝒒

  (21) 

with the help of the conditions in Equation 4 and 

Equation 2, the third term on the left-hand side of 

Equation 20 becomes: 

𝜀𝜵1 ⋅ ∑ 𝒄𝑖𝒄𝑖𝑓𝑖
(0)

𝑖  = 𝜵 ⋅ (𝐴𝜙1∑ 𝒄𝑖𝒄𝑖𝜔𝑖𝑖 +

𝐷
𝜙1𝝓𝟐⋅𝝓𝟐

𝑐𝑠
4 ∑ 𝒄𝑖𝒄𝑖𝒄𝑖𝒄𝑖𝜔𝑖𝑖 + 𝐸

𝜙1𝝓𝟐⋅𝝓𝟐

𝑐𝑠
2 ∑ 𝒄𝑖𝒄𝑖𝜔𝑖𝑖 )  

(22) 

The expanded form of the fourth term on the left-hand  

side of Equation 20 gives: 

𝜀2∆𝑡 (
1

2
− 𝜏)∑ 𝒄𝑖 (

𝜕

𝜕𝑡1
+ 𝒄𝑖 ⋅ 𝜵1)

2
𝑓𝑖
(0)

𝑖   

= 𝜀2∆𝑡 (
1

2
− 𝜏)∑ 𝒄𝑖(𝒄𝑖 ⋅ 𝜵𝟏)

2𝑓𝑖
(0)

𝑖   

+𝜀2∆𝑡 (
1

2
− 𝜏)

𝜕

𝜕𝑡1
∑ 𝒄𝑖 (

𝜕

𝜕𝑡1
+ 2𝒄𝑖 ⋅ 𝜵1) 𝑓𝑖

(0)
𝑖   

(23) 

Applying Equations 4 and 2 in the first term on the right-

hand side of Equation 23, give: 

𝜀2∆𝑡 (
1

2
− 𝜏)∑ 𝒄𝑖(𝒄𝑖 ⋅ 𝜵𝟏)

2𝑓𝑖
(0)

𝑖   

= ∆𝑡 (
1

2
− 𝜏)𝜵 ⋅ (𝜵 ⋅ (𝐵

𝜙1𝝓𝟐

𝑐𝑠
2 ⋅ ∑ 𝒄𝑖𝒄𝑖𝒄𝑖𝒄𝑖𝜔𝑖)𝑖 )  

(24) 

By summing Equation 13b over 𝑖, taking the temporal 

derivative (𝜕/𝜕𝑡1) of this equation, and then multiplying 

the resulting expression by (−𝜀2𝒄𝑖∆𝑡 (
1

2
− 𝜏)), one can 

obtain: 

−𝜀2∆𝑡 (
1

2
− 𝜏) 

𝜕

𝜕𝑡1
(∑ 𝒄𝑖 (

𝜕

𝜕𝑡1
+ 𝒄𝑖 ⋅ 𝛻1) 𝑓𝑖

(0)
𝑖 ) = 0 (25) 

Adding Equation 25 to the second term on the right-hand 

side of Equation 23 yields: 

𝜀2∆𝑡 (
1

2
− 𝜏)

𝜕

𝜕𝑡1
∑ 𝒄𝑖 (

𝜕

𝜕𝑡1
+ 2𝒄𝑖 ⋅ 𝛻1) 𝑓𝑖

(0)
𝑖  −𝜀2∆𝑡 (

1

2
−

𝜏) 
𝜕

𝜕𝑡1
(∑ 𝒄𝑖 (

𝜕

𝜕𝑡1
+ 𝒄𝑖 ⋅ 𝛻1) 𝑓𝑖

(0)
𝑖 )  = 𝜀2∆𝑡 (

1

2
−

𝜏)
𝜕

𝜕𝑡1
∑ 𝒄𝑖(𝒄𝑖 ⋅ 𝛻1)𝑓𝑖

(0)
𝑖   

(26) 

Substituting Equation 2 into Equation 26, using Equation 

4 and rearranging, give: 

𝜀2∆𝑡 (
1

2
− 𝜏)

𝜕

𝜕𝑡1
∑ 𝒄𝑖(𝒄𝑖 ⋅ 𝛻1)𝑓𝑖

(0)
𝑖 = 𝜀∆𝑡 (

1

2
− 𝜏)  

 
𝜕

𝜕𝑡1
𝜵 ⋅ (𝐴𝜙1∑ 𝒄𝑖𝒄𝑖𝜔𝑖𝑖 +𝐷

𝜙1𝝓𝟐⋅𝝓𝟐

𝑐𝑠
4

∑ 𝒄𝑖𝒄𝑖𝒄𝑖𝒄𝑖𝜔𝑖𝑖 +

𝐸
𝜙1𝝓𝟐⋅𝝓𝟐

𝑐𝑠
2

∑ 𝒄𝑖𝒄𝑖𝜔𝑖𝑖 )  

(27) 

where 𝐵∑ 𝒄𝑖𝒄𝑖𝒄𝑖𝜔𝑖𝑖  = 0. Substituting Equations 21, 22, 

24, and 27 into Equation 20 and choosing 𝜏 =  1/2 (44) 

results in: 

𝜕

𝜕𝑡
𝜫𝟏
𝒆𝒒
+ 𝜵 ⋅ (𝐴𝜙1∑ 𝒄𝑖𝒄𝑖𝜔𝑖𝑖 + 𝐷

𝜙1𝝓𝟐⋅𝝓𝟐

𝑐𝑠
4 ∑ 𝒄𝑖𝒄𝑖𝒄𝑖𝒄𝑖𝜔𝑖𝑖 +

𝐸
𝜙1𝝓𝟐⋅𝝓𝟐

𝑐𝑠
2 ∑ 𝒄𝑖𝒄𝑖𝜔𝑖𝑖 ) = 0  

(28) 

It is important to emphasize that the selection of 

relaxation time equal to 1/2 in Equation 28 implies 

neglecting viscous dissipation. 

Taking 𝜵 ⋅ (Equation 28) −
𝜕

𝜕𝑡
 (Equation 19), gives: 

𝜕

𝜕𝑡
(𝜵 ⋅ 𝜫𝟏

𝒆𝒒
) + 𝜵 ⋅ (𝜵 ⋅ (𝐴𝜙1∑ 𝒄𝑖𝒄𝑖𝜔𝑖𝑖 +

𝐷
𝜙1𝝓𝟐⋅𝝓𝟐

𝑐𝑠
4 ∑ 𝒄𝑖𝒄𝑖𝒄𝑖𝒄𝑖𝜔𝑖𝑖 + 𝐸

𝜙1𝝓𝟐⋅𝝓𝟐

𝑐𝑠
2 ∑ 𝒄𝑖𝒄𝑖𝜔𝑖)𝑖 )    

 − 
𝜕

𝜕𝑡
(
𝜕

𝜕𝑡
𝛱0
𝑒𝑞) −

𝜕

𝜕𝑡
(𝜵 ⋅ 𝜫𝟏

𝒆𝒒
)  = 0  

(29) 

Equation 29 can be summarized as: 

𝜕2

𝜕𝑡2
𝛱0
𝑒𝑞
= 𝜵 ⋅ (𝜵 ⋅ (𝐴𝜙1∑ 𝒄𝑖𝒄𝑖𝜔𝑖𝑖 +

𝐷
𝜙1𝝓𝟐∙𝝓𝟐

𝑐𝑠
4

∑ 𝒄𝑖𝒄𝑖𝒄𝑖𝒄𝑖𝜔𝑖𝑖 + 𝐸
𝜙1𝝓𝟐∙𝝓𝟐

𝑐𝑠
2

∑ 𝒄𝑖𝒄𝑖𝜔𝑖𝑖 ))   
(30) 

The macroscopic wave equation (Equation 7) can be 

generated by substituting Equation 4 into Equation 30 by 

just letting: 

{𝐴𝜙1 = 𝛱0
𝑒𝑞
= 𝑢

𝐷 = 𝐸 = 0         
  (31) 

It is worth mentioning that one could set 𝐷 = 𝐸 = 0 in 

Equation 2 because the problem at hand is a linear case, 

however, to preserve the generality of the process, this 

setting is postponed to Equation 31.  

To calculate the remaining unknown coefficient B 

and function 𝝓𝟐, it is possible to substitute Equation 2 

into Equation 10, and use Equation 4, which gives: 

𝐵𝝓𝟐 =
𝜫𝟏
𝒆𝒒

(
𝛱0
𝑒𝑞

𝐴
)

  (32) 

and finally, the 𝑓𝑖
𝑒𝑞

 is determined using a simple equation 

as follows: 

𝑓𝑖
𝑒𝑞
= 𝜔𝑖 [𝑢 +

𝒄𝑖⋅𝜫𝟏
𝒆𝒒

𝑐𝑠
2 ]  (33) 



A. Shahriari et al. / IJE TRANSACTIONS C: Aspects  Vol. 37 No. 09, (September 2024)   1832-1846                                1837 

 

where 𝑢 = ∑ 𝑓𝑖𝑖  is the zero-order macroscopic moment, 

𝜫𝟏
𝒆𝒒
= ∑ 𝒄𝑖𝑓𝑖𝒊 = ∑ 𝒄𝑖𝑓𝑖

𝑒𝑞
𝑖  is the first-order macroscopic 

moment, and 𝜔𝑖 is the standard weighting factor 

(Equation 3). 

Therefore, as expected, a new single relationship is 

obtained for the equilibrium distribution function, which 

can be easily used for simulating linear wave equations 

in different lattice structures based on Table 2. Another 

important aspect concerning Equation 33 is that this 

equation uses 𝑢(𝒙‚𝑡) as a zero-order macroscopic 

moment, unlike many common models employing 

𝜕𝑢(𝒙‚𝑡)/𝜕𝑡, to solve the wave equation, which is 

comparable to the usual form of the lattice Boltzmann. 

 

2. 2. Error Calculation Formulas                 The four 

different error norms are used to assess the precision of 

the current model. These error norms include the relative 

error norm 𝐸2 defined by Equation 34, the maximum 

error norm 𝐸∞ defined by Equation 35, the global relative 

error norm GRE defined by Equation 36, and the root 

mean square error norm RMS defined by Equation 37 as 

follows: 

𝐸2 = 

(∑ ∑ |𝑢(𝑥𝑖 ‚ 𝑦𝑗 ‚ 𝑡) − 𝑢
∗(𝑥𝑖 ‚ 𝑦𝑗 ‚ 𝑡)|

2𝑁𝑦
𝑗=1

𝑁𝑥
𝑖=1 ∑ ∑ |𝑢∗(𝑥𝑖 ‚ 𝑦𝑗‚ 𝑡)|

2𝑁𝑦
𝑗=1

𝑁𝑥
𝑖=1⁄ )

1

2
  

(34) 

𝐸∞ = 𝑚𝑎𝑥|𝑢(𝑥𝑖 ‚ 𝑦𝑗 ‚ 𝑡) − 𝑢
∗(𝑥𝑖 ‚ 𝑦𝑗 ‚ 𝑡)|  

 𝑖 = 1‚2‚․ ․ ․ ‚𝑁𝑥         𝑗 = 1‚2‚․ ․ ․ ‚𝑁𝑦 
(35) 

𝐺𝑅𝐸 = 

(∑ ∑ |𝑢(𝑥𝑖 ‚ 𝑦𝑗 ‚ 𝑡) − 𝑢
∗(𝑥𝑖 ‚ 𝑦𝑗 ‚ 𝑡)|

𝑁𝑦
𝑗=1

𝑁𝑥
𝑖=1 ∑ ∑ |𝑢∗(𝑥𝑖 ‚ 𝑦𝑗 ‚ 𝑡)|

𝑁𝑦
𝑗=1

𝑁𝑥
𝑖=1⁄ )  

(36) 

𝑅𝑀𝑆 = 

(∑ ∑ |𝑢(𝑥𝑖 ‚ 𝑦𝑗 ‚ 𝑡) − 𝑢
∗(𝑥𝑖 ‚ 𝑦𝑗 ‚ 𝑡)|

2𝑁𝑦
𝑗=1

𝑁𝑥
𝑖=1 (𝑁𝑥 ×𝑁𝑦)⁄ )

1

2
  

(37) 

Among these 𝑢(𝑥𝑖 ‚ 𝑦𝑗 ‚ 𝑡) and 𝑢∗(𝑥𝑖 ‚ 𝑦𝑗 ‚ 𝑡) are numerical 

and analytical results, respectively. The information from 

all mesh points is summed to calculate the summation 

terms. 

 

3. VALIDATION ON 1D WAVE EQUATION 
 

In this section, three benchmark test cases are validated 

to verify the accuracy and efficiency of the proposed 

model for the 1D wave equation: 

𝜕2𝑢

𝜕𝑡2
= 𝑐𝑠

2 𝜕
2𝑢

𝜕𝑥2
‚     0 ≤ 𝑥 ≤ 1,      0 < 𝑡 (38) 

The numerical results are compared with exact solutions 

for all test cases, including different initial and boundary 

conditions. 

 

3. 1. Sin-shaped Initial Condition (Test Case 1)           
The focus of this benchmark test case is to examine the 

1D wave equation (Equation 38) with sinusoidal initial 

conditions as:  

{
𝑢(𝑥‚0) = 𝐴 𝑠𝑖𝑛(𝜋𝑥 )

𝑢𝑡(𝑥‚0) = 0                
  (39) 

The boundary conditions are: 

{
𝑢(0‚𝑡) = 0

𝑢(1‚𝑡) = 0
  (40) 

The analytical solution for this case can be found in 

literature (50): 

𝑢(𝑥‚𝑡) = 𝐴 𝑠𝑖𝑛(𝜋𝑥 ) 𝑐𝑜𝑠(𝜋𝑐𝑠𝑡 ) (41) 

where 𝐴 represents the amplitude of the wave. In what 

follows, it is taken Δ𝑥 = 1 × 10−3, Δ𝑡 = 1 × 10−4, 𝑐𝑠 =
5․77, and 𝑐 = 10.0  

Figure 2 illustrates the comparison between a 3-bit 

1D numerical prediction of the present model (D1Q3) 

with an analytical solution extracted from Equation 41 

for 𝑢(𝑥‚𝑡) up to t= 3.2 s. Although this figure shows good 

agreement, it just provides an overview of the 

comparison. Thus, a 2D view analysis of the performance 

of the model is necessary to better understand its 

accuracy which this view is shown in Figure 3. The 

numerical solutions are represented by discrete symbols, 

and the analytical solutions are represented by solid lines 

in Figure 3. It shows that the outcomes from two models 

are nearly equivalent at different instant times, t=0.8 s, 

 

 
TABLE 2. Comparison between the present lattice adaptive model based on the new equilibrium distribution function (Equation 33) 

and other models for solving linear acoustic wave equations 

Different models 
Lattice structure 

# of equations 
D1Q2 D1Q3 D2Q4 D2Q5 D2Q9 D3Q15 D3Q19 D3Q27 

This work ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 1 

[39], 1999 ✓ ✓ ✓ ✓     2 

[40], 2000 ✓ ✓ ✓ ✓     2 

[41], 2009  ✓       5 

[42], 2009     ✓    9 

[43], 2011 ✓ ✓       2 

[44], 2016     ✓    3 
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t=1.6 s, t=2.4 s, and t=3.2 s. Take note that the agreement 

is great. Moreover, the numerical solution accurately 

captures the characteristics of wave motion. A standing 

wave is forming, with two nodes at the fixed ends and 

one antinode in the middle. The wavelength remains 

constant; however, the wave's displacement exhibits an 

oscillatory motion: rising from an initial value to its 

maximum value and then falling back to its initial value. 

Also, in the present test case, the errors of 𝑢(𝑥‚𝑡) are 

calculated and listed in Table 3. The table shows different 

standard errors, including 𝐸2, 𝐸∞, GRE, and RMS at 

particular times, namely, t=0.8 s, t=1.6 s, t=2.4 s, and 

t=3.2 s. 

 

 

  
(a) (b) 

Figure 2. Space-time evolution graph of the numerical results (a) and analytical results (b) for 𝑢(𝑥‚𝑡) from t=0 to t = 3.2 s for test 

case 1 

 

 

 
Figure 3. Comparison between numerical simulations 

(symbols) and analytical solutions (solid lines) for 𝑢(𝑥‚𝑡) at 

various times for test case 1 

 

The relative error norm 𝐸2 is displayed in Figure 4 at 

different lattice spacing where numerical simulations 

have been fixed at t = 1.0 s. In this figure, the slopes of 

the fitting line are extremely close to 2 (1.964), which 

indicates that the current model possesses a spatial 

accuracy of second-order. In addition, as the mesh size 

becomes more refined, a decrease in errors is noticeable. 

 

3. 2. Pulse-shaped Initial Condition (Test Case 2)            
The focus of this benchmark test case is to examine the 

1D wave equation (Equation 38) with pulse/bell-shaped 

initial conditions as follows: 

{
𝑢(𝑥‚0) =

0․2

1+9𝑥2
   

 𝑢𝑡(𝑥‚0) = 0             
  (42) 

The boundary conditions are: 

 
TABLE 3. The comparison of error norms 𝐸2, 𝐸∞, GRE, and RMS for 𝑢(𝑥‚ 𝑡) at various times for test case 1 

t (s) 
𝐄𝐫𝐫𝐨𝐫 𝐧𝐨𝐫𝐦𝐬 

𝐄𝟐 𝐄∞ GRE RMS 

0․8 4․6438 × 10−3 1․6932 × 10−5 4․6438 × 10−3 1․1967 × 10−5 

1․6 1․6835 × 10−3 1․2358 × 10−5 1․6835 × 10−3 8․7343 × 10−6 

2․4 8․8610 × 10−4 7․9746 × 10−6 8․8610 × 10−4 5․6361 × 10−6 

3․2 6․0966 × 10−4 5․7854 × 10−6 6․0966 × 10−4 4․0888 × 10−6 



 

 

 
Figure 4. The accuracy test of the relative error norm (𝐸2) 

at various lattice sizes for test case 1. The slope of the red 

line is equal to -2 
 
 

{
𝑢(0‚𝑡) =

0․1

1+9(5+𝑐𝑠𝑡)
2
+

0․1

1+9(−5+𝑐𝑠𝑡)
2

𝑢(1‚𝑡) =
0.1

1+9(5−𝑐𝑠𝑡)
2 +

0.1

1+9(5+𝑐𝑠𝑡)
2   

  (43) 

The analytical solution for this case can be found in 

literature [40] as: 

𝑢(𝑥‚𝑡) =
0․1

1+9(10𝑥−5−𝑐𝑠𝑡)
2
+

0.1

1+9(10𝑥−5+𝑐𝑠𝑡)
2
  (44) 

In this proceeding, it is adopted Δ𝑥 = 1 × 10−3, Δ𝑡 =
5 × 10−4, 𝑐𝑠 = 1․15, and 𝑐 = 2․0.  

Figure 5 compares a 3-bit 1D scheme  (D1Q3) of the 

present model to an analytical solution extracted from 

Equation 44 for 𝑢(𝑥‚𝑡) up to 3.2 s. For a clearer 

evaluation of the model accuracy at different times, 

Figure 6 provides a 2D view of the comparison of 

numerical solutions (discrete symbols) and analytical 

solutions (solid lines). As shown in Figures 5 and 6, the  

 

  
(a) (b) 

Figure 5. Space-time evolution graph of the numerical results (a) and analytical results (b) for 𝑢(𝑥‚𝑡) from t=0 to t = 3.2 s for test 

case 2 

 

 

 
Figure 6. Comparison between numerical simulations 

(symbols) and analytical solutions (solid lines) for 𝑢(𝑥‚𝑡) at 

various times for test case 2 

numerical solutions have good agreement with the 

corresponding analytical solutions at different instant 

times t=0.8 s, t=1.6 s, t=2.4 s, and t=3.2 s. The wave has 

an initial displacement comparable to a Gaussian 

distribution and then splits into two left- and right-

traveling wave packets. The wave's amplitude rapidly 

decreases up to roughly t=1 s before remaining constant 

throughout. Also, in the present test case, the errors of 

𝑢(𝑥‚𝑡) are calculated and listed in Table 4. The table 

shows different standard errors, including 𝐸2, 𝐸∞, GRE, 

and RMS at particular times, namely, t=0.8 s, t=1.6 s, 

t=2.4 s, and t=3.2 s. 
 

3. 3. Zero Initial Condition (Test Case 3)              The 

focus of this benchmark test case is to investigate the 1D 

wave equation (Equation 38) with zero initial conditions 

and a constant boundary feed provided by the non-zero 

Newman boundary condition as follows: 
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{
𝑢(𝑥‚0) = 0 
𝑢𝑡(𝑥‚0) = 0

 (45) 

{
𝑢(0‚𝑡) = 0     
𝑢𝑥(1‚𝑡) =  𝑔0

  (46) 

The analytical solution for this equation can be found in 

literature (40) as: 

𝑢(𝑥‚𝑡) = 𝐶𝑠 𝑔0 [(𝑡 −
1−𝑥

𝑐𝑠
)  ℋ (𝑡 −

1−𝑥

𝑐𝑠
) − (𝑡 −

1+𝑥

𝑐𝑠
)ℋ (𝑡 −

1+𝑥

𝑐𝑠
) − (𝑡 −

3−𝑥

𝑐𝑠
)ℋ (𝑡 −

3−𝑥

𝑐𝑠
) + (𝑡 −

3+𝑥

𝑐𝑠
)ℋ (𝑡 −

3+𝑥

𝑐𝑠
)]  

(47) 

where ℋ(𝜉) represents the Heaviside function. In what 

follows, it is taken Δ𝑥 = 1 × 10−3, Δ𝑡 = 1 × 10−3, 𝑐𝑠 =
0․577, 𝑐 = 1․0, 0 < 𝑡 <

4

𝑐𝑠
  , and  𝑔0 = 0․1.  

Figure 7 illustrates the comparison between a 3-bit 

1D scheme (D1Q3) of the present model and an 

analytical solution extracted from Equation 47 for u(x‚t) 
up to t= 1.6 s. For a clearer evaluation of the model 

accuracy at different times, Figure 8 provides a 2D view 

of the comparison of numerical solutions (discrete 

symbols) and analytical solutions (solid lines). As 

illustrated in Figures 7 and 8, the numerical solutions 

show good agreement with the corresponding analytical  

 

 

TABLE 4. Comparison of error norms 𝐸2, 𝐸∞, GRE, and RMS for 𝑢(𝑥‚ 𝑡) at various times for test case 2 

t (s) 
𝐄𝐫𝐫𝐨𝐫 𝐧𝐨𝐫𝐦𝐬 

𝐄𝟐 𝐄∞ GRE RMS 

0․8 1․1807 × 10−3 1․1532 × 10−4 1․1153 × 10−3 4․0341 × 10−5 

1․6 1․2107 × 10−3 1․1320 × 10−4 1․1443 × 10−3 3․9782 × 10−5 

2․4 1․2203 × 10−3 1․1324 × 10−4 1․1526 × 10−3 3․9751 × 10−5 

3․2 1․2216 × 10−3 1․1388 × 10−4 1․1578 × 10−3 3․9618 × 10−5 

 

 

  
(a) (b) 

Figure 7. Space-time evolution graph comparing numerical results (a) and analytical results (b) of 𝑢(𝑥‚𝑡) from t=0 to t = 1.6 s for test 

case 3 
 

 

 
Figure 8. Comparison between numerical simulations 

(symbols) and analytical solutions (solid lines) of 𝑢(𝑥‚𝑡) at 

various times for test case 3 

solutions at different instant times t=0.4 s, t=0.8 s, t=1.2 

s, and t=1.6 s. Moreover, the motion properties of the 

wave propagation are well reflected by the numerical 

solution: the amplitude of the wave at the right boundary 

increases with time to keep 𝑢𝑥 constant. Additionally, in 

the present test case, the errors of 𝑢(𝑥‚𝑡) are calculated 

and listed in Table 5. The table shows different standard 

errors, including 𝐸2, 𝐸∞, GRE, and RMS at particular 

times, namely, t=0.4 s, t=0.8 s, t=1.2 s, and t=1.6 s. 
 

 

4. VALIDATION OF 2D WAVE EQUATION 
 

In this section, three benchmark test cases are validated 

to verify the accuracy and efficiency of the proposed 

model for the 2D wave equation such as: 
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𝜕2𝑢

𝜕𝑡2
= 𝑐𝑠

2 (
𝜕2𝑢

𝜕𝑥2
+
𝜕2𝑢

𝜕𝑦2
) ‚ 0 ≤ 𝑥 ≤ 1, 0 ≤ 𝑦 ≤ 1,   0 < 𝑡  (48) 

The numerical results are compared with exact solutions 

for all test cases, including various initial and boundary 

conditions. 

 

4. 1. 2D Sin-shaped Initial Condition (Slow 
Oscillation) (Test Case 4)         The focus of this 

benchmark test case is to examine the 2D wave equation 

(Equation 48) with sinusoidal initial conditions as 

follows: 

{
𝑢(𝑥‚𝑦‚0) = 𝐴 sin(𝑘𝑥) sin (𝑘𝑦)

𝑢𝑡(𝑥‚𝑦‚0) = 0                               
 (49) 

where 𝑘 =
2𝜋

𝜆
 and 𝜆 = 2  for slow oscillation. The 

boundary conditions are: 

{
𝑢(0‚𝑦‚𝑡) = 𝑢(1‚𝑦‚𝑡) = 0

𝑢(𝑥‚0‚𝑡) = 𝑢(𝑥‚1‚𝑡) = 0
 (50) 

The analytical solution for this case can be found in 

literature as: 

𝑢(𝑥‚𝑦‚𝑡) = 𝐴 sin(𝜋𝑥) sin(𝜋𝑦) cos(√2𝜋𝑐𝑠𝑡 ) (51) 

where 𝐴 denotes the amplitude of the wave. In this 

proceeding, it is adopted Δ𝑥 = Δ𝑦 = 1 × 10−3, Δ𝑡 =
5 × 10−3, 𝑐𝑠 = 1․15, 𝑐 = 2․0.  

Figure 9 compares a 9-bit 2D scheme (D2Q9) of the 

present model with an analytical solution extracted from 

Equation 51 for 𝑢(𝑥‚𝑦‚𝑡) at t= 3.2 s. For a clearer 

evaluation of the model accuracy, Figure 10 provides a 

2D view of the comparison of numerical solutions 

(dashed red contours) and the analytical solutions (solid 

green contours). As shown in Figures 9 and 10, the 

numerical solutions have good agreement with the 

corresponding analytical solutions. Also, in the present 

test case, the errors of 𝑢(𝑥‚𝑦‚𝑡) are calculated and listed 

in Table 6. The table shows different standard errors, 

including 𝐸2, 𝐸∞, GRE, and RMS at particular times, 

namely, t=0.8 s, t=1.6 s, t=2.4 s, and t=3.2 s. 

 
4. 2. 2D Sin-shaped Initial Condition (Fast 
Oscillation) (Test Case 5)                The focus of this 

benchmark test case is to examine the 2D wave equation 

(Equation 48) with sinusoidal initial conditions as 

follows: 

{
𝑢(𝑥‚𝑦‚0) = 𝐴 sin(𝑘𝑥) sin(𝑘𝑦)

𝑢𝑡(𝑥‚𝑦‚0) = 0                             
 (52) 

where 𝑘 =
2𝜋

𝜆
 and 𝜆 = 1 for fast oscillation. The 

boundary conditions are: 

{
𝑢(0‚𝑦‚𝑡) = 𝑢(1‚𝑦‚𝑡) = 0

𝑢(𝑥‚0‚𝑡) = 𝑢(𝑥‚1‚𝑡) = 0
 (53) 

 

 

 
TABLE 5. Comparison of error norms 𝐸2, 𝐸∞, GRE, and RMS for 𝑢(𝑥‚ 𝑡) at various times for test case 3 

t (s) 
𝐄𝐫𝐫𝐨𝐫 𝐧𝐨𝐫𝐦𝐬 

𝐄𝟐 𝐄∞ GRE RMS 

0․4 1․7033 × 10−3 7․4652 × 10−5 1․9152 × 10−3 1․0944 × 10−5 

0․8 8․5511 × 10−4 9․0556 × 10−5 9․5543 × 10−4 1․5515 × 10−5 

1․2 5․7116 × 10−4 1․0116 × 10−4 6․3581 × 10−4 1․9027 × 10−5 

1․6 4․2889 × 10−4 1․0922 × 10−4 4․7631 × 10−4 2․1992 × 10−5 

 

 

  
(a) (b) 

Figure 9. Contour plots for the numerical results (a) and analytical results (b) of 𝑢(𝑥‚𝑦‚𝑡) at t = 3.2 s for test case 4 
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Figure 10. Comparison between numerical simulations 

(dashed red contours) and analytical solutions (solid green 

contours) of 𝑢(𝑥‚𝑦‚𝑡) at t=3.2 s for test case 4 

 

 

The  analytical solution for this case can be found in 

literature as: 

𝑢(𝑥‚𝑦‚𝑡) = 𝐴 sin(2𝜋𝑥) sin(2𝜋𝑦) cos(√8𝜋𝑐𝑠𝑡 ) (54) 

where 𝐴 denotes the amplitude of the wave. In this 

proceeding, it is adopted Δ𝑥 = Δ𝑦 = 1 × 10−3, Δ𝑡 =
5 × 10−3, 𝑐𝑠 = 1․15, and 𝑐 = 2․0.  

Figure 11 compares a 9-bit 2D scheme (D2Q9) of the 

present model with an analytical solution extracted from 

Equation 54 for 𝑢(𝑥‚𝑦‚𝑡) at t= 3.2 s. For a clearer 

evaluation of the model accuracy, Figure 12 provides a 

2D view of the comparison of numerical solutions 

(dashed red contours) and the analytical solutions (solid 

green contours). As seen in Figures 11 and 12, the 

numerical solutions have good agreement with the 

corresponding analytical solutions. Also, in the present 

test case, the errors of 𝑢(𝑥‚𝑦‚𝑡) are calculated and listed 

in Table 7. The table shows different standard errors, 

including 𝐸2, 𝐸∞, GRE, and RMS at particular times, 

namely, t=0.8 s, t=1.6 s, t=2.4 s, and t=3.2 s. 

 

4. 3. Non-zero Initial Condition (Test Case 6)           
The focus of this benchmark test case is to examine the 

2D wave equation (Equation 48) with Non-zero initial 

conditions as follows: 

{
𝑢(𝑥‚𝑦‚0) = cos[2𝜋𝑓(−𝑥 cos(𝜃0) − 𝑦 sin(𝜃0)]                  

𝑢𝑡(𝑥‚𝑦‚0) = −2𝜋𝑓𝑐𝑠 ∙ sin[2𝜋𝑓(−𝑥 cos(𝜃0) − 𝑦 sin(𝜃0)]
  (55) 

and a time-depended boundary feed is provided by the 

non-zero Dirichlet boundary conditions as: 

{
 

 

 

𝑢(0‚𝑦‚𝑡) = cos[2𝜋𝑓(𝑐𝑠𝑡 − 𝑦 sin(𝜃0)]                     

𝑢(1‚𝑦‚𝑡) = cos[2𝜋𝑓(𝑐𝑠𝑡 − cos(𝜃0) − 𝑦 sin(𝜃0)] 

𝑢(𝑥‚0‚𝑡) = cos[2𝜋𝑓(𝑐𝑠𝑡 − 𝑥 cos(𝜃0))]                   

𝑢(𝑥‚1‚𝑡) = cos[2𝜋𝑓(𝑐𝑠𝑡 − 𝑥 cos(𝜃0) −  sin(𝜃0)]

  (56) 

The analytical solution for this equation can be found in 

literature (51) as: 

𝑢(𝑥‚𝑦‚𝑡) = cos[2𝜋𝑓(𝑐𝑠𝑡 − 𝑥 cos(𝜃0) − 𝑦 sin(𝜃0)] (57) 

 
 

 

TABLE 6. Comparison of error norms 𝐸2, 𝐸∞, GRE, and RMS for 𝑢(𝑥‚ 𝑦‚𝑡) at various times for test case 4 

t (s) 
𝐄𝐫𝐫𝐨𝐫 𝐧𝐨𝐫𝐦𝐬 

𝐄𝟐 𝐄∞ GRE RMS 

0․8 3․6839 × 10−3 2․1051 × 10−3 3․6839 × 10−3 1․0515 × 10−3 

1․6 6․9491 × 10−3 2․4111 × 10−3 6․9491 × 10−3 1․2044 × 10−3 

2․4 6․7069 × 10−4 6․4920 × 10−4 6․7069 × 10−4 3․2427 × 10−3 

3․2 1․6013 × 10−4 1․5984 × 10−4 1․6013 × 10−4 7․9837 × 10−5 

 

 

  
(a) (b) 

Figure 11. Contour plots for the numerical results (a) and analytical results (b) of 𝑢(𝑥‚𝑦‚𝑡) at t = 3.2 s for test case 5 
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Figure 12. Comparison between numerical simulations 

(dashed red contours) and analytical solutions (solid green 

contours) of 𝑢(𝑥‚𝑦‚𝑡) at t=3.2 s for test case 5 

where 𝑓 denotes the frequency of the wave. In what 

follows, it is taken Δ𝑥 = Δ𝑦 = 1 × 10−3, Δ𝑡 = 5 ×

10−3, 𝑐𝑠 = 1․15, 𝑐 = 2․0, 𝜃0 =
𝜋

2
 . 

Figure 13 illustrates the comparison between a 9-bit 

2D scheme (D2Q9) of the present model with an 

analytical solution extracted from Equation 57 for 

𝑢(𝑥‚𝑦‚𝑡) at t= 3.2 s. For a clearer evaluation of the model 

accuracy, Figure 14 provides a 2D view of the 

comparison of numerical solutions (dashed red contours) 

and the analytical solutions (solid green contours). As 

seen in Figures 13 and 14, the numerical solutions have 

good agreement with the corresponding analytical 

solutions. Also, in the present test case, the errors of 

𝑢(𝑥‚𝑦‚𝑡) are calculated and listed in Table 8. The table 

shows different standard errors, including 𝐸2, 𝐸∞, GRE, 

and RMS at particular times, namely, t=0.8 s, t=1.6 s, 

t=2.4 s, and t=3.2 s. 

 

 
TABLE 7. Comparison of error norms 𝐸2, 𝐸∞, GRE, and RMS for 𝑢(𝑥‚𝑦‚𝑡) at various times for test case 5 

t (s) 
𝐄𝐫𝐫𝐨𝐫 𝐧𝐨𝐫𝐦𝐬 

𝐄𝟐 𝐄∞ GRE RMS 

0․8 1․3929 × 10−2 4․8331 × 10−3 1․3929 × 10−2 2․4141 × 10−3 

1․6 4․4154 × 10−3 3․3523 × 10−3 4․4154 × 10−3 1․6745 × 10−3 

2․4 2․8983 × 10−3 2․5327 × 10−3 2․8983 × 10−3 1․2650 × 10−3 

3․2 6․4944 × 10−4 6․4466 × 10−4 6․4944 × 10−4 3․2200 × 10−4 

 

 

  
(a) (b) 

Figure 13. Contour plots for the numerical results (a) and analytical results (b) of 𝑢(𝑥‚𝑦‚𝑡) at t = 3.2 s for test case 6 

 

 
TABLE 8. Comparison of error norms 𝐸2, 𝐸∞, GRE, and RMS for 𝑢(𝑥‚𝑦‚𝑡) at various times for test case 6 

t (s) 
𝐄𝐫𝐫𝐨𝐫 𝐧𝐨𝐫𝐦𝐬 

𝐄𝟐 𝐄∞ GRE RMS 

0.8 3․1652 × 10−4 6․6069 × 10−4 2․3789 × 10−4 3․1646 × 10−4 

1.6 3․6448 × 10−4 7․5794 × 10−4 2․6939 × 10−4 3․6374 × 10−4 

2.4 1․2629 × 10−4 3․9020 × 10−4 7․4887 × 10−5 1․2548 × 10−4 

3.2 1․0779 × 10−4 2․2890 × 10−4 9․0200 × 10−5 1․0647 × 10−4 
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Figure 14. Comparison between numerical simulations 

(dashed red contours) and analytical solutions (solid green 

contours) of 𝑢(𝑥‚𝑦‚𝑡) at t=3.2 s for test case 6  

 

 

5. CONCLUSION 
 
In this paper, a lattice Boltzmann-adaptive model for 

solving the linear acoustic wave equation was introduced, 

employing a novel approach with a standard equilibrium 

distribution function featuring unknown coefficients. 

Through Chapman-Enskog analysis, the coefficients 

were determined, establishing a unique relationship for 

𝑓𝑖
𝑒𝑞

 with a standard weighting factor across all lattice 

directions. Notably, the displacement of the wave, 

𝑢(𝒙‚𝑡), was chosen as a zero-order macroscopic moment 

instead of 𝜕𝑢(𝒙‚𝑡)/𝜕𝑡, accurately recovering the 

macroscopic wave equation. 

To validate the efficiency and accuracy of the present 

mesoscopic model, six test cases with varying initial and 

boundary conditions for both 1D and 2D problems were 

conducted. Utilizing a 3-bit scheme for 1D problems and 

a 9-bit scheme for 2D ones, in test case 1, errors range 

from 4․0888 × 10−6 to 1․1967 × 10−5 for t = 0.8- 3.2 

seconds. Similarly, test case 2 exhibits errors ranging 

from 3․9618 × 10−5 to 4․0341 × 10−5 for t = 0.8- 3.2 

seconds. For test case 3, errors range from 1․0944 ×
10−5 to 2․1992 × 10−5 for t = 0.4- 1.6 seconds. Test case 

4 shows errors ranging from 7․9837 × 10−5 to 3․2427 ×
10−3 for t = 0.8- 3.2 seconds. In test case 5, errors range 

from 3․2200 × 10−4 to 1․2650 × 10−3 for t = 0.8- 3.2 

seconds. Finally, test case 6 exhibits errors ranging from 

1․0647 × 10−4 to 3․6374 × 10−4for t = 0.8- 3.2 

seconds. The numerical results demonstrated excellent 

agreement with analytical solutions, exhibiting a 

maximum error of 10-3 and a minimum error of 10-6. 

Furthermore, the accuracy test showed that the model 

possesses a spatial accuracy of second-order, with the 

slopes of the fitting lines in the relative error norm E∞ 

plots being extremely close to 2 (1.964). 

For future research, several avenues could develop 

the present adaptive model. Expanding the model to 

address three-dimensional problems, exploring its 

applicability to nonlinear acoustic wave equations, and 

investigating hybrid numerical techniques could lead to 

more efficient simulations. 
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Persian Abstract 

 چکیده 

  یشبکه معرف  با  یق یتطب  دیمدل جد  کی.  پردازدی م   (LBM)در روش شبکه بولتزمن    ی خط  یحل معادلات موج صوت  ی کارآمد و سازگار برا  کرد یرو  ک ی  یبرا  از یمقاله به ن  نیا

  استخراج.  کندیشبکه استفاده م  یتعادل در تمام ساختارها  عیتابع توز  یرابطه واحد برا  ک یانسکوگ به دست آمده است که از  -چاپمن  لیوتحلهیتجز  قیشده است که از طر

  قیدق  ی ابیمرتبه صفر، باز  یکروسکوپیعنوان ممان مبه  یموج صوت  یی. با انتخاب جابجاشودیآغاز م  مجهول  ب یتعادل استاندارد با ضرا  عی تابع توز  کیمورد نظر با در نظر گرفتن  

را ارائه    یشتریب  یریپذق یو تطب  کندیرا ساده م  یتعادل  عی توابع توز  روابطمرتبط با    ی دگیچیمدل پ  نیا  د،موجو   یها. برخلاف روششودیم  نیتضم  یمعادله موج ماکروسکوپ

با حداکثر    ،یلیتحل  یهاحل با راه  یدهنده تطابق عالنشان   جی. نتاشودیم  دییتأ  یو دوبعد  یبعدکیانتشار موج    یگسترده رو  اریمع   ل یمسا  با  سهیمقا  ق یمدل از طر  نی. ادهدیم

مدل   ن،یا  بر  علاوه.  است(>٪99.9بالا )  ینیبشیپ  دقت  دهندهنشان  ،(خطا  >0.0001٪)  10-6  یخطاها مربع  نیانگیم  حداقل  و(  خطا>  0.1٪)  10-3  یخطاها مربع  نی انگیم

نشان م  یدقت مکان  حاضر را  نشان م  2به    کینزد  یهاب یکه ش  E2  ینسب  یخطا  اریمع با    دهد،ی مرتبه دوم  نشان  دهدیرا    نیچنهمدوم است.    رتبهم  یمکاندهنده دقت  که 

 . دهندی نشان م  زتری ر شبکهاندازه  یبرارا  مذکور یکاهش خطا یعدد یهای سازهیشب
 


