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ABSTRACT

Hostile post on social media is a crucial issue for individuals, governments and organizations. There is a
critical need for an automated system that can investigate and identify hostile posts from large-scale data.
In India, Guijarati is the sixth most spoken language. In this work, we have constructed a major hostile
post dataset in the Gujarati language. The data are collected from Twitter, Instagram and Facebook. Our
dataset consists of 1,51,000 distinct comments having 10,000 manually annotated posts. These posts are
labeled into the Hostile and Non-Hostile categories. We have used the dataset in two ways: (i) Original
Gujarati Text Data and (ii) English data translated from Gujarati text. We have also checked the
performance of pre-processing and without pre-processing data by removing extra symbols and
substituting emoji descriptions in the text. We have conducted experiments using machine learning
models based on supervised learning such as Support Vector Machine, Decision Tree, Random Forest,
Gaussian Naive-Bayes, Logistic Regression, K-Nearest Neighbor and unsupervised learning based model
such as k-means clustering. We have evaluated performance of these models for Bag-of-Words and TF-
IDF feature extraction methods. It is observed that classification using TF-IDF features is efficient.
Among these methods Logistic regression outperforms with an Accuracy of 0.68 and F1-score of 0.67.
The purpose of this research is to create a benchmark dataset and provide baseline results for detecting
hostile posts in Gujarati Language.

doi: 10.5829/ije.2024.37.07a.08
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1. INTRODUCTION

Gujarati is the sixth most spoken language in India,
spoken by 56 million peoplet. During covid19 pandemic
the use of social media platforms such as Twitter,
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Facebook, Instagram, linkedin, Reddit and YouTube has
increased drastically (1, 2). Social media platforms are
now used for many purposes such as education, politics,
entertainment, business, charity work etc. It affects
people of all age groups. On social media, people share

1 https://en.wikipedia.org/wiki/Gujarati language
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their opinion, suggestions and emotions very openly (3,
4). Many times abusive language, the spreading of a
violent message and swear words are also used. Hostile
contents affect the mental health of people and promote
violence thus spreading negativity among the users. The
hostile post refers to abusive language mentioned in the
post that targets individuals, organizations, groups of
people, communities, religious, races, gender etc. (5).
According to the survey, there is an increase in the
content of Indian language hostile posts on social media,
like Hindi (1, 2, 6-9), Marathi (7, 10-12), Bengali (8),
Khasi (9), Punjabi, Gujarati and English language (9).
Very less research work has been done in the low-
resource Indian languages (5). Hence, we require a
system that can automatically detect hostile posts written
in these languages (10). Social media have a vast number
of people who write their posts in Gujarati language. It is
essential to have a system for Gujarati language. The
state-of-the-art hostile text detection methods are
available for English language. To enhance the research
in low resource Indian languages, we have studied
various methods which can detect hostile posts in Hindi
(1, 2, 6-8, 13, 14), Marathi (7, 11, 12), Bengali (12),
Saudi (4), Roman Urdu (15, 16), Tamil (17) and code-
mixed language (7, 18-22). Figure 1 shows basic
approaches used for hostile post-detection. Mainly these
approaches are divided into two major categories: (i)
Machine Learning based (23-35) and (ii) Deep Learning
based (5, 6, 27-29, 34-38). Machine learning-based
approach is categorized into two subparts:(i) Supervised
machine learning based and (ii) Unsupervised machine
learning based (27, 30-32, 37). Support vector machine
(SVM) (39), Decision Tree (DT), Random Forest (RF),
K-Nearest Neighbour (KNN), Gaussian Naive Bayes
(GNB) and Logistic Regression (LR) algorithms are used

for supervised learning (24). k-means clustering
algorithm is used for unsupervised learning (31, 32).

To improve accuracy, researchers use deep learning-
based approaches to detect hostile post in high-resource
languages. The deep learning-based approach is divided
into main two categories :(i) Encoder-Decoder based (9)
and (ii) Transformer Based (10, 19). The Convolutional
Neural Network (CNN), Recurrent Neural Network
(RNN), Long short-term memory (LSTM) and
Bidirectional Long short-term memory (BiLSTM) (29)
[32] based approaches come under the first category and
Bidirectional Encoder Representations from
Transformers (BERT), Romanian BERT Model
(ROBERT), Multilingual BERT etc. come under the
transformer based approach (3, 33, 40). To the best of our
knowledge, we are the first in detecting Guajarati
hostility post. We prepared a 10,000 manually labeled
dataset that is valuable work in Gujarati Language
Processing. This research is significant as it provides a
baseline result to detect hate text in Gujarati. The
proposed approach has the potential to make a
meaningful impact on the online community and create a
more inclusive and respectful environment. The
objective of our paper is to create a benchmark Guajarati
hostility detection text dataset, prepare a systematic
literature review and detect hostile posts using seven
machine learning classifiers SVM, DT, RF, KNN, GNB,
LR and K means clustering.

1. 1. Motivation People normally use their native
language frequently for sharing opinions, suggestions
and ideas on social media. As per research literature,
Gujarati text processing has not been done for a large
scale. We aim to detect hostile posts in the Gujarati
language. To the best of our knowledge, machine
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learning techniques are being used for hostile post
detection in the Gujarati language for the first time.

1. 2. Contribution

of this research work.

e There is no standard dataset available for Gujarati
Language Processing (GLP). Therefore, we have
created a big dataset for Gujarati language
processing, consisting of 1,51,000 posts scraped
from the social media platform Twitter, Instagram,
and Facebook. Total 10,000 posts are manually
labeled with two categories: (i) Non-Hostile and (ii)
Hostile.

e The dataset is used in two ways:(i) Gujarati Text
Data collected from social media (ii)Translation-
based approach - the whole dataset is translated into
English using Google API.

e Usefulness of emoji’s in
Understanding

e Compared the performance of two feature extraction
methods: Bag-of-Words (BoW), Term frequency-
inverse document frequency (TF-IDF).

e Compared the performance of machine learning
models: SVM, DT, RF, KNN, GNB, LR and k-
means clustering.

e Listed major challenges that are identified for
Guijarati text processing.

The remaining paper is arranged as follows: Review
of existing hostile post detection is discussed in section
2. Dataset construction is discussed in section 3. The
method that is used for data preprocessing, feature
extraction and model development is described in section
4. Sections 5 and 6 discuss the experimental results. The
error produced by our model and challenges are
described in section 7. Finally, section 8 concludes our
work and discusses future direction.

Following are the contributions

Gujarati  Text

2. RELATED WORK

The usage of social media drastically increases day by
day by people of various educational backgrounds and
cultures. The inappropriate content on social media
spreads negativity and damages the hygiene of the web.
Detecting the hostile post for a low-resource Gujarati
language is challenging because of the lack of sufficient
labelled data and very less contribution from the
researchers (5). We studied various approaches used for
hostile post detection in different languages. Bhatnagar
et al. (1) has developed an automated system that can
automatically detect hostile posts in Hindi language. The
proposed novel approach is used for multi-label
classification. The model can also distinguish hostile
posts and offensive speech. The deep learning-based
model outperformed Hindi language hostile post-
detection. Velankar et al. (7) presented the Marathi

Language Dataset L3CubeMahaHate that contains 25000
various samples that are classified into 4 classes. Deep
learning-based various models such as CNN, LSTM,
BIiLSTM and transformer-based BERT models like
IndicBERT, mBERT, and A Robustly Optimized BERT
Pretraining Approach (RoBERTa) are used on their
dataset. The dataset is also evaluated on monolingual
Marathi BERT models like MahaBERT, MahaALBERT
and MahaRoBERTa. The transformer approach provides
a result for 4 class classification. Banerjee et al. (40)
explored various transformer approaches such as
MBERT, XMR-large, XLMR-based etc. These models
were developed for hostility detection in Indo-Aryan and
English language. The model performed excellently for
English multi-class classification. The model classifies
text into hate, offensive and profane categories. They
tested the model for English, Hindi, Marathi and code-
mixed language. They concluded that XLM-Roberta-
large model outperforms. Warjri et al. (41) introduced a
fake news detection approach for the Khasi language for
the first time. The fake news collected from social media
articles and posts. They have manually annotated 116
news and applied three machine learning classifiers RF,
DT and LR. Among these classifiers DT provides the
highest accuracy. Bhardwaj et al. (14) proposed a novel
deep learning based HostileNet architecture. HostileNet
used the concept of transformer based approach BERT.
The author added hand-crafted features such as lexicon,
emoticon, and hashtag embeddings with Hindi BERT to
improve the accuracy for hate text detection. They used
publicly available dataset CONSTRAINT-2021 dataset
for coarse-grained that means binary label such as hostile
and non-hostile classification and fine-grained that
means multi label such as fake, hate, offensive,
defamation classification. Luo et al. [26] have discussed
the supervised machine learning-based approach for text
classification. They created their own data that consist of
different categories of data such as women, sports,
literature etc. Supervised Machine Learning based
classifiers SVM, KNN, NB and LR are used to classify
data. SVM outperforms their data. Finally, they conclude
that the classification algorithm accuracy depends on the
type and size of the dataset. Felber (25) used a machine
learning model for COVID-19 Fake News Detection. He
focused on various text features such as n-grams,
readability, emotional tone and punctuation. These text
features are used for text understanding. SVM with linear
Kernel, Random Forest, Logistic regression, Naive
Bayes and Multilayer Perceptron are used to identify fake
news detection. SVM provides the best performance for
fake news detection. Fahad et al. (26) proposed a novel
approach for finding bad intended news using machine
learning. They aimed to set the best accuracy for
detecting fake news. Most of the methods try to work on
specific article domains but it is challenging to work for
diverse news domains. They are using various textual



B.]. Rameshbhai and K. Rana / IJE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1284-1295 1287

characteristics and machine learning classifiers on
publicly available real world dataset to detect the fake
news. The SVM and LR provide best results to detect
fake news. Aluru et al. (34) performed a deep survey for
hate speech detection in multilingual languages. The 16
different data sets and 9 languages were covered for hate
speech detection. The deep learning-based model was
developed for multilingual hate speech classification.
The experimental result shows that LASER + LR
(Language-Agnostic  SEntence  Representations +
Logistic Regression model) based approach outperforms
for low resource language. The transformer-based
approach BERT is more effective for high-resource
language. Akram et al. (32) tried a novel Deep Auto-
Encoder Based Linguistics approach for Urdu News
headlines clustering. For the first time a clustering model
for Urdu News clustering was used. The result analysis
exhibited that Urdu news headlines were easily
categorized. The deep learning-based text clustering and
k-means clustering algorithm was implemented for news
headline clustering. The Deep learning-based approach
outperformed k-means clustering approach. Deep
Literature study shows that the majority of the
researchers focused on high resource language. They
applied Deep learning and transformer based models on
existing dataset to improve the detection accuracy. From
recent study, it is clear that no standard dataset s available
in Gujarati language and none have set a baseline result
for hate text detection in Gujarati language. After
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Figure 2. System flow

discussing all the existing work, we have found that the
system can perform the following task for hostile post
detection. Figure 2 shows the flow of process for hostile
post detection. The detailed explanation of each phase is
discussed in the subsequent sections:

3. DATASET CONSTRUCTION

We created a new dataset that covers various types of
hostile posts such as racist, religious, political,
educational and festival in Gujarati text. To obtain the
hostile post, we have prepared a list of good and bad
keywords in Gujarati with the help of two Gujarati
language experts. Both experts have completed their
postgraduate studies in Gujarati. These keywords are
frequently used by social media users to spread hostile
posts. We identified the events that occurred in Gujarat
over the last five years between 2017 to 2022. Based on
that we have prepared a list of 95 keywords to retrieve
comments from social media. Table 1 shows a few
examples of terms used for data retrieval. We collected
data from the most widely used three social media
platforms Twitter, Instagram and Facebook. We have
used a web scrapper tool Apify to collect comments using
various 95 keywords such as 'Gujarat’, 'Patidar', 'Mandi',
' Sports', 'Janta', 'Corona', ‘Mataji’ and many more. We
identified swear words that are frequently used in
Guijarati language. Swear words are also used to retrieve
hateful comments from social media posts. All the
comments are written exclusively in Gujarati.

Twitter Apify library gives a maximum 3300
comments for a particular word search We have collected
our data without any bias. Many comments are written in
a mixed language such as Gujarati-Hindi and Gujarati-
English. These mixed-language comments are eliminated
and Gujarati comments are selected manually. Each
comment is collected using Python code and extracted

TABLE 1. Examples of terms used for data retrieval

Sr. No. Search word Total number of posts
1 UZlelR Hieldst 3300
2 SR04 | 1176
3 216 (5 3300
4 slaR =l 3300
5 oAU YR 507
6 HelMRd 3300
7 Ul 3300
8 Yoy 3332
9 AHIALL 3300
10 PR 1020
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data is collected in a CSV file. The sample of collected
data is shown in Table 2.

3. 1. Data Annotation The data are manually

labelled with basic two categories:

e Hostile Post: It contains hateful text and swear words
that targets some gender, religious, organization,
government and individual person.

e Non-Hostile Post: It does not contain harmful text
which is normally neutral and positive content.

4. PROPOSED METHODOLOGY

4. 1. Pre-Processing While manually checking
the data, we noticed that the dataset consists of emoji’s,
blank spaces, links, special symbols etc. Preprocessing is
necessary step to obtain better performance for text
classification problem. In natural language processing,
first step is to preprocess the data. This step cleans the
data and prepares comments as inputs to the classification
model. We used appropriate regular expressions to clean
the data. We used scikit-learn for preprocess the data.

TABLE 2. Sample of collected data

Sr. No. Comments

1 @AAPGujarat 21 5cl€] of uHelel scll U YIS

UlL[5cdlol 41al Qe 51941211 Y lfl wIdsal€] tisfl

9 AL, AHiefl19eti Hld
#National News #Kashmir #Pakistan #Terrorist #MidDay
News #MidDay Gujarati https://t.co/YheFEs4R40

HI3] a7l e sdl wed ¢ dHIR) aed Yds wleild]

8 ©.2] & dual 221 53] 21§ © 2Okd@panktinipanktio

4 ARLAL Yot UYL 515\ s2155L,ddLIS) 2.
https://t.co/vIIKOoUO4a

5 @NobatDaily 4{@211d «1[& Idsdle] sEl. Aidl gl &l

sledlal ®

TABLE 3. Dataset Description

Dataset Characteristics Collected Data

Total number of posts 1,51,000
After pre-processing dataset size 1,21,000
Annotated Data 10,000
Hostile Label Data 5000
Non-Hostile Label Data 5000
Minimum number of words in one post 1
Maximum number of words in one post 252
Minimum number of character in one post 2
Maximum number of character in one post 1444
Annotated data with Emoji 1200

e Removal of Duplicate Sentence: The duplicate data
are removed from the dataset.

e Uniform Resource Locator (URL): The URL or link
is removed using regular expression.

e Mentions and Hashtag: The mentions and hashtags
are deleted from the data.

e Punctuations: The Special characters and
punctuation marks are removed from the data.

e Blank Space: The extra spaces are also removed
from the comment.

e English Hindi and Coded Mixed Sentence:
Sometimes user writes comments in Hindi-Gujarati
or Gujarati-English mixed language. We have
removed such comments manually from the dataset.

e Gujarati Stop Words: We have prepared a list of
Guijarati stopwords so that these stopwords can be
removed from the dataset.

e Emojis: People normally write comments with
emojis. We have replaced emoji's with appropriate
description. The flow of emoji description
substitution is shown in Figure 3. Table 4 illustrates
all the pre-processing tasks with example.

4. 2. Feature Extraction Using Bag-of-Words and
TF-IDF Model The pre-processed sentences are
converted into numeric data using the feature extraction
method. Out of many feature extraction methods, we
have used BoW and TF-IDF (28). During Literature
study, we identified that these two feature extraction
techniques are widely used to extract the feature and
convert text data into numeric data.

e Bag-of-Words (36): Bag-of-words (BoW) method is
used to extract the text feature to prepare a model.
Bag-of-Words consist of: (i) A measure of the
presence of words in the document (ii) A Vocabulary
of words from the document.

e TF-IDF (27, 28, 37): One of the most effective
feature extraction methods is TF-IDF. TF-IDF
stands for Term Frequency — Inverse Document
Frequency. TF-IDF method converts words into
numeric data based on the frequency of words in the
document and the importance of the word. TF is
Term frequency that refers to the total number of
times a given term appears in the document against
the total number of words in the document. The IDF
is the inverse document frequency that measures
how much information a word provides. It measures
the weight of a given word in the entire document.

4. 3. Model Preparation We have implemented
machine learning-based techniques for hostile post
detection on our dataset. We have used supervised
learning based and unsupervised learning based
approaches.
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Figure 3. Flow of emoji description substitution

TABLE 4. Pre-processing task
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Supervised learning based approach (23): It requires
labeled data while preparing the model. During the
training, the model learns features and understands
the text. It then classifies using classification
algorithms such as Support vector Machine, Decision
Tree, Random forest, K Nearest Neighbour, Gaussian
Naive Bayes, Logistic Regression.

Unsupervised learning based Approach (30, 32): For
the data without labels, we use an unsupervised
learning-based approach. It learns from input text
features and groups them with a similar pattern. We
have used the k-means clustering algorithm for
creating clusters with similar features. We have used
70:30 ratio for training and testing data as shown in
Table 5.

5. EXPERIMENTS

There are various machine learning algorithms used for
text classification. We have performed various
experiments to evaluate the machine learning model for
Gujarati hostile post-detection. Amongst different
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Machine learning algorithms, selection of a particular
algorithm for our work was decided based on
experimentation. To understand the behavior of different
machine learning algorithms we have experimented
using Support Vector Machine, Decision Tree, Random
forest, K Nearest Neighbour, Gaussian Naive Bayes,
Logistic Regression and k-means clustering algorithms.
Posts are classified into hostile or non-hostile classes. In
this section we describe the dataset statistics used in our
experiments, experiment setup, machine learning
methods used for training the model, hyperparameters
values and evaluation metrics.

5. 1. Dataset Splitting The dataset contains a
total of 10,000 comments to be classified as hostile or
non-hostile. We have 5000 hostile and 5000 non hostile
posts. We have used 70%-30% for training (7000
instances) and testing (3000 instances). For the
supervised machine learning approach, we have used
labeled data having text posts and the corresponding
label.

5. 2. Experimental Results

5. 2. 1. Implementation Details We
implemented a machine learning model using python
library scikit-learn, pandas and numpy. We executed the
experiments on Google Collaboratory, which provides a
free Jupyter notebook environment. Table 6 shows the
hyperparameter value of machine learning classifier that
we have used for model tuning.

TABLE 5. Statistics of dataset splitting

Dataset Number of Data
Training Data 7000
Testing Data 3000
Total Data 10000

TABLE 6. Hyperparameter value of classifier
Machine learning classifier

Hyperparameter

C:1.0
Kernel: ‘rbf’
Degree: 3
KNN Gamma: ‘Scale’
Coef0:0
Shrinking: True
Probability: False

N Estimators:100
Criterion: ‘gini’
Max depth: None
Random Forest . .
Min samples split: 2
Max features:’auto’

Bootstrap: True

Priors: None

Gauusian Naive Bayes .
Var_smoothing: 1e-9

Penalty:’12’
C:1.0
Solver:’lbfgs’
Max_iter:100
Multi_class:’auto’
Random_state:None
Fit_intercept:True

Logistic Regression

n_clusters: 2
n_init: 10
max_iter:100
tol: le-4
random_state:None
algorithm:auto

K-means clustering

C:1.0
Kernel: ’rbf’
Degree: 3
SVM Gamma: ’scale’
Coef0: 0
Shrinking: True
Probability: False
Criterion: ‘gini’
Splitter: ‘best’
Max depth: None
Min samples split: 2
Min samples leaf: 1

Decision Tree

Max features: ‘auto’
Random state: None

5. 2. 2. Model Evaluation The performance of
the model is evaluated using Accuracy, Macro Precision,
Recall and Macro F1-score.

e Accuracy: Accuracy is the ratio between correct
prediction and Total Number of given samples

e  Macro Precision: Precision is the ratio between the
correctly identified positives samples (true
positives) and all identified positives samples. We
used macro precision that provides arithmetic mean
of all the precision values for the both hostile and
Non-hostile classes.

o Recall: Recall is the ratio between the true positives
and what was actually labeled.

e Macro F1-score: The F1 score is calculated as the
arithmetic mean of precision and recall. It is used to
find the average rate. The macro-averaged F1 score
is the mean of all the individual class F1 scores.

In this section, we discuss the result of supervised and

unsupervised machine learning models. The Two

datasets used are: (i) Gujarati Text data and (ii)

Translated English data. The seven supervised and

unsupervised machine learning-based classifiers are

used. These classifier results are evaluated using

Accuracy, Macro Precision, Recall and Macro F1-score



B.]. Rameshbhai and K. Rana / IJE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1284-1295

which is shown in Table 7. We have experimented with
different scenarios considering Gujarati language and
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translated into English language datasets. We have also
considered cases without Emoji and with Emoji's

TABLE 7. Machine learning based classifier result

Sr.no Algorithm used Dataset deslf:rr?gjtlion e)ffrz[:tli’gn Accuracy P':Aei;:srign Recall Fl\l/l-igcr)?'e
1 SVM Guijarati No BowW 0.65 0.65 0.67 0.66
2 Decision Tree Gujarati No BowW 0.65 0.66 0.63 0.65
3 KNN Guijarati No BowW 0.59 0.59 0.63 0.61
4 Random Forest Gujarati No BoW 0.65 0.65 0.68 0.66
5 Gaussian Naive-Bayes Gujarati No BoW 0.65 0.65 0.67 0.66
6 Logistic Regression Gujarati No BowW 0.66 0.66 0.67 0.67
7 K-means clustering Gujarati No BowW 0.51 0.51 0.52 0.52
1 SVM Gujarati No TF-IDF 0.66 0.66 0.67 0.67
2 Decision Tree Gujarati No TF-IDF 0.64 0.65 0.65 0.65
3 KNN Gujarati No TF-IDF 0.58 0.58 0.66 0.62
4 Random Forest Gujarati No TF-IDF 0.65 0.65 0.70 0.67
5 Gaussian Naive-Bayes Gujarati No TF-IDF 0.63 0.69 0.47 0.56
6 Logistic Regression Gujarati No TF-IDF 0.68 0.67 0.67 0.67
7 K-means clustering Gujarati No TF-IDF 0.52 0.52 0.53 0.53
1 SVM Gujarati Yes BowW 0.65 0.65 0.67 0.67
2 Decision Tree Gujarati Yes Bow 0.66 0.67 0.64 0.66
3 KNN Gujarati Yes Bow 0.59 0.59 0.63 0.61
4 Random Forest Gujarati Yes BowW 0.65 0.65 0.68 0.66
5 Gaussian Naive-Bayes Gujarati Yes BowW 0.65 0.65 0.67 0.66
6 Logistic Regression Gujarati Yes BoW 0.66 0.66 0.67 0.67
7 K-means clustering Gujarati Yes Bow 0.51 0.51 0.52 0.52
1 SVM Gujarati Yes TF-IDF 0.66 0.66 0.67 0.67
2 Decision Tree Gujarati Yes TF-IDF 0.65 0.66 0.65 0.65
3 KNN Gujarati Yes TF-IDF 0.58 0.58 0.66 0.62
4 Random Forest Gujarati Yes TF-IDF 0.65 0.65 0.70 0.67
5 Gaussian Naive-Bayes Gujarati Yes TF-IDF 0.63 0.69 0.47 0.56
6 Logistic Regression Gujarati Yes TF-IDF 0.68 0.67 0.67 0.67
7 K-means clustering Gujarati Yes TF-IDF 0.52 0.52 0.53 0.53
1 SVM English No BowW 0.64 0.64 0.68 0.66
2 Decision Tree English No BowW 0.62 0.62 0.62 0.62
3 KNN English No BoW 0.57 0.56 0.70 0.62
4 Random Forest English No BoW 0.64 0.67 0.67 0.65
5 Gaussian Naive-Bayes English No BowW 0.65 0.65 0.67 0.66
6 Logistic Regression English No BowW 0.66 0.66 0.67 0.67
7 K-means clustering English No BoW 0.51 0.51 0.52 0.52
1 SVM English No TF-IDF 0.66 0.65 0.66 0.66
2 Decision Tree English No TF-IDF 0.63 0.63 0.64 0.63
3 KNN English No TF-IDF 0.55 0.53 0.94 0.68
4 Random Forest English No TF-IDF 0.66 0.66 0.69 0.67
5 Gaussian Naive-Bayes English No TF-IDF 0.65 0.65 0.65 0.66
6 Logistic Regression English No TF-IDF 0.66 0.66 0.66 0.67
7 K-means clustering English No TF-IDF 0.52 0.52 0.52 0.53
1 SVM English Yes BowW 0.65 0.65 0.66 0.66
2 Decision Tree English Yes BoW 0.65 0.65 0.67 0.66
3 KNN English Yes BoW 0.58 0.58 0.64 0.61
4 Random Forest English Yes BowW 0.65 0.65 0.68 0.67
5 Gaussian Naive-Bayes English Yes BoW 0.65 0.65 0.67 0.66
6 Logistic Regression English Yes BoW 0.66 0.66 0.67 0.67
7 K-means clustering English Yes BoW 0.51 0.51 0.52 0.52
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1 SVM English Yes
2 Decision Tree English Yes
3 KNN English Yes
4 Random Forest English Yes
5 Gaussian Naive-Bayes English Yes
6 Logistic Regression English Yes
7 K-means clustering English Yes

TF-IDF 0.66 0.66 0.67 0.66
TF-IDF 0.64 0.64 0.66 0.65
TF-IDF 0.59 0.57 0.70 0.63
TF-IDF 0.66 0.66 0.69 0.67
TF-IDF 0.65 0.65 0.67 0.66
TF-IDF 0.66 0.66 0.67 0.67
TF-IDF 0.52 0.52 0.53 0.53

description to analyze impact of Emoji. Both methods of
feature extraction viz. Bow and TF-IDF with Gujarati
dataset having Emoji description as well as without
Emoji are evaluated in the Figure 4.

The same evaluation is also carried out for English
dataset which is shown in Figure 5. Accuracy
performance of the machine learning classifier ranges
from 0 to 1. Supervised Learning based classifiers
provide good results as compared to unsupervised
learning. We have identified that the TF-IDF feature
extraction method extracts good features as compared to
Bag-of-Words method. Out of all machine learning
methods which we have evaluated, Logistic Regression
gives better results for the hostile post detection. We have
also analyzed that Guijarati data gives good result as
compared to the translated English data. The reason

Accuracy of Machine Learning Classifier
1.00

0.75

NN

K means
clustering

T
=)

Accuracy

Algorithm used

u Feature Extraction: BoW, Dataset:Gujarati without Emoji Description
 Feature Extraction: TF-IDF, Dataset:Gujarati without Emoji Description
Feature Extraction: BoW, Dataset:Gujarati with Emoji Description
u Feature Extraction: TF-IDF, Dataset:Gujarati with Emoji Description

Figure 4. Evaluation of ML approaches for Gujarati data

Accuracy of Machine Learning Classifier
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0.75

ST

K means
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Accuracy
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Algorithm used

u Feature Extraction: BoW, Dataset:English without Emoji Description
B Feature Extraction: TF-IDF, Dataset:English without Emoji Description
Feature Extraction: BoW, Dataset:English with Emoji Description
» Feature Extraction: TF-IDF, Dataset:English with Emoji Description

Figure 5. Evaluation of ML approaches for English data

could be that the translated English data loses its meaning
during conversion because some words are not correctly
translated into English. In addition, we have also tried
substitution of emoji's appropriate description to
understand the sentence in a better way. While analyzing
the result we observed that an approach using emoji
substitution improves the accuracy. However, the
improvement is marginal because only 12% of sentences
in our dataset contain emoji.

6. RESULTS AND DISCUSSION

We have developed the model for a large dataset and we
could achieve the accuracy of 68%. Logistic regression
performs well when we use it for two class classification.
We are also working on two classes: hostile and non-
hostile. Since we are getting comparatively good results
for the Logistic regression method (36-39). We have also
compared the result of Bag-of-Words and TF-1DF feature
extraction methods. We conclude that TF-IDF is more
efficient as compared to Bag-of-Words method because
BoW provides the frequency of words in a document
whereas TF-IDF provides additional data such as how a
word is important in the document. Translated English
data could not perform well due to inefficient Gujarati
text translation. The result of both data shows that there
is no wide difference in accuracy. The Gujarati text data
provide baseline result 68% and Translated data provide
baseline result 66% using TF-IDF feature extraction
method.

7. ERROR ANALYSIS

In this section, we have thoroughly analyzed the errors
produced by our models to understand limitations and
challenges of hostile post detection in Gujarati language.
We have described all the challenges we have faced. We
have illustrated some of the misclassified input sentences
and probable reason for misclassification in Table 8. The
result does not get optimal due to many challenges. The
challenges are mentioned in the next section:

7. 1. Challenges in Hostile Post Detection in
Gujarati Language

e Pre-Processing: There is no standard library
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TABLE 8. Error Analysis

ﬁlr' Misclassified Input Reason for Misclassification
0. sentence
From one sentence we are
. . unable to predict the actual
1 Uldsalel suLyH «il context of the sentence. It
&dl required the full content to
understand the sentence’s
meaning.
The sentence contains Hindi
widsalel w0 A D2t words but they are written in
2 3 Gujarati language. These types
Yl etldle of sentences are impossible to
understand.
L 512l WA 532
(&t dlt. =11 %¥SL 48 Few comments are based on
3 A §2dl 1Y V4 some images or video, so it is
(Qu12 5] ¥l vl difficult to interpret without
o Wyl wWg &Y 8 seeing the associated image.
Ui d el 52U A
Wow U214 -Slneui
Mlaui g2is
U214Hi 9 w4l The Gujarati and English
4 Slyndaui e =[]l  mixed sentences are completely

8215 AYell Rif@esy  not removed from the dataset.

U2 4Bl 200 (U 1s{l
AEd wd wEvL 52,

available that perfectly performs the text
preprocessing steps in the Gujarati language.
Therefore, we have to make regular expressions to
preprocess the data.

Data collection: Data collection is also one challenge
for us because normally people write comments in
code-mixed language. Therefore, it is difficult to
collect texts that are purely written in Gujarati text.
Manually data annotation for testing Data: Machine
learning requires labeled data. It is a huge task to
manually label the data.

No standard method is available: High resource
languages such as English have huge resources
Dataset, wordnet, preprocessing techniques, feature
extraction techniques, automatic data annotation
techniques and algorithms for text data
understanding. For low-resource Indian languages
these resources are not available.

Important data loss: During pre-processing some
meaningful data may be lost. While removing
mentions, few natural words are removed from the
text. For example, “@Gopal Italia WIH el

ULl ui 5101l uuLe of Hecd 32g 2 that is a non-
hostile post. But the classifier incorrectly classified
it as hostile. The reason behind that is that
@Gopal_ltalia is removed from the sentence during
preprocessing. Another example, “21 Days
#uRddet_UlAl idold desdeil dHIM 182

1293

([Adlue Ml uslUla weldleli Wsll Aietoile].” is
also not correctly classified because the English
word Days and numeric values are removed in
preprocessing.

e Code-mixed text: The data having code-mixed
sentences loses its meaning after applying pre-
processing. For example, the post,” AR
IRl student A WEIR 5ladl Y, AKY &g Al

Ul Fake news &cl” was a mixed Gujarati and
English language sentence. The English words
‘student’ and ‘Fake news’ are removed during
preprocessing. Therefore, the meaning of the
sentence is not correctly identified. Another
example, “Aantakvadi ni pream kahani nathi hoti”
was a Gujarati post written in English and thus was
not correctly classified.

8. CONCLUSION AND FUTURE WORK

Hostile Post detection in the Gujarati language has
become a notable problem therefore there is a huge
requirement for automation systems for hostile post
detection. In this work, we have developed a Gujarati
Text dataset that contains more than one lakh posts
having hostile posts and non-hostile posts. The data are
collected from social media Twitter, Instagram and
Facebook in time duration from the year 2017 to 2022.
Total 10,000 data are manually labeled with two major
categories having equal number of hostile and non-
hostile posts. The data contains unwanted symbols,
URLs, duplicates, punctuations and emoticons.
Therefore, we performed a data cleaning process and
removed unwanted data. Emoji’s are often used in the
short text for the expression. We have replaced emoji’s
with their description in the post. We evaluated
supervised and unsupervised machine learning models:
Support vector Machine, Decision Tree, Random forest,
K Nearest Neighbour, Gaussian Naive Bayes, Logistic
Regression, and k-means clustering algorithms. The
result shows that the Supervised learning-based
algorithm Logistic Regression outperforms. There are
various challenges identified during the implementation.
In this paper, we tried to overcome these challenges.
However, better ways to address these challenges are still
possible. We believe that our dataset will be beneficial in
Gujarati Language Processing related studies.

9. DATA AVAILABILITY

This dataset is not publicly available currently due to the
thesis defense has not been completed yet. If you have
any query, contact the corresponding author.
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