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A B S T R A C T  
 

 

Today, the number of cyber-attacks has increased and become more complex with an increase in the size 

of high-dimensional data, which includes noisy and irrelevant features. In such cases, the removal of 

irrelevant and noisy features, by Feature Selection (FS) and Dimensions Reduction (DR) methods, can 
be very effective in increasing the performance of intrusion detection systems (IDS). This paper compares 

some FS and DR methods for detecting cyber-attacks with the best accuracy using implementation on 

KDDCUP99 dataset. A Deep Neural Network (DNN) is used for training and simulating them. The 
results show the filter methods are faster than wrapper methods but less accurate. Whereas the Wrapper 

methods have more accuracy but are computationally costlier. Embedded methods have the best output 

and maximum values, which is 99% for all the metrics, comparing to it the DR methods have shown a 
good performance and speed, among them Linear Discriminant Analysis (LDA) method even better than 

embedded method. 

doi: 10.5829/ije.2023.36.07a.15 
 

 
1. INTRODUCTION1 
 
With the increasing use of internet, the threats have also 

increased and become more complicated, so the 

protection of networks in the modern world has become 

increasingly important. A key technology for ensuring 

the security of networks is intrusion detection systems 

[1], which are referred to as the first line of defense for 

securing networks [2]. 

In general, IDSs are divided into Signature-based and 

Behavior-based, with the former using Machine Learning 

algorithms (ML), which have been widely used by data 

scientists recently [3-5]. The first step in working with 

ML algorithms is feature engineering for reducing and 

cleaning the input data to make it faster and more 

accurate. Feature engineering techniques improve the 

detection performance by extracting relationships 

between data and removing irrelevant information [6]. 

Two important parts of feature engineering are 

Feature Selection (FS) and Dimensions Reduction (DR), 

which play an important role in machine learning 

classification problems [7]. Therefore, the detection 

process will be faster and more intensive, which in turn 
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leads to a lower demand for computing resources. Some 

of the advantages of these methods are as follows: 

1. Reduce the probability of overfitting the model and 

get a better generalization. 

2. Give a better data visualization to get a good 

comprehension. 

3. The unsupervised methods are useful when there is 

no labeled data or not enough labeled data. 

4. Reduce the training time by removing the noisy and 

redundant data. 

5. Improve the performance and accuracy of the model 

by removing the irrelevant data. 

Since there are different types of FS and DR methods, it’s 

necessary to select the best one. The purpose of this paper 

is to compare various methods of feature engineering. 

Due to the increasing complexity and different types 

of attacks, this paper prefers to work on a behavior-based 

IDS, and due to the better performance of neural 

networks among the ML algorithms [8]. A Deep Neural 

Network (DNN) is selected as the final classifier. In this 

paper, we trained a DNN as a classifier for a behavior-

based IDS to compare the performance of FS methods, 

i.e., filtering, wrapper, and embedded methods, as well as 
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DR methods that categorize into linear and non-linear 

methods. As a classifier in FS methods, some ML 

algorithms like Support Vector Machine (SVM) [9] and 

Random Forest (RF) [10] are used to find the best 

features. 

The rest of the paper is organized as follows: In 

section 2, the related works are presented. Details and 

explanations of the FS and DR methods are examined in 

section 3. The reports and experimental results are 

conducted in section 4 and the conclusion is given in 

section 5. 

 

 

2. RELATED WORK AND CONTRIBUTIONS 
 

Feature engineering is one of the most time-consuming 

parts in ML problems [11], FS trying to find the good 

features that are selected from the data and are not 

redundant, are related to the output, also cause more 

difference between classes and minimize the internal 

variance and maximize the external variance. FS 

Algorithms need to search in the data space, so four basic 

essential problems in their diversity have explained 

starting point, search organization, evaluation method 

and algorithms elimination metric data structure, model 

structure and data diversity make impression on FS. Each 

FS algorithm can give different results on an individual 

data set. FS is suitable to obtain the nature of the data, 

otherwise there are other methods such as feature 

extraction, which have become very popular in recent 

years. 

Ghasemi and Esmaily [12] presented an IDS using 

KDDcup99 and NSL-KDD datasets based on machine 

learning algorithms. They pointed out that feature 

selection plays an important role in standard benchmark 

datasets. Therefore, the GA algorithm was used to select 

the optimal features. In this paper, it was shown that the 

data dimensions have an important effect on the 

performance of the algorithm, and finally the DT 

algorithm together with the feature selection method 

achieved the highest evaluation scores. 

Venkatesh and Anuradha [13] have shown the 

importance of dimensionality reduction due to the 

increase of noisy data, which affects the performance of 

the algorithm. They have explained the FS methods and 

divided them into filter, wrapper and embedded methods. 

They have explained six stages for FS methods which 

consist of search direction, search strategy, evaluation 

criteria, stopping criteria and validation of results. 

Biglari et al. [14] claimed that high-dimensional data 

posed a major challenge to the data mining problem. 

They presented a four-step feature selection method to 

improve the efficiency of machine learning algorithms on 

high-dimensional data. The proposed method was 

applied to two high-dimensional data and achieved a 

prediction accuracy of 0.92 and 0.99 (99%). 

Kou et al. [15] tried 10 FS methods to get the best 

result on a text classification problem with 10 different 

data sets. The authors declared the evaluation of a FS 

method to be a Multiple Criteria Decision Making 

(MCDM) problem. They also used nine evaluation 

measures for binary classification and seven evaluation 

measures for multi-class classification. According to the 

results, it is obvious that MCDM-based methods are 

effective in evaluating the methods of FS. 

Mohammadi et al. [16] have proposed a FS method to 

improve the performance of IDS using KDDcup99. It is 

a combination of a filtering method, where the linear 

correlation coefficient reduces the computational 

complexity, and a wrapper method, which is the 

Cuttlefish algorithm; in addition, the ID3 algorithm was 

used as a classifier. The results show a significant 

improvement in performance compared to using only the 

filter method or the wrapper method. 

Meza and Touahria [17] have created a helpful review 

of FS methods to improve an IDS, they have explained 

many approaches in FS for IDS. They have proposed a 

new taxonomy of FS algorithms and presented their 

properties depending on different datasets, selection 

mechanisms, selection approaches, selection techniques, 

classifiers, selection features and multi-objective aspects. 

Gündüz and Çeter [18] have conducted an experiment 

to improve the performance of IDS, which classifies 

attacks using four classification algorithms, namely 

Multi Layers Perceptron, Support Vector Machine 

(SVM), Decision Tree and a fuzzy-based algorithm on 

the KDDcup99 dataset. The FS is created first by 

correlation and then using the Best First Search (BFS) 

algorithm, where the 11 most important features were 

selected. The classification results show an improvement 

in performance after applying the FS. 

Umar and Zhanfang [19] have tested five 

classification algorithms, i.e. Artificial Neural Network 

(ANN), SVM, Naïve Bayes (NB), K Nearest Neighbors 

(KNN) and Random Forest (RF) for improvement and 

IDS with two datasets, NSL-KDD and UNSW-NB15. 

The chosen FS. Method is wrapper-based. They 

compared the classification with and without FS, and the 

results show an increase in speed for all algorithms 

except ANN and a negligible decrease in accuracy. This 

shows the importance of FS in reducing execution time. 

Zhao et al. [20] have proposed a novel model for 

intrusion detection using PCA and a classifier for the 

KDDcup99 dataset. To choose the best classifier, two 

algorithms were compared: soft max regression, an 

extended version of logistic regression, and K Nearest 

Neighbor. The experimental results show that the 

dimensions reduced by PCA contain negligible loss of 

useful information, but the redundant data are 

significantly reduced. For the classification algorithms, 

both achieved similar performance, with Soft max 

Regression having lower execution time. 
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Saranya et al. [21] have presented an investigation of 

ML algorithms to improve IDS for the Internet of Things 

(IoT) using the KDDcup99 dataset. They have 

implemented three algorithms: Linear Discriminant 

Analysis (LDA), Classification and Regression Trees 

(CART), and the RF. Experimental results show an 

accuracy of 99.65% for RF, 98.1% for LDA and 98% for 

the CART algorithm. The work has also compared 

different ML algorithms, i.e. K-means, J.48, SVM, PCA, 

logistic regression, decision tree (DT) and ANN. The 

results show that ANN and DT are the classifiers with the 

highest accuracy (99.65%). 

Considering the above context, the key contributions 

to this paper are as follows: 

- Find out the best way to make intrusion detections 

faster and more accurate with less use of computational 

resources. 

- A detailed comparison between most popular DR and 

FS methods from prediction performance point of view. 

- Examine the application of SVM and DNN to the 

problem of FS and DR in IDS. 

 

 

3. RESEARCH METHODOLOGY 
 
The overall view of the methods evaluated and 

implemented in this research is shown in Figure 1.  

 
3. 1. Filtering Methods        Filtering methods [22] are 

independent of ML algorithms, so they are more optimal 

than other methods in terms of computational load. 

Figure 2 shows the overall structure of filtering methods. 

In these methods, FS is done according to the feature 

ranking by statistical characteristics such as Distance, 

Correlation, Information and Consisting. 
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Figure 1. overall view of evaluated methods 
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Figure 2. Overall structure of Filtering methods 

 

 

3. 1. 1. Mutual Information (MI)        In this method, 

the MI of each feature is calculated according to Equation 

(1) and the best features are selected according to the 

maximum value of MI. 

𝑀𝐼(𝑥𝑘 , 𝑦) = 𝐸𝑥𝑦 [𝑙𝑜𝑔
𝑃(𝑥,𝑦)

𝑃(𝑥)𝑃(𝑦)
]  (1) 

If there is no relevance between x and y, they are 

considered independent and the value MI would be equal 

to 0. 

 

3. 1. 2. Mean Squared Error (MSE)       This method 

also provides a value called MSE according to Equation 

(2), which gives the mean squared error. 

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑁

𝑖=1
  (2) 

This method uses the output errors obtained with a ML 

algorithm that also requires a predefined threshold to 

select the best features. 

 

3. 1. 3. Correlation        The correlation metric selects 

the features that have the greatest relevance to the output, 

as the lower correlation indicates the separable and 

redundant features [23]. The correlation is determined 

according to Equation (3).  

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
𝐶𝑜𝑣(𝜒𝑘,𝑑)

√𝑉𝑎𝑟(𝑥𝑘)√𝑉𝑎𝑟(𝑦)
  (3) 

A threshold value for the correlation value should be 

considered and the features with a correlation value 

below the threshold value should be removed. This 

metric works linearly and is not suitable for the nonlinear 

relevancies. 

 
3. 2. Wrapper Methods       As shown in Figure 3, 

wrapper methods use ML evaluation algorithms to select 

a subset of features. These methods require more 

processing time than filtering methods because the 

evaluation algorithm is run multiple times and each time 

a subset of features is selected and then performance is 

examined  according  to  the  predefined  learning  model  
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Figure 3. Overall structure of Wrapper Methods 

 

 

with an evaluation metric. Since the wrapper methods 

naturally operate during model training, they cause a 

heavy computational load when processing big data. 

These methods divide into greedy and non-greedy. 

This section presents the greedy methods, which select 

the features that seem best at the time and are usually 

trapped in a local minimum. Some of the greedy methods 

are as follows: 

 

3. 2. 1. Best Individual n Features      In this method, 

to select n features, the cost function is calculated t times, 

then the features with the best value are selected. So, the 

training is repeated t times to find n best features. This 

method works blindly and has the disadvantage that the 

duplicate features are not considered and a good repeated 

feature appears several times in the output features. 

 

3. 2. 2. Sequential Forward Search (SFS)      At the 

beginning, there is a single feature that is updated in each 

step. First the best single feature is selected, in the next 

step a feature is selected that is best related to the 

previous feature, and so on until the end of all features. It 

goes forward in the same way through all features to find 

n number features, but this has the following weaknesses: 

1. The selection of the first feature follows the method 

of the best individual feature and therefore has its 

disadvantages. 

2. The features selected in the next steps are based on 

the previously selected features, so the removed 

features have no chance to serve as the main 

component of the feature set. 

3. Each selected feature is frozen and remains until the 

end, even if it could not form the best feature set. 

 

3. 2. 3. Sequential Backward Search (SBS)        This 

method starts with a totality of all features as a set and in 

each step one of them is removed. In the initial state, the 

cost function has the maximum value and is reduced by 

the elimination in each step, so the feature chosen for 

removal should have the least influence on the cost 

function. This method has 2 weaknesses: 

1. After deleting a feature, there is no way to select it in 

the next steps. 

2. Unlike SFS, it starts with a large number of features, 

which reduces the reliability of the cluster, which is why 

the SFS method is more popular than SBS.  

 
3. 3. Embedded Methods        Filtering methods do not 

use clusters reduce performance, and wrapper methods 

are also computationally intensive. Thus, embedded 

methods proposed to use the clusters to determine the 

criteria during training and usually use for specific ML 

algorithm. As can be seen in Figure 4, in these methods, 

the search for the optimal subset of features would occur 

in the cluster design phase and can be viewed as a search 

in a combined space of subsets and hypotheses. 

Random Forest is a very powerful model for both 

regression and classification, which can also provide its 

own interpretation of feature importance. Each tree of the 

random forest can calculate the importance of an attribute 

according to its ability.  

The higher the importance of the feature, the more 

appropriate feature to choose, and according to the 

importance of each feature, feature selection is done. 

 
3. 4. Comparison Between Feature Selection 
Methods      Table 1 summarizes the comparison 

between the above methods. Filtering methods are 

appropriate when the speed of FS is more important, and 

wrapper methods are appropriate for systems that are 

delay tolerant and have the ability to provision the 

computational resources, and for systems that care about 

both, embedded methods are good. 

As it is mentioned in Table 1, interaction with the 

classifier can be an advantage. The filtering methods 

select the features just according to statistical criteria to 

score the correlation or dependence between the input 

variables and determine the relationship between them, 

but the wrapper and embedded methods work with the 

classifier and select the features according to the main 

problem and evaluate and categorize effective features 

and introduce them to the model. 

 

3. 5. Dimensions Reduction (DR)      As can be seen 

in Figure 5, the DR methods are generally divided into 

linear and nonlinear methods. These methods change the  
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Figure 4. Overall structure of Embedded Methods 
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TABLE 1. Methods Comparison 

Disadvantages Advantages Methods 

No interaction with 

classifier 

Independent of 
classifier, less 

computational cost, 

short running time, 

Filtering 

High computational cost, 

Overfitting feasibility, 

dependent on classifier 

Interaction with 

classifier, Recording 

attribute dependency 

Wrapper 

Dependent on classifier 

Interaction with 

classifier, less 

computational cost, 
Recording attribute 

dependency 

Embedded 
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Figure 5. Structure of linear and none linear methods 

 

 

distribution of data points to the distribution in which the 

data can be visually classified.  

As part of this category, Principal Component 

Analysis (PCA)  [24] and Linear Discriminant Analysis 

(LDA) [25] as linear methods, and t-distributed 

stochastic neighbor embedding (t-SNE) as nonlinear 

technique are described. 

 

3. 5. 1. Principal Component Analysis      To reduce 

computational costs and process complexity when using 

high-dimensional data, features must be reduced and 

combined rather than deleted, although the combination 

should contain the information of all features. 

There are many methods to do this, but PCA is one of 

the first and most important methods in the field DR. 

PCA doesn't consider the data labels, which is why it's 

also called an unsupervised method. When projecting 

data, some data information is inevitably lost. Therefore, 

the PCA method selects the axis that preserves the most 

information, and when projecting data with this axis, the 

loss of data information is the least. 

PCA requires preprocessing of the data before the 

dimensions are reduced, which can be done using 

formula 4.a, or to compensate for the deviation of the data 

points according to Equation (4.b), the standard deviation 

can also be part of the preprocessing. 

X=𝑥𝑗
𝑖 −𝜇𝑗 (4.a) 

X=
𝑥𝑗−𝜇𝑗

𝑖

𝜎𝑗
         (4.b) 

X refers to input data with m*n dimensions (m is the 

number of samples and n is the number of features).  
 

3. 5. 2. Linear Discriminant Analysis      The LDA 

algorithm is a kind of counterparty to PCA, since it uses 

the data labels and falls into the category of supervised 

methods. In the following, this method is studied as a 

binary and multiclass method. 
 

3. 5. 3. Multi-Classes      For multiple class data needed 

to determine the median, it must be determined for each 

class and for the entire classes in general according to 

Equations (5) and (6), respectively. 

𝜇𝑖 =  
1

𝑛𝑖

∑ 𝑥𝑖𝑥𝑖∈𝑐𝑖
  (5) 

𝜇 =  
1

𝑛
∑ 𝑥𝑖  (6) 

The variance is calculated in two parts, first the variance 

between classes (SB) and then the variance within classes 

(SW) according to Equations (7) and (8), respectively. 

𝑆𝐵 =  ∑ 𝑛𝑖(𝜇𝑖  −  𝜇)𝑐
𝑖=1 (𝜇𝑖  −  𝜇)T (7) 

𝑆𝑤 =  ∑ 𝑠𝑖
𝑐
𝑖=1 ; 𝑠𝑖  =  ∑ ∑ (𝑥𝑘 − 𝜇𝑖)(𝑥𝑘 − 𝜇𝑖)𝑥𝑘𝜖𝑐𝑖

𝑐
𝑖=1

T (8) 

The eigenvalues and vectors are determined using 

Equation (9). 

𝑆𝐵𝑣 = 𝛼𝑠𝑤𝑣  ;  𝑠𝑤
−1𝑠𝐵𝑣 = 𝛼𝑣 (9) 

 
3. 5. 4. t-distributed Stochastic Neighbor 
Embedding (t-SNE)          LDA and PCA reduce the 

data by finding a linear relationship between the data, but 

if there are too many features in the data, it's better to use 

a nonlinear method, which is called one of the most 

famous nonlinear methods t_SNE and is newer than PCA 

and LDA. The t_SNE algorithm is a complicated 

calculation [26]. 

The t_SNE method doesn't use labels, so it's also 

unsupervised and reduces data dimensions by extracting 

a nonlinear relationship. This section contains a brief 

explanation of its steps. 

Step 1: The similarity rate between data points in high 

dimensions is calculated according to Equation (10) and 

the similarity for each data point is determined using the 

Guassian distribution. 

Pj|i=  
𝑒𝑥𝑝 (−‖𝑥𝑖−𝑥𝑗‖

2
) 2𝜎2⁄

∑ 𝑒𝑥𝑝(−‖𝑥𝑖−𝑥𝑘‖2)/2𝜎2
𝑘≠𝑖

 (10) 

 

Step 2: This step is a repeat of the previous step, but using 

a different distribution called Student's t_distribution 

with freedom of 1, called the Cauchy distribution, so that 

the Qj|i for each data point are calculated according to 

Equation (11).  

Qj|i =  
𝑒𝑥𝑝 (−‖𝑥𝑖−𝑥𝑗‖

2
)

∑ 𝑒𝑥𝑝(−‖𝑦𝑖−𝑦𝑘‖2)𝑘≠𝑖
  (11) 
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Step 3: in this step, the Kull-Back-Leibler divergence 

metric (KL) plays the role of the cost function. Each 

distribution tries to keep the parameters as small as 

possible by making the best use of the gradient decent. 

 

3. 5. 5.    Comparison Between Feature Selection 
Methods     PCA and LDA are linear methods and can 

not handle complex and high dimensional data, but 

t_SNE is non-linear and suitable for high dimensional 

data. More over the LDA versus PCA and t_SNE is 

supervised and requires labeled data. On the speed 

discussion according to the done experiments, the fastest 

algorithm is LDA and the lowest one is t_SNE. 

 

 

4. IMPLEMENTATION 
 
Implementation is done using python 3.9 and on a on a 

machine with Intel(R) Core(TM) i7-10510U CPU @ 

1.80GHz -2.30 GHz, 1 NVIDIA GP108 PCIe 2GB and 

12GB RAM, using the Visual Studio Code environment 

with Keras and SKlearn library. 

As can be seen in Figure 6, this paper attempts to find 

the best way to reduce the data before training a Deep 

Neural Network (DNN) for a classification problem. The 

DNN works as a supervised method and uses the labels 

of the data to be trained. Feature selection methods (FS) 

are also evaluated using Support Vector Machine (SVM) 

and the results can be seen in Table 2. 

 

4. 1. Dataset And Performance Evaluation      The 

dataset that has been chosen for evaluation and FS is 

KDDcup99, which is still working as an useful dataset 
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Figure 6. Implementation Structure 

TABLE 2. Evaluation results for feature selection methods by 

SVM (Acc, Pre stand for Accuracy and Precision respectively) 

F1-

Score 
Recall Pre Acc 

Selected 

Features 
Method 

98% 99% 98% 99% 2,4,22 MI 

71% 79% 78% 79% 9,15,28 Correlation 

98% 99% 98% 99% 2,4,22 MSE 

99% 99% 99% 99% 2,3,4 SFS 

99% 99% 98% 99% 2,4,29 SBS 

99.9% 99.9% 99.9% 99.9% - Embedded 

 

 

[21, 27]. This dataset is selected base on: (i) lack of public 

benchmark datasets for network-based intrusion 

detection, (ii) popularity and frequent use of KDDcup99 

dataset by many researchers as a good bench mark 

dataset, (iii) various number of attack classes in this 

dataset, (iv) arrangement of records in such a way that 

there is no need to randomly select a part of the dataset to 

well train a model. 

This dataset has 41 features which three of them are 

object type (Protocol_type, Service and Flag). Totally 

there are four types of attacks in this dataset: 

- DoS: Denial-of-Service, e.g. syn flood 

- R2L: Remote to Local, unauthorized access from a 

remote machine, e.g. guessing password 

- U2R: User to Root, unauthorized access to local 

superuser (root) privileges, e.g., buffer overflow 

- Probe: surveillance and other probing, e.g., IP 

sweeping. 

The dataset consists of totally 1,072,992 records 

which divided into 812,814 normal, 247,267 DoS, 13,860 

Probe, 999 R2L and 52 U2R records. 

In this work, the results and the selected features are 

denoted by their indices from 0 to 41. 

The performance scores used in this work are 

accuracy, precision, Recall and F1 score, which are 

given in the Equations (12)-(15), respectively.  

TP TNaccuracy
TP TN FP FN

+=
+ + +  

(12) 

TPprecision
TP FP

=
+  

(13) 

TPrecall
TP FN

=
+  

(14) 

2* *
1

precision recall
F score

precision recall
− =

+  
(15) 

 

4. 2. Pre-processing      Before start working with the 

algorithms of ML, it's necessary to preprocess the input 

data. The 3 main steps of preprocessing are as follows: 

1. Missing value: the selected KDD is complete and 

doesn’t need this phase. 
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4. 2. 1. Encoding the Categorical Data          In this 

paper the label encoding method was used for the 

protocol_type, service, flag and label columns.  

 

4. 2. 2. Feature Scaling       In this phase, the standard 

scaler is used to set the values between -1 and 1. The 

standardization was performed according to Equation 

(16). 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑥 =
𝑥𝑗−𝑥𝑗̅̅ ̅

𝜎𝑗
  (16) 

 

4. 3. Filtering Methods      In this method, FS is based 

on the classification of features in terms of their statistical 

properties. To perform the filtering methods such as MI, 

MSE and correlation, n (number of selected features) was 

set to 3, so that the 41 original features of KDD are 

reduced to 3. In this section, a SVM was implemented to 

validate the methods.  

 

4. 3. 1. Mutual Information (MI)      This method 

calculates the MI and then selects the features with the 

most MI. Then, depending on the importance of accuracy 

or speed, the n numbers of the best selected features must 

be selected.  

As can be seen in Figure 7, according to the result of 

the MI method, the 3 best features (No. 2, No. 4 and No. 

22) were selected. To validate the selected features, they 

are applied to a SVM as input, and according to Table 2, 

the results show satisfactory values for the validation 

metrics. 

 

4. 3. 2. MSE      Decision tree was selected as a ML 

algorithm to evaluate each feature to predict the target, 

and finally the n number of features with the minimum 

MSE are selected. 

According to the plot in Figure 8, which shows the 

results of applying the MSE method to the KDD, the top 

three features (No. 2, No. 4, and No. 22) are selected to 

be scored with SVM. As can be seen in Table 2, the 

metrics scores are very similar to the method MI. 

 

4. 3. 3. Correlation      The correlation of a variable 

indicates the degree of its relationship with the 
 

 

 
Figure 7. Features based on MI 

 
Figure 8. features based on MSE 

 

 
corresponding target. If the correlation is equal to "1", it 

means that they are strongly correlated, and if it is equal 

to "-1", it means that there is an inverse relationship 

between them. Then, a threshold of α must be set and a 

number of n must be selected for the remaining features. 

In this work, the correlation between the features is 

calculated first, and the features whose correlation is 

greater than 'α" are selected, which is 0.8 in this 

implementation. As can be seen in Table 3, seven groups 

with correlation greater than 0.8 were found, from each 

of which one feature was selected and the others were 

removed. By running the Random Forest (RF) for each 

feature group, the features with the highest significance 

are selected (Table 4). Next, the three best features (No. 

9, No. 15, and No. 28) have been examined with SVM, 

as shown in Table 2. 

 

 
TABLE 3. Correlated Features (F stands for Feature) 

Group1 Group 4 

F 1 F 2 Correlation F 1 F 2 Correlation 

38 25 0.999334 32 33 0.973634 

38 37 0.998142 32 28 0.898427 

38 24 0.997839 32 2 0.867102 

38 28 0.857570 - - - 

- Group 5 

- - - F 1 F 2 Correlation 

- - - 21 9 0.83892 

Group 2 Group 6 

F 1 F 2 Correlation F 1 F 2 Correlation 

26 27 0.994817 35 23 0.944650 

26 39 0.986782 35 1 0.860319 

26 40 0.984970 35 22 0.860243 

Group 3 Group 7 

F 1 F 2 Correlation F 1 F 2 Correlation 

15 13 0.995016 3 28 0.851775 
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TABLE 4. Important Feature of each group 

Group number Most Important Feature Importance 

1 28 0.576205 

2 40 0.426946 

3 15 1.0 

4 2 0.541133 

5 9 1.0 

6 22 0.527443 

7 28 1.0 

 

 

4. 4. Wrapper Methods      This category includes 

several methods. To implement the wrapper methods, the 

variable n was set to 3. The implemented wrapper 

methods are as follows: 
 

4. 4. 1. Sequential Forward Search (SFS)      The SFS 

method attempts to eliminate the redundant features and 

selects a number of n remaining features to achieve 

satisfactory accuracy and speed. In this step, useful 

algorithms can be used to select the best features. 

For simplicity, the correlation matrix is used in this 

implementation and the features with high correlation 

were removed. About 14 features were removed and the 

number of features was reduced to 27. Then, K Neighbors 

was used to find the 3 best features. 

After removing 14 features through the correlation 

matrix, the selected algorithm for the SFS method found 

the three best features according to the accuracy metric. 

As can be seen in Table 2, the SFS selected the three best 

features (No. 2, No. 3, and No. 4) with accuracy greater 

than 99%. 

 

4. 4. 2. Sequential Backward Search (SBS)      

Backward FS starts with all features and builds a model 

that deletes one feature at each step to get the best result. 

In this algorithm, the termination metric is reaching a 

certain number of features, so the n numbers of features 

needed can be determined at this stage. 

To implement this algorithm, the RF algorithm is 

used to find the 3 best features according to the accuracy. 

Table 2 shows that the three best features (No. 2, No. 4 

and No. 29) selected by the SBS method have an 

accuracy of more than 99%. As can be seen, the results 

are too close to the SFS method.  
 

4. 5. Embedded Method      The results of this method 

depend on the chosen machine learning algorithm (ML) 

that FS uses during the training phase. After that, another 

method such as MI is applied to the results of the 

algorithm to capture the 'n" number of features needed. 
 

4. 5. 1. RF      In this phase, the features are clustered 

using RF as the classification algorithm and ordered by 

MI. 

As can be seen in Figure 9, which shows the feature 

group evaluated by the RF algorithm, the top three 

features with the most MI were selected. Table 2 and a 

comparison between the presented methods show that the 

embedded method using RF and MI received the most 

values for the validation metrics and outperformed the 

filtering and wrapper methods.  

 

4. 6. Dimensions Reduction      In this section, a DNN 

was implemented to validate the methods. Figure 10 

shows the structure of implemented DNN. The 

implemented DNN has only 2 neurons in the first layer, 

10 neurons in the second layer, and finally 23 neurons for 

the last layer due to the 23 types of attacks that exist in 

the KDD dataset. 

ReLU was chosen for the activation function in the 

first layer, tanh was chosen for the second layer, and 

SoftMax was chosen for the last layer, and dropout was 

also applied between layers to suppress the overfitting of 

the model. 

Due to the existence of different types of neural 

networks (LSTM, CNN, TCN, DNN...), it can be claimed 

that there are different types of feature extraction and the 

most suitable network should be selected according to the 

type of problem. Therefore, apart from the fact that neural 

networks are able to extract features, when it comes to 

performance comparison and in all comparison modes 

the number of training epochs is fixed, the model in the 

mode that receives inputs that pass through the FS or DR 

stages can make better use of the limited number of 

epochs to be trained better than a model that is faced with 

raw input data with the same number of epochs. So, in 

the first phase of implementation, the DNN is trained and 

tested with all 41 features of KDD, and the results are 

 

 

 
Figure 9. Random Forest Output 

 

 

 
Figure 10. Structure of Deep Neural Network 
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shown in Table 5. As can be seen, the accuracy of the 

model is about 78%, which is very low compared to the 

other implementations. 

In the next stage, Dimensions Reduction (DR) 

methods such as PCA, LDA and t_SNE are applied to the 

data. 

 

4. 6. 1. PCA      In order to perform PCA as a linear 

method DR, the number n of required dimensions must 

be defined, which can be determined, for example, 

according to the number of neurons in a Deep Neural 

Network. 

The PCA applied to KDD is set to n=2, so that all 41 

features are mapped into 2 dimensions and passed as 

input to the DNN. The validation results can be seen in 

Table 5. As can be seen, the DNN with the PCA method 

outperformed the validation without applying any FS 

method. 

 

4. 6. 2. LDA      The LDA method works as a linear 

method, and to reduce the dimensions of the data, the n 

numbers for the dimensions of the output data must first 

be specified. These may vary depending on 

computational resources, speed required, or accuracy 

needed. 

To compare the results of the methods of DR, the output 

dimensions of LDA were also set to 2 and the mapped 

data was used as DNN input. As can be seen in Table 5, 

the LDA method outperformed PCA. 

 

4. 6. 3. t_SNE      This method is useful for complicated 

data with too many features. Since it is a nonlinear 

method, it takes more time to reduce the dimensions of 

the data. The number of training epochs may be different, 

so it takes time to determine the number of epochs. 

The t_SNE method was applied with two different 

iterations, first with 500 and then with 1000, and the 

 

 
TABLE 5. Evaluation results for dimension reduction and 

feature selection methods by DNN 

F1-Score Recall Precision Accuracy Method 

0.7209 0.5685 1.0000 0.7853 Without FE 

0.9426 0.9400 0.9454 0.9401 PCA 

0.9778 0.9774 0.9783 0.9776 LDA 

0.6446 0.5218 0.8536 0.6749 t-SNE (500 iter) 

0.6865 0.5934 0.8203 0.6917 t-SNE (1000 iter) 

0.9366 0.9180 0.9567 0.9466 MI (22, 4) 

0.5698 0.5698 0.5733 0.5698 Correlation 

0.7854 0.7854 0.7854 0.7854 MSE (4, 22) 

0.7852 0.7852 0.7852 0.7852 SFS (3, 4) 

0.9183 0.9183 0.9184 0.7852 SBS (2, 29) 

0.9701 0.9698 0.9704 0.9701 Embedded (22, 23) 

output dimension was set to 2. According to Table 5, the 

t_SNE method did not perform well on KDD, it might 

work better on datasets with many more features. 

 

 

5. DISCUSSION 
 

For comparison and further evaluation, three best 

features were selected from those chosen by the above 

methods and the performance of each was evaluated 

using the SVM algorithm on the KDDCUP99 dataset. As 

can be seen from Table 2, the SFS and SBS methods are 

close to each other, although the running time of SBS is 

much longer than that of SFS. Among the algorithms in 

Table 2, the correlation method has the lowest accuracy 

but also the shortest running time. Using MI method in 

embedded methods leads to maximum performance and 

satisfactory running speed. 

So, the 3 different methods such as PCA, LDA, and 

t_SNE were applied before training the DNN to see the 

difference in performance. To have a complete 

comparison, the DNN model was also trained and tested 

using the selected features by FS methods. 

The comparison results can be found in Table 5. As 

can be seen, the LDA method has the best accuracy, even 

compared to the embedded method, which was the best 

among the FS methods. 

 

 

6. CONCLUSION  
 
In this paper, the methods of Feature Selection (FS) and 

Dimensions Reduction (DR) are presented and compared 

using a DNN. The importance of DR for Big Data was 

shown as it increases performance, and a comparison was 

made between FS methods using the implementation on 

the KDDCUP99 dataset. The wrapper methods have 

higher accuracy but are more computationally expensive. 

Embedded methods had the best results and maximum 

values that are 99% for all metrics. 

This paper also compares the methods of DR. Based 

on the implementation results, it can be seen that LDA 

has the best performance among the mentioned methods, 

even ahead of the embedded method. The t_SNE method 

is also very accurate, it can achieve better results on data 

sets with very high dimensions. 

The experimental results of this paper show that: 

Among the FS methods: 

1. The filtering methods have the minimum run time. 

2. The wrapper methods have the best accuracy. 

3. The embedded methods present a trade-off between 

run time and accuracy. 

Among the DR methods: 

4. The LDA has the best value. 

5. The t-SNE methods takes too long to response, it 

may show better results on very high dimensional 

data. 
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6. The PCA is also very close to LDA, but still among 

them all, the LDA has shown the best results. 

In future works, the FS method will be discussed by 

heuristic algorithms on a more complicated data with 

more dimensions. Deep Learning methods that go 

forward by feature extraction will be also studied. 
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Persian Abstract 

 چکیده 
حذف   یمواقع   نیشده است. در چن  تردهی چیو پ   افتهی  شیو نا مرتبط است، افزا  زدارینو  یهایژگیبا ابعاد بالا که شامل و  یهاحجم داده  شیبا افزا  یبریتعداد حملات سا  امروزه

  ی و کاهش ابعاد را برا  ی ژگیانتخاب و یهااز روش  ی مقاله برخ نیباشد. ای موثر م ارینفوذ  بس  صیتشخ یها ستمیعملکرد س شیتواند در افزا ی م یزینامرتبط و نو  یها یژگیو

  ی استفاده م  ز یآنها ن  ی ساز  ادهیآموزش و پ  یبرا  قیعم یشبکه عصب  کی.  کندیم  سهیمقا  KDDCUP99مجموعه داده    یرو  یسازاده یبا استفاده از پ  یبریحملات سا  صیتشخ

دارند اما از نظر   یشتریدقت ب  یبسته بند  یکه روش ها  یدارند. در حال  یهستند اما دقت کمتر  یبسته بند  یهاتر از روشع یسر  لتریف  یهاکه روش  دهد ینشان م  جیشود. نتا

  بعد،کاهش    ی هابا آن روش  سهیاست، در مقا  دهیدرصد رس  99  زانیبه م  ارهایهمه مع   یرا دارند که برا  یخروج  نیشده، بهتر  هیتعب  یهاتر هستند. روش  نهیپرهز  یمحاسبات

 . باشدی شده م هیتعب  یبهتر از روش ها ،یخط کیتفک   لیآنها روش تحل انیاند که در ماز خود نشان داده یعملکرد و سرعت خوب

 


